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The electronic structure of the iron �III� antimony �V� oxide FeSbO4 is investigated using the density
functional theory �DFT�. We have used two different approaches for the solution of the electronic problem with
periodic boundary conditions: localized basis-sets calculations with a hybrid �B3LYP� density functional, and
plane-wave pseudopotential calculations with the GGA+U technique, where GGA denotes the generalized
gradient approximations. Standard DFT-GGA and Hartree-Fock �HF� calculations are also presented for com-
parison. All the calculation methods correctly yield antiferromagnetic solutions with higher stability than the
ferromagnetic solution, where the analysis of the spin density shows a clear superexchange mechanism for the
propagation of the antiferromagnetic correlations in the crystal. However, both the fraction of the HF exchange
introduced in the functional and the Uef f parameter controlling the orbital-dependent correction in the DFT
+U method affect critically the calculated strength of the magnetic interactions. A reasonable agreement with
experiment �J=−25 K� is obtained for B3LYP �20% of HF exchange� and for GGA+U with Uef f =4 eV
�JB3LYP=−21 K and JGGA+U=−22 K�. Both methods also agree well as to the relative position and chemical
nature of the electronic bands, showing that FeSbO4 is a p-d charge-transfer semiconductor.
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I. INTRODUCTION

Iron antimonate FeSbO4 is a model catalyst for the selec-
tive oxidation of hydrocarbons1 and an important component
of some of the industrial catalysts for these reactions, includ-
ing the ammoxidation of propene to obtain acrylonitrile,
which is an intermediate in the production of synthetic rub-
bers and acrylic fibers. In addition, FeSbO4 has been studied
as a gas sensor for the detection of liquid-petroleum gas,2

and it also has a range of interesting magnetic properties
arising from the ordering of the moments on the Fe3+

cations.3,4

The FeSbO4 structure is described in terms of a rutile-like
framework with Fe and Sb cations distributed in the octahe-
dral sites within the oxygen lattice �Fig. 1�. Most experimen-
tal studies have concluded that the cation distribution is com-
pletely disordered, although some diffraction data have also
been interpreted in terms of partial cationic ordering in a
supercell with triple c parameter compared to common rutile
�see Ref. 5 for a review�. Some of us have recently per-
formed a computer modeling study6 of the distribution of
cations where we found that Fe and Sb cations show a clear
preference to alternate along the c axis of the crystal, while
these chains of alternating cations connect laterally with sig-
nificant disorder in the a-b plane, which prevents three-
dimensional long-range ordering.

According to neutron diffraction experiments,3 FeSbO4
presents antiferromagnetic ordering in two dimensions �per-
pendicular to the c axis�. In a previous computer modeling
study7 we correctly found that the antiferromagnetic �AFM�
phase is energetically more favorable than the ferromagnetic
�FM� phase, and we identified the alternation of the cations

along the �001� direction as the cause of the two-dimensional
extension of the magnetic coupling in this structure. We have
therefore used an appropriate simulation cell for FeSbO4

consisting of a double unit cell in the �001� direction, which
allows the Fe–Sb cation alternation along the c axis �Fig. 2�.

In the present work we investigate the electronic and
magnetic properties of iron antimonate using electronic
structure computer modeling techniques. Our calculations
show that FeSbO4 is a charge-transfer semiconductor mate-
rial, with antiferromagnetic correlations which propagate in
two dimensions via a superexchange mechanism. The
present investigation of the bulk electronic properties, be-
sides its intrinsic interest, is also important for future studies
on defect formation and surfaces of this material.

FIG. 1. Rutile-like structure of FeSbO4. The octahedra are con-
nected through corners in the ab plane and through edges in the c
direction. According to our modeling studies �Refs. 6 and 7� Fe and
Sb cations tend to alternate along the c axis of the crystal, while
there is no clear preference for any ordered pattern in the other two
directions.
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II. METHOD

We have employed computational techniques based on the
density functional theory �DFT�, both in the plane-wave
pseudopotential formulation, using the program VASP,8–11

and in the all-electron formulation with localized �Gaussian�
functions as the basis set, using the CRYSTAL2003 code.12 In
both cases, we have used techniques beyond the standard
DFT methodology, which is based on either the local density
�LDA� or the generalized gradient �GGA� approximations.
The LDA and GGA are known to fail in the description of
the electronic properties of early transition metal �TM� com-
pounds, as the electron self-interaction error, always present
in these formulations, becomes significant for electrons in
the well-localized TM d levels.

In the CRYSTAL2003 calculations we have employed the
hybrid functional B3LYP, which incorporates 20% of the
Hartree-Fock �HF� exchange, and the DFT contribution is
distributed between LDA and GGA parts, both for the ex-
change and for the correlation terms of the functional. The
general performance of B3LYP and other hybrid functionals
in solid state modeling has recently been discussed in detail
by Cora et al.,13 showing that whenever HF and standard
DFT results deviate in opposite directions from experiment,
the formulation of hybrid functionals can improve the accu-
racy of the calculations. This improvement can be obtained
for all properties that depend on the extent of electronic lo-
calization, including band gaps and magnetic coupling con-
stants, which are of interest in FeSbO4. We have also per-
formed calculations at the pure HF and GGA �BLYP� levels
to compare with the B3LYP results. The BLYP functional is

formed by the GGA exchange functional by Becke14 and
the GGA correlation functional by Lee, Yang, and Parr.15

BLYP is the formal limit of a hybrid functional like B3LYP,
when the HF contribution is reduced to zero.

The basis functions used in CRYSTAL2003 to expand the
Kohn-Sham orbitals are atom-centered contracted Gaussian-
type functions. As far as the number of Gaussian functions
used for each shell are concerned, the basis sets can be de-
scribed as 86 411-41d for Fe, 976 311-631d for Sb, and
8411-1d for O. The basis set for iron was taken from the
work by Catti, Valerio, and Dovesi16 on �-Fe2O3 �hematite�,
as the state of Fe in that structure and in iron antimonate is
very similar �high-spin Fe3+ with octahedral coordination�.
The exponents and coefficients for the Sb basis were taken
from the set optimized by Towler17 for the free atom, but we
have removed the two most diffuse split-valence sp shells,
which are not necessary for the crystalline ionic solid and
may introduce numerical problems, and the exponents of the
two most diffuse functions were determined variationally for
the crystal structure of iron antimonate. The basis set for
oxygen is the one used by Catti, Valerio, and Dovesi for
hematite, but again the exponents of the two most diffuse
functions were optimized for FeSbO4.

A full relaxation of the structure, including both the inter-
nal coordinates and the cell vectors, was performed at the
B3LYP level, and the cell parameters are shown in Table I.
The GGA and HF calculations were performed for the same
lattice parameters as optimized at the B3LYP level, and only
the atomic fractional coordinates were reoptimized for each
method.

In the VASP calculations we have employed the DFT
+U methodology.18–21 This method combines the DFT and a
Hubbard Hamiltonian to account for the intra-atomic Cou-
lomb repulsion, which is not well described in standard DFT.
We use here the simple formulation by Liechtenstein, Anisi-
mov, and Zaanen20 and Dudarev et al.,21 where a single pa-
rameter Uef f determines an orbital-dependent correction to
the DFT energy. Uef f is generally expressed as the difference
between two parameters, the Hubbard U, which is the
Coulomb-energetic cost to place two electrons at the same
site, and an approximation of the Stoner exchange parameter
I, which is almost constant at �1 eV.22 The DFT+U correc-
tion acts by reducing the one-electron potential locally for
the specified orbitals of the metal atoms �e.g., Fe d orbitals�,
therefore reducing the hybridization with the ligands �e.g., O
atoms�. The Uef f =0 case represents the DFT limit. Details of
the implementation of the DFT+U method in the VASP code

FIG. 2. Scheme of the supercell used in the calculations. Solid
and open balls represent the atoms of Fe and Sb, respectively. Oxy-
gen positions are omitted for more clarity. The arrows represent the
orientation of the spin on the Fe3+ ions, following antiferromagnetic
ordering. The orientation of the spin moments with respect to the
crystal is meaningless, only their relative orientation is relevant
here.

TABLE I. Equilibrium cell parameters and bulk modulus for
different calculation methods. c denotes parameter doubled.

Method a �Å� c �Å� B �GPa�

B3LYP 4.6902 6.2488

GGA �PW91� 4.6747 6.2342 168.7

GGA+Ua 4.6844 6.2290 177.2

Experimentalb 4.6433 6.1630

aUef f =4 eV.
bReference 5.
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can be found in the work by Rohrbach, Hofner, and Kresse
on transition metal sulfides.19

The DFT solution within the DFT+U approach can be
obtained either at the LDA or GGA levels, giving rise to
what have been called the LDA+U and the GGA+U formu-
lations, respectively �see Ref. 19 for a comparison between
the two formulations�. We have used here the GGA+U ap-
proximation with a GGA functional built from the Perdew
and Zunger23 local functional, with the spin interpolation for-
mula of Vosko, Wilk, and Nusair24 and the gradient correc-
tions by Perdew et al.25 It should be noted that we are refer-
ring to this functional when we talk about the GGA in the
context of our plane-wave calculations, in contrast to the
BLYP functional employed for the GGA calculation with lo-
calized basis sets. The interaction between the valence elec-
trons and the core was described with the projected aug-
mented wave method26 in the implementation of Kresse and
Joubert.27 The number of plane waves in VASP is controlled
by the cut-off energy, which in all our static calculations was
Ecut=400 eV, while all the geometry relaxations were per-
formed with an increased cut-off of 520 eV to ensure proper
convergence of the stress tensor. For the optimum value of
Uef f =4 eV �see discussion below� and for Uef f =0 eV �GGA
limit�, accurate cell parameters were also obtained by fitting
the energy vs volume curve to a Murnaghan equation of
state,28 rather than by direct stress minimization, in order to
avoid inaccuracies due to the Pulay stress.29 This procedure
also permits us to obtain the bulk modulus of the crystal,
which is reported in Table I together with the calculated cell
parameters.

Magnetic coupling constants were calculated by mapping
our ab initio results onto the magnetic Hamiltonian:

H = H0 − 2J�
�i,j�

SiSj ,

where H0 is a constant energy, the S values for high-spin
Fe3+ are ±5/2, and the symbol �i , j� indicates a sum over the
Fe–Fe pairs. Taking into account that there are four such
pairs per unit cell, J simply becomes

J =
EAFM − EFM

100
.

In all cases we use the same geometry, the one corresponding
to AFM equilibrium, to obtain both the FM and the AFM
energy. Values are reported in the kelvin temperature scale
�that is, J /kB values, where kB=8.617�10−5 eV/K is the
Boltzmann’s constant�.

III. RESULTS AND DISCUSSION

A. Localized basis set calculations

Figure 3 shows the band structure and density of states
calculated with the GGA, B3LYP, and HF approximations.
As expected from previous studies using hybrid functionals,
the band gap increases on increasing the HF component in
the exchange functional. At the GGA �BLYP� level, the sys-
tem has a very small band gap of around 0.2 eV, while HF
predicts an insulator solution with a very large band gap of

more than 12 eV; the B3LYP predicts an intermediate band
gap of around 3 eV. From experimental studies2,30 FeSbO4 is
known to be a semiconductor, with an activation energy of
0.75 eV for n-type conduction.30 This value represents a
lower limit for the band gap of the pure material, as it is the
energy required to excite electrons from the donor levels to
the conduction band. Therefore, while the electronic band
gap is clearly exaggerated at the HF level, it is underesti-
mated by the GGA calculation, and B3LYP thus provides a
more realistic value. The valence space is formed by Fe-3d
and O-2p states, with minor contributions from Sb-5s orbit-
als. The relative position of the respective bands changes
dramatically with the approach used. In the valence bands
�VB� the Fe-3d levels shift down with respect to the O-2p
levels on increasing the fraction of the HF exchange: in the
GGA solution, the top of the VB has largely Fe-3d character,
although mixed with the O-2p levels, while in the B3LYP
solution the Fe-3d levels are located towards the bottom of
the VB, the top level being mostly O-2p. Finally, in the HF
solution the Fe-3d levels are well below the O-2p bands.
These shifts are a consequence of the self-interaction correc-
tion, accomplished via the inclusion of the HF exchange, that
localizes electrons on the 3d orbitals, leading to a less effec-
tive overlap of the 3d orbitals with the O-2p, and the mixing
of Fe/O orbitals is hence also less effective. We observe that
the Fe partial density of states �DOS� in GGA covers the
whole VB, while in B3LYP and even more so in the HF
there are more defined peaks over a smaller energy range,
which is consistent with more localized electronic states on
the Fe site. However, it is worth noting that the presence of
Fe and O states at the same energy does not necessarily
imply Fe–O covalence; they can just overlap in the same
energy range.

We also note some variations in the conduction band
�CB�. In GGA, the bottom of the CB is given by the empty
Fe-3d states �almost flat bands at �−2 eV�; the same feature
is found in B3LYP, but in the HF the bottom of the CB is a
band with larger dispersion, which has Fe-4s character. This
behavior is typical of oxides with partially filled d orbitals:
the self-interaction correction �introduced by the HF ex-
change� is larger the greater the localization of the states. In
this case Fe-3d are much more localized than Fe-4s; on
increasing the HF component the empty Fe-3d is destabi-
lized with respect to the Fe-4s, until the order of their ener-
gies swaps. Similar behavior has already been observed in
FeO.31

Using a convenient plane through the material that con-
tains both types of cations as well as oxygen atoms, we have
plotted in Fig. 4 the contour lines �a� of the charge density
and �b� of the difference between this density and the super-
position of the charge densities of the formal ions
Fe3+ ,Sb5+ ,O2−, which were calculated for each isolated ion
using the same basis set as in the solid. The deviation from
the ideal ionic charge density is more extensive for Sb than
for Fe, suggesting a higher degree of covalence in the Sb–O
than in the Fe–O interaction. A Mulliken analysis of the
charge distribution yields charges of +2.26, +3.18, and −1.36
for Fe, Sb, and O, respectively, and higher overlap popula-
tions for Sb–O than for Fe–O pairs. The ionicity of the sys-
tem increases with the amount of HF exchange included in
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the calculation �Table II�, with the charge and spin popula-
tions at their highest values and the overlap population at the
lowest value at the HF limit.

Figure 5�a� shows a well-localized spin density on the Fe
atoms, with antiferromagnetic order in the “zigzag” planes
perpendicular to the c axis. As we have discussed in a pre-
vious work,7 because of the alternation of the Fe and Sb
cations along the c axis, these magnetic planes are separated
from each other by nonmagnetic Sb–O layers, giving rise to
the experimentally observed3 two-dimensional magnetic be-
havior of FeSbO4. Figure 5 shows that the AFM correlation
extends through the magnetic planes via a superexchange
mechanism involving the oxygen atoms, even though the Fe–

O–Fe angle of �128° is not particularly close to the 180°
configuration which is the most favorable angle for superex-
change coupling. Figure 5�b� shows details of the spin den-
sity around one of these O atoms connecting two Fe ions,
with clear negative and positive regions pointing to the Fe
atoms with negative and positive spin density, respectively.
The inclusion of the Hartree-Fock exchange leads to a more
localized spin density around each iron ion, increasing the
spin population �see Table II� and at the same time weaken-
ing the superexchange interaction. The spin population, or
the number of unpaired electrons, is expected to be 5 for Fe3+

in the high-spin S=5/2 state, which corresponds to a mag-
netic moment 2�S�S+1��1/2=5.93�B �the experimental32

FIG. 3. Band structure, total, and projected
density of states obtained using all-electron cal-
culations with localized basis sets in �a� the GGA
�BLYP� approximation, �b� the hybrid functional
B3LYP, and �c� the Hartree-Fock method.
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magnetic moment of Fe ions in FeSbO4 is 6.0±0.1�B�. The
Fe spin population is therefore underestimated in all our cal-
culations, which is the result of both the approximations in-
volved in the methods, and of the Mulliken scheme for popu-
lation analysis. The spin density shows no feature on the Sb
ions, and the Mulliken analysis confirms the absence of net
spin polarization on Sb.

Table III gives the energy difference between the antifer-
romagnetic and ferromagnetic phases and the corresponding
magnetic coupling constants, obtained with the GGA,
B3LYP, and HF functionals. All the values are negative, in-
dicating the preference for AFM coupling, in agreement with

the experimental evidence. Assuming that each Fe is coupled
to four other Fe atoms, the experimental value of −25 K was
calculated by Berry and co-workers32,33 from the Curie-
Weiss temperature �580 K� obtained by measurements of
susceptibility versus temperature. In agreement with other
DFT studies of magnetic materials,13,34 the GGA calculations
overestimate the magnitude of the coupling, in this case by a
factor of 2.4. The HF method, on the other hand, tends to
localize the spin density on Fe too much, hence reducing the
effectiveness of the superexchange mechanism, and yielding
a very weak coupling �−4 K�. B3LYP yields a slightly un-
derestimated but acceptable value �−21 K� of the magnetic
coupling. Notably, the deviation from the experimental value
of the superexchange constant is opposite to that found in
other magnetic oxides, including MnO �B3LYP, −19.6 K, ex-
periment; −11 K� and NiO �B3LYP, −249 K; experiment,
−230 K�.13

B. Plane-wave calculations

Figure 6 shows the variation of the cell parameters, the Fe
spin, and the magnetic coupling with the parameter Uef f in
the GGA+U approach, where the horizontal solid lines rep-
resent the experimental values. The scale used in each plot is
chosen to show the whole range of variation in each case, but
it should be noted that the relative deviations from the ex-
perimental values are very different from one plot to the
other. The volume of the cell is slightly overestimated for all
values of Uef f considered here, with a maximum deviation of
+3.1% at Uef f =2 eV, and it seems that higher values of Uef f
are needed to match the experimental volume. The c /a ratio
is only slightly overestimated for all values of Uef f �8 eV;
where the maximum deviation �+0.4% � occurs at the GGA
limit.

The integral of the spin density within a sphere �radius
1.30 Å� around Fe can be used to evaluate the number of
unpaired electrons on the iron d levels, which increases from
3.8 for Uef f =0 �GGA limit� to 4.7 for Uef f =9 eV. The num-
ber does not reach the value of five unpaired electrons that
would be expected for high-spin Fe3+ according to experi-
mental results,32 but it is reasonably close considering the
approximations of this method of calculation. The electronic
localization on the metal ion in GGA+U method correlates
with the value chosen for Uef f, so it is not surprising that the

FIG. 4. �a� Charge density for the antiferromagnetic state calcu-
lated using the B3LYP functional, �b� difference charge density
�free ion densities subtracted�. Continuous, dashed and doted-
dashed lines correspond to positive, negative, and zero values of the
plotted function. Contour lines are drawn from −0.10 to 0.10 at
0.02 e /Å3 intervals in plot �a� and from −0.06 to 0.06 at 0.02 e /Å3

intervals in plot �b�.

TABLE II. Mulliken population analysis of the antiferromag-
netic solutions obtained by the three methods �GGA, B3LYP, and
HF�. Symbols q, qb, and �q�-� refer to charge, overlap, and spin
populations, respectively, and all values are given in electrons.

GGA B3LYP HF

q�Fe� +2.10 +2.26 +2.64

q�Sb� +3.10 +3.18 +3.50

q�O� −1.30 −1.36 −1.54

qb�Fe-O� 0.04 0.03 0.01

qb�Sb-O� 0.16 0.16 0.14

	�q�-�	�Fe� 3.91 4.30 4.78
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spin density integration within a fixed sphere increases with
this parameter.

Finally, the magnetic coupling constant exhibits a dra-
matic dependence on the Uef f parameter. At the GGA limit,
the coupling strength of −54 K overestimates experiment.
The difference from the value of −60 K obtained at the GGA
�BLYP� level in the last subsection is relatively small and
derives from the use of different functionals and types of
basis sets. The coupling strength rapidly decreases with the
Uef f parameter, as the spin localization on Fe increases and
the superexchange interaction becomes less efficient. No sig-
nificant change of the Fe–O–Fe angle is associated with this
variation, which excludes a strong structural magnetostric-
tion in the material. For Uef f between 3 and 4 eV, the calcu-
lated coupling is very close to the experimental value of
−25 K. For Uef f =4 eV, the magnetic coupling J=−22 K is
also close to the B3LYP value �−21 K�, and for higher Uef f

values, the J values decrease �J=−7.5 K for Uef f =9�
and almost reach the HF value �J=−4 K� reported above.
Here the analogy between the roles of the HF exchange in
hybrid functionals and the DFT+U correction is close, sug-
gesting a clear correspondence between the value of the HF
exchange fraction in one method and the Uef f parameter in
the other.

Considering the above results, we will use the magnetic
coupling to select a convenient Uef f parameter value, as the
structural properties are not as sensitive to this parameter. A
value of 4 eV gives rise to a coupling strength that is close to
experiment and to the B3LYP result, and still yields reason-

FIG. 5. �a� Spin density for the antiferromagnetic state calcu-
lated using the B3LYP functional and �b� magnification of the spin
density around one O ion between two Fe. Continuous, dashed, and
doted-dashed lines correspond to positive, negative, and zero values
of the plotted function. Contour lines are drawn from −0.10 to 0.10
at 0.02 e /Å3 intervals in plot �a� and from −0.08 to 0.08 at
0.01 e /Å3 intervals in plot �b�.

TABLE III. Energy differences �in eV� between the antiferro-
magnetic and ferromagnetic phases and the corresponding magnetic
coupling constants J �in kelvin�.

Method �EAFM-FM �eV� J �K�

GGA −0.519 −60

B3LYP −0.184 −21

HF −0.034 −4

Experimental −25

FIG. 6. Effect of the Uef f parameter on the calculated properties
of FeSbO4. Horizontal lines represent experimental values �struc-
ture, Ref. 5; magnetic properties, Ref. 32�.
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able cell parameters �see Table I�. It is worth noting that the
same value of Uef f =4 eV has been found to lead to optimal
agreement between calculation and experiment for a range of
physical properties of hematite ��-Fe2O3�.35,36 Thus, from
now on, all GGA+U results refer to those obtained using this
value of Uef f, unless otherwise stated.

The variation of the total energy and the Fe spin with the
cell volume is shown in Fig. 7, for GGA and GGA+U cal-
culations of the FM and the AFM phases. In all cases the
total spin was allowed to relax, and FM or AFM solutions
were controlled by setting the initial spin populations around
the Fe atoms. In the E-V curves obtained within the GGA
there are clear kinks which are associated with Fe spin tran-
sitions from high spin �HS� to intermediate spin �IS� to low
spin �LS� in the FM case, and from HS to LS in the AFM
case. The HS-IS transition in the FM phase occurs at nearly
zero external pressure, while transitions to LS occur at
�15 GPa in both FM and AFM phases. Although pressure-
induced spin transitions can actually occur,37–39 transition
pressures are typically much higher �e.g., �50 GPa in Fe2O3
�hematite� Ref. 37 and EuFeO3, Ref. 38 and �100 GPa in
FeSiO3 Ref. 39�. Rollmann et al. have recently found that the
GGA approximation predicts a spin transition in hematite at

14 GPa, which is well below the experimental transition
pressure. We therefore conclude that the spin transitions ob-
tained in our GGA calculations of FeSbO4 at relatively low
pressures are most likely an artifact of the simulation
method. The GGA+U technique corrects the problem, as can
be seen in the figure, giving, for example, the correct total of
ten unpaired electrons per cell �two Fe ions� in the FM so-
lution for all cell volumes investigated here.

Total and site-projected DOS are shown in Fig. 8 from
both GGA and GGA+U calculations. In agreement with the
results of the all-electron calculations, the GGA band struc-
ture presents a very small gap �of around 0.2 eV�. The
GGA+U result shows a wider band gap of 1.6 eV. This
value is lower than the B3LYP result, and although here the
band gap increases with the Uef f parameter, it saturates and
never reaches the large value for the gap obtained in the HF
calculation �see Table IV�. For example, increasing the Uef f
parameter up to 9 eV, increases the band gap by less than
0.1 eV. Thus, in this case, the Uef f correction does not act in
complete analogy with the incorporation of the HF exchange
in the hybrid functional. This finding is not surprising be-
cause the GGA+U correction acts selectively on the metal d
levels, shifting down the occupied d bands, and, once these
orbitals are far from the gap region, the effect of the Uef f

FIG. 7. Total energy and number of unpaired electrons as functions of the cell volume. Results for the ferromagnetic �FM� cell are shown
on the left, and for the antiferromagnetic �AFM� cell on the right.
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correction on the width of the band gap is very small. In
contrast, the inclusion of the HF exchange in a hybrid func-
tional acts on each electronic state �including those on O and
Sb� and produces a dramatic drop in the energy of the O-p
states �Fig. 3�, partly attributable to a stronger Madelung
field resulting from a higher charge localization, and partly
due to the self-interaction cancellation in O-p states. Hence,
the band gap is likely to be underestimated by this GGA
+U approach due to the overestimation of the O-p energy
bands.

The partial DOS plots show that whereas in the GGA
solution the top edge of the VB has a mixed Fe-d O-p char-
acter, in the GGA+U solution the top of the VB has almost
only O-p character, just like the B3LYP calculations. In gen-
eral, the relative positions of the total and site-projected DOS
peaks are very similar for B3LYP and GGA+U.

IV. CONCLUSIONS

We have presented a computer modeling study of the
electronic and magnetic properties of iron antimonate
FeSbO4, showing the limitations of traditional �e.g., GGA�
DFT formulations to treat this mixed-metal oxide and com-
paring the performance of two different approaches to sur-
mount these difficulties: the use of hybrid functionals and the
DFT+U method.

The strength of the magnetic coupling in the material is
reasonably well predicted by a hybrid functional which in-
corporates 20% of Hartree-Fock exchange �B3LYP� and by
the GGA+U calculation with Uef f =4 eV. The analysis of the
spin density shows a clear superexchange mechanism for the
propagation of the antiferromagnetic correlations in the crys-
tal, and this mechanism lessens with the increase in the lo-
calization of the spin density that occurs after the inclusion
of either the HF exchange or the Uef f correction. At the GGA
level, the strength of the magnetic coupling is considerably
overestimated, while at the HF level, or in the GGA+U
method with high Uef f, the magnitude of the coupling is un-
derestimated. The dramatic dependence of the magnetic cou-
pling on the Uef f parameter in the GGA+U provides a
simple method to select the value of this computational pa-
rameter for those systems where experimental measurements
of magnetic susceptibilities are available. For FeSbO4, the
value of Uef f =4 eV yields a good description of both mag-
netic and structural properties.

According to both B3LYP and GGA+U calculations,
FeSbO4 is a semiconductor material with an O p–Fe d band
gap, i.e., of a charge transfer rather than a Mott-Hubbard
character. The band gap and the relative positions of the
bands are affected in similar ways by the inclusion of 20%
Hartree-Fock exchange and by the GGA+U correction with
Uef f =4 eV. In particular, the occupied Fe-3d levels shift
down in the valence band region for both methods, in com-
parison with the GGA solutions. However, increasing the HF
exchange up to 100% and using higher values of Uef f do not
have equivalent effects on the band structure, due to the local
character of the GGA+U correction.

Although there are no experimental studies on the details
of the electronic structure of iron antimonates for compari-
son with our results, the consistency between our B3LYP and
GGA+U results, and the reported success of these methods

FIG. 8. Site-projected and total
electronic DOS �states/eV� ob-
tained for the antiferromagnetic
phase using �a� GGA and �b�
GGA+U �Uef f =4 eV�.

TABLE IV. Electronic band gap values �in eV� obtained for the
antiferromagnetic solutions using different methods.

CRYSTAL

Band
gap �eV� VASP

Band
gap �eV�

GGA �BLYP� 0.2 GGA �PW91� 0.2

B3LYP 3.0 GGA+U �Uef f =4 eV� 1.6

HF 12.8 GGA+U �Uef f =9 eV� 1.7
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in the description of other transition metal oxides, give us
confidence in the validity of our results. Experimental veri-
fication, for example by photoemission experiments or other
spectroscopic measurements, would, of course, be of consid-
erable interest to confirm our predictions. The present de-
scription of the bulk electronic structure now provides a solid
basis for the investigation of the electronic properties of the
FeSbO4 surfaces and oxygen vacancies, which play a crucial

role in the catalytic applications of this material.
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