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At symmetry points of the Brillouin zone, the two-layer Kronig-Penney �KP� problem has even- and odd-
parity solutions that are expressible with tangents and cotangents. Similar solutions are derived here for an
arbitrary number of layers. Namely, the eigenvalue-eigenvector problem for the energy spectra and wave
functions of arbitrary, one-dimensional, N-period layered systems is formulated in terms of tangents only. The
resulting equations are compact, algorithmically simple, numerically stable, and physically appealing. The
derived secular equation is Hermitian and only of order N�N �i.e., half the size of the KP secular equation�.
The eigenfrequency condition has physically attractive geometric representation in terms of N-sided figures
such as triangles and tetrahedrons for N=3. The analytic power of the formalism is demonstrated by diago-
nalizing the secular equation for N=3, finding a factored form of the KP equation, and deriving analytic
eigenfrequency conditions and analytic wave functions for the three layer problem. The analyticity of the
formalism should aid the band-gap engineering of the band structure and wave functions of multilayer struc-
tures. The numerical ease of implementation is demonstrated by calculating the eigenfrequencies and wave
functions for a three-layer photonic crystal.
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I. INTRODUCTION

One-dimensional periodic systems with N layers per pe-
riod pervade many areas of physics.1–9 The eigenvalue con-
ditions for such systems are given by the simple and elegant
Kronig-Penney �KP� equation.10 For N=2, the KP problem
has separate even- and odd-parity solutions in the form of
tangents and cotangents.11 However, for N�2, the KP equa-
tion becomes algorithmically complicated and its tangent
form is unknown. The overall eigenvector-eigenvalue prob-
lem is represented by a complex, non-Hermitian, 2N�2N
equation. Alternatively, the problem can be solved in the
transfer matrix formalism,12 which involves a multiplication
of N, 2�2 complex, non-Hermitian transfer matrices.

This paper derives the tangent form for a N-layer periodic
problem and explores its physical and mathematical conse-
quences. For ease of reading, Appendix A contains the glos-
sary of terms and notation used in this paper. The eigenvalue
condition for an arbitrary, one-dimensional periodic system
with N layers per period is constructed from the boundary
conditions for the N forward- and N backward-propagating
wave amplitudes, Sec. II. A generalized KP model is set up
in Sec. III using the compact notation developed in Sec. II.
For later comparison, a three-layer photonic band-gap mate-
rial �PBG� is used as an example of the standard KP ap-
proach. An alternative formulation of the problem in terms of
tangents is presented in Sec. IV, where it is shown to assume
the form of a Hermitian 2N�2N eigenvalue-eigenvector
problem and is written compactly as a 2�2 matrix compris-
ing four N�N block matrices—thenceforth called the main
equation. The resulting expression has the form of the opera-
tor Riccati equation.13–17 Since this paper demonstrates the
results for N odd, Appendix B shows how to derive the cor-
responding formulas for N even. For the purposes of this
paper, N-even results are found using the N-odd formalism in

the limit of one of the layer widths approaching zero. Using
the example of the three-layer PBG, the resulting formalism
is shown to be numerically equivalent to the standard KP
formulation of Sec. II.

Next, in Secs. V and VI, the main equation is block di-
agonalized and reduced to a N�N Hermitian form—called
the submain equation—that is half the size of the corre-
sponding KP formalism. At symmetry points, the submain
equation is real, which makes it possible to interpret the
eigenfrequency condition in terms of geometric figures—for
example, triangles and/or tetrahedrons for N=3; for general
N, the eigenvalue condition can be represented in terms of
N-sided figures in �N−1�-dimensional space. The use of the
submain equation is shown to be equivalent to the use of the
main equation itself. Using the example of N=3, Sec. VII
diagonalizes the submain equation and derives analytic
eigenfrequency conditions and wave functions. Conclusions
are given last.

II. FORMALISM DEVELOPMENT AND NOTATION

Consider a periodic structure with N layers per period,
where the ith layer extends between zi−1�z�zi, its width is
zi−zi−1=2ai, for 1� i�N, and z0�0. The period d=2�a1

+a2+a3+ ¯ +aN�. In what follows, matrices will be denoted
in boldface capitals.

Without a loss of generality, this development is applied
to PBG’s, a periodic system of dielectric layers, in which the
propagation of a plane electromagnetic wave in the z direc-
tion is governed by the wave equation18,19

� d2

dz2 + k2�z����z� = 0, �1�

where ��z� refers to Cartesian components of the electric or
magnetic field, the propagation wave vector ki=2�ni /�, ni is
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the refractive index, and � is the wavelength in vacuum.20

The photonic bands ��q� are periodic functions of q, where
the wave vector −� /d�q�� /d, with the period 2� /d.
Moreover, the solutions must obey the Bloch periodicity
condition10,11

��z + d� = exp�iqd���z� . �2�

In the ith layer of the zeroth period, the solution is a
superposition of right/left �+/−� traveling waves

��z� = ci
+ exp�ikiz� + ci

− exp�− ikiz�, zi−1 � z � zi. �3�

The wave amplitudes � and their derivatives d� /dz �TE
mode� and n−2d� /dz �TM mode� are continuous at all
interfaces.20 For economy of notation and transparency, com-
mon quantities are grouped together as21

Mi = � 1 1

�i − �i
� , �4�

where �i= �ni ,ni
−1� for �TE/TM� modes, so that M contains

materials information only.22,23 The 2�1 eigenvector for the
ith layer,

Ci = �ci
+

ci
− � , �5�

and the diagonal matrix for the propagation wave vectors,

Ki = �ki 0

0 − ki
� . �6�

Using Eq. �6�, it follows that the matrix exponential

exp�iKiai� = �exp�ikiai� 0

0 exp�− ikiai�
� , �7�

which is diagonal and contains all the dimensional �struc-
tural� information. In this notation both boundary conditions
at z=zi are expressed as22,23

Mi exp�iKizi�Ci = Mi+1 exp�iKi+1zi�Ci+1, i = 1, . . . ,N − 1;

�8�

for the last layer i=N, the boundary condition supplemented
by the Bloch periodicity condition yields

MN exp�iKNzN�CN = exp�iqd�M1 exp�iK1z0�C1. �9�

One can use Eqs. �4�–�7� to define another matrix expo-
nential

exp�i�izi� � Mi exp�iKizi�Mi
−1 = �cos kizi i sin kizi/�i

i�i sin kizi cos kizi
�

�10�

and the matrix tangent

tan �izi � Mi tan�Kizi�Mi
−1 = �0 tan kizi/�i

�i tan kizi 0
� ,

�11�

where �i need not �and often cannot� be computed; for any
scalar function f ,

f��i� = Mi� f�ki� 0

0 f�− ki�
�Mi

−1. �12�

In the matrix notation, Eqs. �4�–�9�, all the boundary con-
ditions are given by the 2N�2N complex, non-Hermitian
matrix22

�
exp�i�1z1� − exp�i�2z1� 0 ¯ 0 0

0 exp�i�2z2� − exp�i�3z2� � 0 0

0 0 exp�i�3z3� � 0 0

	 � � � � �

0 0 0 � exp�i�N−1zN−1� − exp�i�NzN−1�
− exp�i�1z0 + iqdI2� 0 0 ¯ 0 exp�i�NzN�


�
D1

D2

D3

	
DN−1

DN


 = 0, �13�

where Di=MiCi and all entries are 2�2 block matrices �see
Eq. �10��. The resulting eigenvector-eigenvalue problem will
be solved in two ways: �a� in the exponential form, Eq. �13�,
which will lead to a generalized KP equation, Sec. III, or �b�
by replacing the exponentials by tangents, which will lead to
forms and geometric representations derived in Secs.
IV–VII.

III. GENERALIZED KRONIG-PENNEY MODEL

Here, the well-known KP equation is derived in an algo-
rithmically simple form. In Eq. �13�, solving for D2 in terms
of D1, D3 in terms of D2, etc., leads to the condition

�exp�i�d� − exp�iqdI2��D1 = 0, �14�

where
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exp�i�d� � exp�2i�NaN� ¯ exp�2i�2a2�exp�2i�1a1�
�15�

and I2 is the 2�2 unit matrix. The matrix exponentials, Eq.
�10�, do not commute and � is not Hermitian. Equation �14�
is equivalent to the standard transfer matrix formulation,12

and Eq. �15� is the transfer matrix. Solving Eq. �13� in the
reverse order results in

�exp�− iqdI2� − exp�− i�d��DN = 0, �16�

where

exp�− i�d� � exp�− 2i�1a1�

�exp�− 2i�2a2� ¯ exp�− 2i�NaN� .

�17�

For nontrivial solutions of Eqs. �14� and �16�, the determi-
nants

exp�i�d� − I2 exp�iqd� = 0, �18�

I2 exp�− iqd� − exp�− i�d� = 0. �19�

Also, from time-reversal symmetry10–12 q→−q, Eq. �18� can
be rewritten as

exp�iqd�exp�i�d� − I2 = 0. �20�

Multiplication of Eqs. �19� and �21� provides the generalized
N-layer KP equation24

cos �d − I2 cos qd = 0, �21�

where the matrix cosine22,23

cos �d = �exp�i�d� + exp�− i�d��/2. �22�

In principle, Eq. �21� solves the problem; in practice, � must
be found from �15� by multiplying N noncommuting matrix
exponentials, Eq. �10�, as shown in the next section.

The KP equation �21� is particularly useful in finding ei-
genvalues but even for N=2 it provides no information about
their parity. Also, to find eigenvectors, one must revert back
to the full 2N�2N equation �13�. The present formulation
provides an alternative solution that is devoid of these prob-
lems.

Illustration

The cosine matrix cos �d= �exp�i�d�+exp�−i�d�� /2
can be evaluated for any N by using the definition of the
matrix exponential, Eq. �10�—i.e.,

exp�i�d� = �
i=1

N

exp�2i�iai� = �
i=1

N �ci isi/�i

i�isi ci
� , �23�

where ci=cos 2kiai and si=sin 2kiai, and the order of multi-
plication is as in Eqs. �15� and �17�. For example, for a
two-layer PBG, the required products lead to the classic KP
equation10

cos qd = c1c2 − ��1

�2
+

�2

�1
� s1s2

2
. �24�

The tangent form of Eq. �24� is22,23

�	1
+/�1 + 	2/�2� � ��1	1

− + �2	2� + �	1
−/�1 + 	2/�2�

� ��1	1
+ + �2	2� = 0 �25a�

or

�
	1 	̄1/�1 + 	2/�2

�1	̄1 + �2	2 
	1
� = 0, �25b�

where 	1
±=tan�k1a1±qd /2�, 	i=tan�kiai�, 	̄1= �	1

−+	1
+� /2, and


	1= �	1
−−	1

+� /2; at symmetry points q=0, ±� /d, the tan-
gents 	1

+=	1
−, so that the tangent form is

�	1/�1 + 	2/�2� � ��1	1 + �2	2� = 0, q = 0, �26�

�1/�1	1 − 	2/�2� � ��1/	1 − �2	2� = 0, q = ± �/d ,

�27�

where the first �second� brackets are the conditions for the
even �odd� parity eigenvalues, respectively, for the two-layer
PBG.10,25–27 In addition, the columns and rows of Eq. �25b�
can be viewed as two-dimensional vectors and the eigen-
value condition as the requirement that the two vectors be
collinear. This is the first instance of a geometric representa-
tion of an eigenfrequency condition. Clearly, even for N=2,
the tangent formulation has a number of attractive features.

For a three-layer PBG, the multiplication of three matri-
ces in Eq. �23� gives4

cos qd = c1c2c3 − ��1

�2
+

�2

�1
� s1s2c3

2
− ��1

�3
+

�3

�1
� s1c2s3

2

− ��2

�3
+

�3

�2
� c1s2s3

2
, �28�

which is invariant with respect to all permutations of layer

FIG. 1. The plot of the standard KP eigenfrequency condition,
Eq. �28�, at q=0 versus inverse wavelength for a three layer PBG
material with a1=25.25 nm, a2=75.2 nm, a3=50.15 nm, n1=2.33,
n2=1.45, and n3=3.6. Eigenfrequencies are found at the zeroes of
the graph.
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indices. For greater N, the multiplication of N matrices leads
to a multiterm expression that quickly becomes unwieldy,
brings no additional insights, and does not reduce the com-
putational effort. For future comparison, Fig. 1 plots Eq. �28�
as a function of inverse wavelength for a three-layer PBG
material at q=0.

The tangent form for a three-layer PBG can be derived
from Eq. �23� by using trigonometric identities, and at q=0 it
is given by

	1
2	2

2	3
2 + 	1

2 + 	2
2 + 	3

2 − 	1
2	2	3��2

�3
+

�3

�2
� − 	1	2

2	3��1

�3
+

�3

�1
�

− 	1	2	3
2��1

�2
+

�2

�1
� + 	1	2��1

�2
+

�2

�1
� + 	1	3��1

�3
+

�3

�1
�

+ 	2	3��2

�3
+

�3

�2
� = 0, �29�

which while symmetric is not very illuminating, algorithmi-
cally convenient, or easily extendable to a greater number of
layers or to a general q vector �however, at q= ±� /d, replace
	1→−1/	1�. Clearly, a more formal approach is necessary.

Observe that in the vacuum limit, �i=1, Eq. �29� can be
factored as

�	1	2	3 − 	1 − 	2 − 	3�2 = 0. �30�

This is the “triangle condition” that is satisfied whenever the
sum of the arguments of the three tangents, k1a1+k2a2
+k3a3= P� for integer P�0, so that �=d / P at q=0. �A spe-
cial case is the zero-frequency condition, k1=k2=k3=0, for
which 	1=	2=	3=0.� This condition corresponds to an arti-
ficial division of vacuum into slabs of width d and is inde-
pendent of the individual layer widths.

It is the possibility of analytic forms and their geometric
representations that motivates the development of the alter-
native formulation in Secs. IV–VII. In particular, in Sec. IV,
Eq. �29� will be factored into two parts, Eq. �78�, and ana-
lytic wave functions will be found.

IV. TANGENT FORMULATION FOR N LAYERS

A. Reformulated eigenvector-eigenvalue problem

By defining a new eigenvector

Gi = exp�i�izi�Di = exp�i�izi�MiCi, �31�

the secular equation �13� can be expressed in terms of layer
widths

�
I2 − exp�− 2i�2a2� 0 ¯ 0 0

0 I2 − exp�− 2i�3a3� � 0 0

0 0 � � � 0

	 � � � � �

0 0 0 � I2 − exp�− 2i�NaN�
− I2 exp�− 2i�1a1 + qdI2� 0 0 ¯ 0 I2


�
G1

G2

.

.

GN−1

GN


 = 0. �32�

Then, using the identity11

exp�2i�ai� = �I + i tan �ai�/�I − i tan �ai� , �33�

all matrix exponentials turn into matrix tangents. For odd N, by row addition and subtraction, Eq. �32� can be rearranged as22

�
tan��1a1 − qd/2� iI2 − iI2 ¯ iI2 − iI2

tan �2a2 iI2 � − iI2 iI2

� � � − iI2

c.c. � � �

tan �N−1aN−1 iI2

tan �NaN


�
W1

W2

.

.

WN−1

WN


 = 0, �34�
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where

Wi =
I

I + i tan��iai�
Gi

=
I

I + i tan��iai�
exp�i�izi�MiCi,

i = 2, . . . ,N , �35�

W1 =
I

I + i tan��1a1 − qd/2�
G1

=
I

I + i tan��1a1 − qd/2�
exp�i�1z1�M1C1, i = 1.

�36�

Conversely, once eigenvectors Wi are calculated, the wave
amplitudes are found from

Ci = exp�− iKi�ai + zi−1��sec�Kiai��Mi
−1Wi�, i = 2, . . . ,N ,

�37a�

C1 = exp�− i�K1a1 + qd/2��sec�K1a1 − qd/2��M1
−1W1�,

i = 1. �37b�

For N even, the relevant treatment is presented in Appen-
dix B.22 For the purposes of the present paper, the results for
N even can be found by using the results for N odd in the
limit of one the layer widths going to zero.

B. Main equation: Reduction to a 2Ã2 block form

For PBG’s, the 2�2 tangent matrices, Eq. �11�, are given
by

tan �iai = � 0 	i/�i

�i	i 0
� , �38a�

tan��1a1 − qdI2/2� =
1

2
� 	1

− − 	1
+ �	1

− + 	1
+�/�1

�	1
− + 	1

+��1 	1
− − 	1

+ �
� � 
	1 	̄1/�1

	̄1�1 
	1
� , �38b�

where

	̄1 = �	1
+ + 	1

−�/2, �39a�


	1 = �	1
− − 	1

+�/2. �39b�

Next, Eqs. �38a� and �38b� are substituted into the secular
equation �34� and vector

Wi = �Wi
+

Wi
− �

is split into its upper and lower components. After further
rearrangement, the 2N�2N secular equation can be written
as a 2�2 matrix of N�N block matrices, henceforth called
the main equation, the central result of the present paper,

�TA J

J TA−1 ��W+

W− � � ��A��W+

W− � = 0 . �40�

For odd N, the N�N matrices T and A are real diagonal and
given by

� =�
	̄1 0 0 ¯ 0

0 	2 0 � 0

0 0 � � 	
	 � 0 	N−1 0

0 0 ¯ 0 	N


 , �41�

A =�
�1 0 0 ¯ 0

0 �2 0 � 0

0 0 � � 	
	 � 0 �N−1 0

0 0 ¯ 0 �N


 , �42�

and the N�N Hermitian matrix J is given by

J =�

	1 i − i ¯ i − i

− i 0 i � − i i

i − i 0 � � − i

	 � � � � 	
− i i � � 0 i

i − i i ¯ − i 0


 . �43�

The developments below are all the consequences of the
main equation �40�, which has the form of the operator Ric-
cati equation.13–17 Observe that at symmetry points, 
	1=0,
and J is i times a real skew-symmetric matrix �i.e., its deter-
minant is zero�. The simplicity of the main equation, the
diagonality of T and A, and the Hermiticity of J make pos-
sible the analytic progress below.

C. Properties of the main equation

The reduction of the 2N�2N secular equation to the
2�2 secular matrix of N�N block matrices, Eq. �40�, sim-
plifies the problem mathematically and conceptually. Since
T, A, and J, are all Hermitian, the secular matrix is also
Hermitian,

��A�† = ��A� , �44�

and its determinant is real. By contrast, in the KP formula-
tion, Eqs. �13� is non-Hermitian. Moreover, with T held con-
stant, the determinant is invariant under the interchange
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A↔A−1—i.e., as a functional of A:

��A� = ��A−1� . �45�

Since ��A� is Hermitian, it can be diagonalized by a uni-
tary transformation U��U�−1=�, producing 2N real eigen-
values �ii and N orthonormal eigenvectors Ui. At an eigen-
frequency, one of the eigenvalues � j j =0, 1� j�N; the
corresponding eigenvector U j =W furnishes the wave func-
tion amplitudes W±, Eqs. �35� and �36�, which in turn can be
used to find the forward/backward amplitudes c± via Eq. �37�
and ultimately the wave functions themselves, Eq. �3�.

For the three-layer case of Fig. 1, ��A� is a 6�6 de-
terminant and is plotted in Fig. 2. The horizontal axis inter-
cepts are seen to produce the same eigenfrequencies as in
Fig. 1 to within computer accuracy. At q=0 and N=3, the
6�6 determinant ��A� can be evaluated analytically
and indeed is given by Eq. �29�; here, however, ��A� has
been derived using a consistent, generalized procedure. The
corresponding wave functions for a few lowest �nonzero�

FIG. 2. The 6�6 secular determinant of the main equation, Eq.
�40�, ��A�, for the three-layer case of Fig. 1. Eigenfrequencies at
the zeros of the graph coincide with those of Fig. 1. Singularities
due to the tangents can be eliminated by multiplying the graph by
the corresponding cosines.

FIG. 3. The wave functions for the lowest two �a� and next two
lowest �b� eigenfrequencies calculated with Eq. �40� for the case of
the three-layer PBG of Fig. 1 at q=0. Here 1/�2

=0.00134661 nm−1, 1 /�3=0.00154943 nm−1, 1 /�4

=0.00279033 nm−1, and 1/�5= 0.00291967 nm−1.

FIG. 4. The corresponding wave functions for the lowest two �a�
and next two lowest �b� eigenfrequencies calculated with Eq. �40�
by setting a3=0. The three-layer wave functions, Fig. 3, are seen to
evolve from those of Fig. 4, while retaining the same node pattern.
Here, 1 /�2=0.0028066 nm−1, 1 /�3=0.0031652 nm−1, 1 /�4

=0.0057406 nm−1, and 1/�5=0.0061640 nm−1.
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eigenfrequencies of the main equation are shown in Figs.
3�a� and 3�b�. These wave functions evolve continuously
from those for two-layer PBG’s, Figs. 4�a� and 4�b�, which
were also obtained from the main equation by setting one
layer width �here, a3� to zero. The order of the eigenfrequen-
cies, parities, and node numbers for the two-layer PBG is �1�
even/odd with two nodes, Fig. 4�a�; �2� odd/even with four
nodes, Fig. 4�b�; �3� even/odd with six nodes, etc., where the
parity is with respect to the centers of each layer. In Figs.
3�a� and 3�b�, the three-layer wave functions lack parity, but
by continuity they preserve the number of nodes so that
eigenfrequencies also occur in pairs with the same �even�
number of nodes—that is, two nodes for ��2 ,�3�, four nodes
for ��4 ,�5�, etc. The evolution of the bands as a function of
a3 is shown in Fig. 5, where �on a finer scale� the bands
exhibit a number of avoided crossings.

These examples demonstrate the equivalence of the
present and the standard KP formalisms and the ease of ap-
plication of the main equation to the N-layer KP problem for
both eigenfrequency and wave function calculations. How-
ever, in Secs. V–VII below, the problem is further simplified.

V. REDUCTION TO NÃN FORM

A. Determinant

The size of the determinant of the main equation �40� can
be halved using determinant identities on block matrices.28,29

If TA is invertible �that is, if 	̄1�0 and 	i�0, in Eq. �41��,
the secular determinant is given by

��A� = TA � TA−1 − J�TA�−1J , �46�

where for a nontrivial solution Schur complement �the sec-
ond factor� must be zero. The determinant TA in front can-
cels the singularities due to the matrix inverse �TA�−1; sin-
gularities due to the tangents themselves are removable by
multiplying by the corresponding cosines. Equation �46� re-
mains valid in the limit of any �but not at� 	i=0. Being an
identity, Eq. �46� yields results identical to those in Fig. 2.

B. Explicit form for odd N

For general, odd N, performing the matrix multiplication
in Eq. �46�, the resulting determinant has the Hermitian form
shown here for N=5,

�̄12345���
�̄1 −

�
	1�2

̄1
� − �11 −

i
	1

̄1

+ �12
i
	1

̄1

+ �13 −
i
	1

̄1

+ �14
i
	1

̄1

+ �15

�2 − �22 �23 �24 �25

�3 − �33 �34 �35

c.c. �4 − �44 �45

�5 − �55

� = 0, �47�

where c.c. indicates complex conjugation, i=�i	i, �i=	i /�i, and

�ij = �
k�i,j

5

k
−1; �48�

FIG. 5. The evolution of the bands for the PBG of Fig. 1 as a
function of a3, calculated with the use of Eq. �40�. On finer scale,
the bands anticross.

FIG. 6. The triangle whose sides, Eq. �52c�, satisfy the eigen-
frequency conditions for a three-layer PBG at q=0 as long as
�1�2�3+�1�2+�1�3+�2�3=0, which requires the triangle to
lie on a plane passing through the origin of the coordinate system.
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extensions to higher, odd N are clear. Terms of order 
	1 are odd functions of q and so must vanish. Expanding the
determinant, one finds

�̄12345���
�̄1 −

�
	1�2

̄1
� − �11 �12 �13 �14 �15

�12 �2 − �22 �23 �24 �25

�13 �23 �3 − �33 �34 �35

�14 �24 �34 �4 − �44 �45

�15 �25 �35 �45 �5 − �55

�
+ �̄12345��
	1

̄1
�2�

0 1 − 1 1 − 1

1 �2 − �22 �23 �24 �25

− 1 �23 �3 − �33 �34 �35

1 �24 �34 �4 − �44 �45

− 1 �25 �35 �45 �5 − �55

� = 0, �49a�

where all the matrices are real symmetric. This form, just as
the submain equation �46�, is algorithmically simple and
suitable for machine calculations. For q=0, the tangent dif-
ference 
	1=0 so that from Eq. �49a�, the columns and rows
of the determinant matrix

�12345�

��
�1 − �11 �12 �13 �14 �15

�12 �2 − �22 �23 �24 �25

�13 �23 �3 − �33 �34 �35

�14 �24 �34 �4 − �44 �45

�15 �25 �35 �45 �5 − �55

�
= 0 �49b�

can be viewed as vectors in a five-dimensional space, with
their termini describing a five-sided figure. The eigenfre-
quency condition, Eq. �49b�, then dictates that one of the
vectors be linearly dependent on the other four vectors, so
that the five-sided figure lies in a four-dimensional space. A
case for N=3 is demonstrated next.

C. Analytic and graphical representation for N=3 at q
=0, ±� /d

For N=3 and q=0, Eq. �46� or �49b� yields

��A� =
1

123�
�132 − 3 − 2 2 3

1 �213 − 3 − 1 3

1 2 �312 − 1 − 2
� �50a�

or

��1 1 1

1 �2 1

1 1 �3
� = ��1�2�3 − �1 − �2 − �3 + 2� = 0,

�50b�

where �1= ��132−2−3� /1= ��	1 /�1��	2�2��	3�3�−	2�2

−	3�3� / �	1�1�, etc. Here, the eigenvalue condition, Eq.
�50b�, requires that the three vectors ��1 1 1�, � 1 �2 1�, and

�1 1 �3� be coplanar. The three vectors define a planar tri-
angle in a plane through the origin of the coordinate system,
an appealing geometric representation for a three-layer prob-
lem �also see Fig. 6 following the discussion of Eqs.
�52a�–�52c��. At an eigenfrequency, the condition ��1�2�3

−�1−�2−�3+2�=0 is satisfied by two sets of ��1 ,�2 ,�3�,
with one obtained from the other by the replacement A
→A−1.

In the vacuum limit �i=1, the N=3 expression, Eq. �50a�,
becomes
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��A� =
1

	1	2	3�
	1	3	2 − 	3 − 	2 	2 	3

	1 	2	1	3 − 	3 − 	1 	3

	1 	2 	3	1	2 − 	1 − 	2
� = �	1	2	3 − 	1 − 	2 − 	3�2 �51�

and was already discussed in connection with Eq. �30�, but here it is derived systematically.
Another symmetric expression is found by rewriting Eq. �50a� as

��A� =
1

123�
��132 − 3 − 2 − 1� + 1 2 3

1 ��213 − 1 − 2 − 3� + 2 3

1 2 ��312 − 1 − 2 − 3� + 3
�

= �1 + �1 1 1

1 1 + �2 1

1 1 1 + �3
� = 0, �52a�

so that

��A� = �1�2�3 + �1�2 + �1�3 + �2�3 = 0,

�52b�

where

�1 = ��132 − 1 − 2 − 3�/1,

�2 = ��213 − 1 − 2 − 3�/2,

�3 = ��312 − 1 − 2 − 3�/3. �52c�

The eigenfrequency condition, Eq. �52b�, is a graph of a
plane in three dimensions that can be plotted in the natural
units of 1, 2, and 3. Conversely, this condition requires
that the column and row vectors be coplanar so that one of
the column or row vectors of Eq. �52b� can be written as a
linear combination of the other two—i.e.,

� 1

1

1 + �3

 = p1�1 + �1

1

1

 + p2� 1

1 + �2

1

 , �53�

which has the solution

p1 =
�2

�1 + �2 + �1�2
, p2 =

�1

�1 + �2 + �1�2
, �54�

as long as Eq. �52b� is true.
The triangle representing the eigenfrequency condition is

plotted in Fig. 6 and the lengths of its sides depend on fre-
quencies through the tangents that define �’s, Eq. �52c�. For
q=� /d, replace 	1 by tan�k1a1±� /2�=−1/	1. The condi-
tions on the lengths of the sides of the triangle, Fig. 6, are
incorporated into the tetrahedron figure, Fig. 7. The eigen-
value condition requires that the triangular face pass through
the origin of the coordinate system. A similar construction
exists for N�3 in N-dimensional space.

Although Eq. �46� was derived assuming the invertibility

TABLE I. Comparison of the inverse wavelengths for the three-
layer example of Fig. 1 calculated using the 3�3 expression, Eq.
�46�, with a3=0.01 nm versus the 6�6 expression, Eq. �40�, with
a3=0 nm, showing that the formalism is accurate in the limit of
N=2. Here, a1=25.25 nm, a2=75.2 nm, n1=2.33, and n2=1.45.

Inverse wavelengths
�nm−1� using Eq. �46�

with a3=0.01 nm

Inverse wavelengths
�nm−1� using Eq. �40�

with a3=0 nm

0.0028062 0.0028066

0.0031641 0.0031652

0.0057389 0.0057406

0.0061628 0.0061640

0.0088565 0.0088603

0.0090001 0.0090011

FIG. 7. The upper face of this tetrahedron is the triangle of Fig.
6 whose sides satisfy the eigenfrequency conditions for a three-
layer PBG at q=0. The coordinate system is offset by �1,1,1� from
the true origin.
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of Eq. �41�, the formalism remains valid in the limit of any
	i→0. For example, numerical tests with 	3→0 �by setting
a3=0.01 nm� returned eigenfrequencies within 0.1% of the
two-layer result �a3=0 nm�, Table I. Indeed, in the limit of
	3→0, the three-layer expression, Eq. �50a� can be expanded
to O�	3�, after which 	3 can be set to zero. This procedure
results in the correct two-layer limit, Eqs. �26� and �27�,

�1 + 2���1 + �2� = ��1	1 + �2	1��	1/�1 + 	1/�2� = 0,

�55�

where the first �second� brackets are the conditions for odd
�even� parity eigenstates; the conditions

1 + 2 = 0, �56�

�1 + �2 = 0 �57�

are equations of lines in two-dimensional space.

VI. NÃN EIGENVECTOR AND EIGENVALUE EQUATION

Section V dealt only with the secular determinant and
calculations of eigenfrequencies; here, the complete N�N
eigenvector and eigenvalue equation is derived from the
main equation. From the top row of Eq. �40�,

W+ = − �TA�−1JW−, �58a�

which when substituted into the bottom row yields

�T

A
− J

I

AT
J�W− = 0; �59a�

similarly, from the bottom row of Eq. �40�,

W− = −
A

T
JW+, �58��

which when substituted into the top row gives

�TA − J
A

T
J�W+ = 0 . �59��

These constitute two separate eigenvalue-eigenvector prob-
lems for the up and down vector components and will be
called the submain equations. These equations have the fol-
lowing properties: �a� they are Hermitian, �b� the secular
determinants are related since

�AT J

J
T

A
� = �T

A
� � �AT − J

A

T
J�

= AT � �T

A
− J

I

AT
J� = 0, �60�

and so they produce the same eigenfrequency spectrum, �c�

the size of the secular equation has been halved from 2N
�2N to N�N, and �d� the eigenvectors of Eqs. �59a� and
�59�� are related by Eqs. �58a� and �58�� so that only one
submain equations need be solved.

As an example of the use of the submain equation, the full
band structure for the case of Fig. 1 is calculated by diago-
nalizing Eq. �59a� and is shown as Fig. 8. The eigenvector of
Eq. �59a� corresponding to the zero eigenvalue is W−; the
corresponding W+ is then found from Eq. �58a�. The wave
functions calculated with these eigenvectors are indistin-
guishable from those in Figs. 3�a� and 3�b�.

Because of the twofold reduction in size, the present for-
malism is amenable to further analytical development, most
importantly the diagonalization of the submain equation. The
procedure will be demonstrated on the example of a N=3
PBG by deriving analytic eigenfrequency conditions and
wave functions.

VII. DIAGONALIZATION OF THE SUBMAIN EQUATION,
CALCULATION OF EIGENFREQUENCIES, AND

ANALYTIC WAVE FUNCTIONS

A. Further simplifications

For further developments, it is easier to use the N�N
matrices

X = �A

T
�1/2

J
IN

�TA�1/2 , �61�

X̄ =
IN

�TA�1/2J�A

T
�1/2

, �62�

in terms of which Eq. �46� assumes the simple form

��A� = T2 � I − XX̄ . �63�

Since T can have negative elements, X̄ is not the Hermitian
conjugate of X; however, the determinant, Eq. �63�, is real
since ��A� is Hermitian. Indeed,

��A� = ��TA�1/2 0

0 �T/A�1/2 �� I X̄

X I
���TA�1/2 0

0 �T/A�1/2 �
= �TA J

J T/A
� . �64�

For example, for three layers,

X =�

	1

	̄1
i� �1

	̄1	2�2

− i� �1

	̄1	3�3

− i� �2

	2	̄1�1

0 i� �2

	2	3�3

i� �3

	3	̄1�1
− i� �3

	3	2�2

0

 ,

�65�
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and its determinant, X=−
	1 / 	̄1	2	3 is real. As a function

of A, X̄�A�=X�A−1�, and X and X̄ are related by the similar-

ity transformation X̄=A−1XA, so that they have the same
eigenvalues �; for example, for 
	1=0, they are given by

� = 0, ± � 1

	1	3
+

1

	3	2
+

1

	2	1
�1/2

. �66�

In the simplified notation, factoring out

��AT�1/2 0N

0N �TA−1�1/2 � �67�

on both sides of Eq. �40� leads to the Hermitian form

��A��W+

W− � = ��AT�1/2 0

0 �TA−1�1/2 ��IN X̄

X IN

�
�� �AT�1/2W+

�TA−1�1/2W− � = 0, �68�

where the meaning of the square roots, inverses, and the
division of diagonal matrices A and T is clear.

Block diagonalization is achieved through multiplication,

� IN − X̄

− X IN

��IN X̄

X IN

�� �AT�1/2W+

�TA−1�1/2W− �
= �IN − X̄X 0N

0N IN − XX̄
�� �AT�1/2W+

�TA−1�1/2W− � = 0 . �69�

In this form, �a� the two eigenvector problems are decoupled,
�b� the eigenvalues are the same since from linear algebra,30

IN − X̄X = IN − XX̄ , �70�

�c� amplitudes �TA−1�1/2W− are the eigenvectors of IN−XX̄

and amplitudes �AT�1/2W+ are the eigenvectors of IN− X̄X,

and �d� X̄�TA−1�1/2W− is also an eigenvector IN− X̄X while

X�AT�1/2W+ is also an eigenvector of IN−XX̄.

B. Diagonalization of XX̄

If � is the diagonal matrix with the eigenvalues �i of XX̄
on the diagonals, then28,29

IN − XX̄ = IN − � = �
i=1

N

�1 − �i� , �71�

which is real, so that �i are either real or occur in complex
conjugate pairs. The eigenvalues can be found by evaluating

the characteristic polynomial of XX̄. Since XX̄ is not Her-
mitian, the eigenvalues can be complex. Additional simplifi-
cations are possible at symmetry points since 
	1=0 and the
matrix J is equal to i times a real skew-symmetric matrix, so
that J=0 and

XX̄ = 0. �72�

Therefore, the constant term of the the characteristic polyno-
mial

XX̄ − � = �− ��N + tr�XX̄��− ��N−1 + ¯ + XX̄ �73�

is zero so that one of its solutions, �N=0, and the polynomial
has N−1 generally nonzero �i eigenvalues �i=1, . . . ,N−1�.
As a function of wavelength, eigenfrequencies correspond to
�i=1 for some i=1, . . . ,N−1; the corresponding eigenvector
can be used to calculate the wave amplitudes as demon-
strated below. Therefore, eigenfrequencies can be labeled by
the index i=1, . . . ,N−1 of the �i=1 eigenvalue. While ana-
lytic solutions are possible for low N, Eq. �71� is easily di-
agonalizable by computer for any N.

C. Demonstration for N=3

1. Characteristic polynomial

Using �i=�i	i and �i=	i /�i, X is given by

X =�
0

i
��12

−
i

��13

−
i

��21

0
i

��23

i
��31

−
i

��32

0

 , �74�

and the matrix XX̄ by

FIG. 8. The full band structure for the three-layer PBG of Fig. 1
as a function of wave vector q in the first Brillouin zone calculated
with the use of Eq. �46�.
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XX̄ =�
1

�1
� 1

2
+

1

3
� −

1

3
� 1

�1

1

�2
−

1

2
� 1

�1

1

�3

−
1

3
� 1

�1

1

�2

1

�2
� 1

1
+

1

3
� −

1

1
� 1

�2

1

�3

−
1

2
� 1

�1

1

�3
−

1

1
� 1

�2

1

�3

1

�3
� 1

1
+

1

2
�
 .

�75�

The characteristic polynomial XX̄−�,

XX̄ − � = − ���2 − � 1

�1
� 1

2
+

1

3
� +

1

�2
� 1

1
+

1

3
�

+
1

�3
� 1

1
+

1

2
��� + � 1

2

1

1
+

1

2

1

3
+

1

3

1

1
�

�� 1

�1

1

�2
+

1

�1

1

�3
+

1

�2

1

�3
�� , �76�

contains no constant terms since XX̄=0. �The coefficient of
the quadratic term can be rewritten in a form symmetric in
 ,�.�

2. Eigenvalues and their classification

The eigenvalues of XX̄ are the null eigenvalue �3=0 and
two roots �1 ,�2 of the quadratic in the curly brackets of Eq.
�76�. It is convenient to relabel �1 ,�2 as �± so that the de-
terminant can be written as

��A� = T2 � I − XX̄

= �T � �1 − �+�� � �T � �1 − �−�� , �77�

where based on the roots of Eq. �76� the two factors

T � �1 − �±� = 	1	2	3 − � 	1

2
��3

�2
+

�2

�3
� +

	2

2
��1

�3
+

�3

�1
�

+
	3

2
��1

�2
+

�2

�1
�� ± �� 	1

2
��3

�2
+

�2

�3
�

+
	2

2
��1

�3
+

�3

�1
� +

	3

2
��1

�2
+

�2

�1
��2

− ��1	1

+ �2	2 + �3	3�� 	1

�1
+

	2

�2
+

	3

�3
��1/2

= 0

�78�

differ by the � sign in front of the radical. The reverse pro-
cess of multiplying �T� �1−�+��� �T� �1−�−�� gives
rise to Eq. �29�, so that Eq. �78� is the sought factorization of
the KP equation for N=3.

In the limit of N=2, 	3=0, and the condition T� �1
−�±�=0 in Eq. �78� can be satisfied only when

��1	1 + �2	2�� 	1

�1
+

	2

�2
� = 0, �79�

which is the factorization of the KP equation for N=2, Eq.
�26�, and provides the familiar conditions for odd- and even-
parity states. In the limit of N=2 �here, using a3=0.01 nm�,
Fig. 9�a� shows the plus and minus factors in Eq. �78� mul-
tiplied by cos�k1a1�cos�k2a2�cos�k3a3� in order to avoid sin-
gularities due to the tangents. The zeros of the two curves in
Fig. 9�a� correctly identify the eigenfrequencies in Table I
and the even-parity roots are bracketed by the odd-parity
roots, as shown.

Next, in the vacuum limit �i=1, the curly brackets in Eq.
�78� vanish identically, so that the remaining part of the ex-
pression T�1−�±�=	1	2	3−	1−	2−	3=0 �see Eq. �30�� is
the same for both roots and all the bands at q=0, ±� /d are
doubly degenerate.

In general, the two eigenfrequency conditions 1−�±=0
are satisfied at different wavelengths, except in the case of
accidental degeneracies. Such degeneracies can be used to
band gap engineer the structure to close some gaps. The real
parts of the factors T�1−�±�, Eq. �78�, for the case of the
PBG of Fig. 1 are plotted in Fig. 9�b�, where the graphs have
been multiplied by cos�k1a1�cos�k2a2�cos�k3a3� in order to
avoid singularities due to the tangents. The zeros of the two

FIG. 9. The real parts of factors T�1−�±�, Eq. �78�, for a
three-layer PBG �a1=25.25 nm, a2=75.2 nm, n1=2.33, n2=1.45,
n3=3.6� at q=0 as a function of inverse wavelength: �a� a3

=0.01 nm �with parities noted� and �b� a3=50.15 nm. The factors
have been multiplied by cos�k1a1�cos�k2a2�cos�k3a3� in order to
avoid singularities due to the tangents.
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factors occur exactly at the eigenfrequencies at q=0 in the
band diagram in Fig. 8 or in the determinants plotted in Figs.
1 and 2. Each band can be labeled as � depending on which
of the two factors T�1−�±� is zero. As in Fig. 9�a�, the
curves for T�1−�+� and T�1−�−� are separately discon-
tinuous but each is the continuation of the other. The two
curves merge whenever the imaginary parts are nonzero;
along such segments, the eigenvalue condition 1−�±=0 can-
not be met. The discontinuities in Figs. 9�a� and 9�b� take
place whenever kiai for one of the layers is an odd multiple
of �—i.e., at the singularities of the respective tangents.
Therefore, the � label can change discontinuously along a
band as a function of PBG dimensions �e.g., as in Fig. 5�.
Instead, eigenfrequencies can be classified according to

whether the upper or lower curve passes through zero. This
would provide a continous band label and is consistent with
Fig. 9�a�.

For q= ±� /d, replace 	1→−1/	1 in this section.

3. Analytic wave functions

The wave functions corresponding to the �i=1 eigenvalue
can be found analytically from the eigenvalue-eigenvector
equation �see Eq. �69��,

�XX̄���TA−1�1/2W−� = ���TA−1�1/2W−� . �80�

Defining �TA−1�1/2W−=V, the eigenvector equation to be
solved is �see Eq. �75��

�
1

�1
� 1

�2
+

1

�3
� −

1

�3
� 1

�1

1

�2
−

1

�2
� 1

�1

1

�3

−
1

�3
� 1

�1

1

�2

1

�2
� 1

�1
+

1

�3
� −

1

�1
� 1

�2

1

�3

−
1

�2
� 1

�1

1

�3
−

1

�1
� 1

�2

1

�3

1

�3
� 1

�1
+

1

�2
�
�V1

V2

V3

 = � 1

V2

V3

 , �81�

with the solution

�W1
−

W2
−

W3
−
 = �1/1�1

1/2�2

1/3�3

 , �82�

where �i were defined in Eq. �52c�. The other half of the eigenvector W is found from the relation W+=−�TA�−1JW−, Eq.
�58a�, which ensures the proper phase relationship between the upper- and lower-amplitude components. Performing the
indicated multiplications,

W+ = − �TA�−1JW− = − i�
0

1

1
−

1

1

−
1

2
0

1

2

1

3
−

1

3
0

�

1

1�1

1

2�2

1

3�3


 = − i�
1

1
� 1

2�2
−

1

3�3
�

1

2
� 1

3�3
−

1

1�1
�

1

3
� 1

1�1
−

1

2�2
�
 . �83�

Altogether, the amplitude coefficients for the three layers are

W1 =
1

1�i� 1

3�3
−

1

2�2
�

1

�1


,W2 =
1

2�i� 1

1�1
−

1

3�3
�

1

�2


,W3 =
1

3�i� 1

2�2
−

1

1�1
�

1

�3


 . �84�
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At q=0, the amplitudes of the traveling waves are found from Eq. �37a�

Ci = exp�− iKi�ai + zi−1��sec�Kiai��Mi
−1Wi�, i = 1,2,3;

for example, for the first layer,

C1 = �c1
+

c1
− � =

sec�k1a1�
21 �exp�− ik1a1��i� 1

3�3
−

1

2�2
� +

1

�1�1
�

exp�ik1a1��i� 1

3�3
−

1

2�2
� −

1

�1�1
� 
 , �85�

and for other layers the results are found by the cyclic permutation of indices. Using the wave amplitudes from Eq. �85�, the
wave functions, Eq. �3�,

��z� = ci
+ exp�ikiz� + ci

− exp�− ikiz� ,

in the three layers are given, respectively, by the analytic expressions

��z� =�
sec�k1a1�

1
�� 1

3�3
−

1

2�2
�cos�k1� +

	1

1�1
sin�k1�� ,  = z − a1,

sec�k2a2�
2

�� 1

1�1
−

1

3�3
�cos�k2� +

	2

2�2
sin�k2�� ,  = z − �2a1 + a2� ,

sec�k3a3�
3

�� 1

2�2
−

1

1�1
�cos�k3� +

	3

3�3
sin�k3�� ,  = z − �2a1 + 2a2 + a3� ,

� �86�

where  is the distance to the middle of the respective layer.
As a check, the continuity of the wave function, Eq. �86�, at
the interface between the first and second layers, z=2a1,
gives rise to the condition

�1�2�3 + �1�2 + �1�3 + �2�3 = 0

�and similarly for the other interfaces�, which is precisely the
eigenfrequency condition found earlier, Eq. �52b�. The con-
tinuity of the weighted derivatives at interfaces leads to the
identity 1=1. Therefore, the wave functions in Eq. �86� solve
the three layer problem.

The analytic expressions for the wave functions contain
terms that are even and odd with respect to reflections across
the centers of each layer. Therefore, it should be possible to
design multilayers with controlled even and odd wave func-
tion content in order to exploit, for example, selection rules
for a physical process of interest.

Overall, the case of N=3 demonstrates how the formalism
can be used analytically to find eigenfrequencies and wave
functions.

VIII. CONCLUSIONS

The eigenvalue-eigenvector problem for the frequency
spectra and wave functions of arbitrary, one-dimensional,
N-period layered systems have been formulated in terms of
tangents only. The secular equation was shown to be a physi-
cal realization of the 2N�2N operator Riccati equation in
the form of a 2N�2N Hermitian eigenvector-eigenvalue
problem �main equation�. The main equation was halved to a

Hermitian N�N �submain� form, which made further ana-
lytic progress possible. The derived formalism is Hermitian,
compact, algorithmically simple, and numerically stable. The
eigenfrequency conditions can be represented by geometric
figures such as a simple triangle or a tetrahedron for N=3.
The analytic advantages of the present formalism were dem-
onstrated by diagonalizing the submain equation for N=3
and deriving analytic eigenfrequency conditions and analytic
wave functions for the three-layer problem. The diagonaliza-
tion for any N makes it possible to classify eigenfrequencies
according to the zeros of the eigenvalues of the submain
equation. The analyticity of the formalism should facilitiate
the band-gap engineering of the band structure and wave
functions of multilayer structures. The ease of numerical
implementation was demonstrated by calculating the fre-
quency spectra and wave functions of a three-layer PBG. The
present formalism can be applied to the calculation of the
band spectra of any N-layer periodic system such as PBG
stacks, the electronic structure of superlattices, and periodic
phononic, plasmonic, polaronic, and magnetic structures.
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APPENDIX A

APPENDIX B: EXTENSION TO EVEN N

For even N, one may construct equations for N+1 �odd� and then set the �N+1�th tangent to zero. Alternately, for even N,
Eq. �32� can be rearranged as follows22:

�
tan��1a1 − qd/2� tan �2a2 iI2 ¯ iI2 − iI2

− iI2 tan �2a2 tan �3a3 � − iI2 iI2

iI2 − iI2 tan �3a3 � � − iI2

	 � − iI2 � � 	
iI2 � � tan �N−1aN−1 tan �NaN

tan��1a1 − qd/2� iI2 ¯ ¯ − iI2 tan �NaN


�
W1

W2

.

.

WN−1

WN


 = 0, �B1�

except that for N=2,

�tan��1a1 − qd/2� tan �2a2

− iI2 iI2
��W1

W2
� = 0, �B2�

whose 2�2 secular determinant is �see Eq. �25b��

TABLE II. The notation and symbols used in the main text.

Symbol Meaning Symbol Meaning

N Number of layers i=	i�i Product, Eq. �47�
2ai Width of ith layer M Matrix of materials

parameters, Eq. �4�
d Lattice period C ,D ,G ,W Column vectors of wave

amplitudes, Eqs.
�5�, �13�, �31�, and �35�

� Wavelength in vacuum K Matrix of wave numbers,
Eq. �6�

ni Refractive index of ith
layer

� Argument of matrix
exponential, Eq. �10�

ki=2�ni /� Wave number Aij =�i
ij Matrix of refractive
indices, Eq. �42�

�i= �ni ,ni
−1� TE-TM mode coefficient,

Eq. �4�
Tij =	i
ij Matrix of tangents, Eq.

�41�
	i= tan kiai Tangent for first layer J Coupling matrix, Eq. �43�
q Wave vector � Secular matrix, Eq. �40�
	1

±= tan�k1a1±qd /2� Tangents for ith layer,
Eqs. �25a� and �25b� W = �W+

W− �
Eigenvector of �,

Eq. �40�

	̄1= �	1
−+	1

+� /2 Tangent average for first
layer, Eqs. �25a� and �25b�

X , X̄ Auxiliary matrices,
Eq. �61�


	1= �	1
−−	1

+� /2 Tangent difference, Eqs.
�25a� and �25b�

U Unitary transformation

ci=cos kiai

si=sin kiai

Sines and cosines, Eq. �23� D Diagonal matrix

�i=	i /�i Ratio � ,� ,�± Eigenvalues, Eq. �71�
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tan��1a1 − qd/2� + tan �2a2 = � 
	1 	̄1/�1 + 	2/�2

�1	̄1 + �2	2 
	1
� = 0. �B3�

For example, for q=0 and 
	1=0, W1
±=W2

±, and Eq. �B2�
separates into two equations

��1	1 + �2	2�W1
+ = 0, odd parity, �B4a�

�	1/�1 + 	2/�2�W1
− = 0, even parity. �B4b�

Manipulations of Eq. �B1�, similar to those that led to the
main equation, now give

�T̄A J̄

J̄ T̄A−1
��W+

W− � = 0 , �B5�

where all the block matrices are N�N and are defined as

�̄ =�
	̄1 	2 0 ¯ 0

0 	2 	3 � 0

0 0 � � 	
	 � 0 	N−1 	N

	̄1 0 ¯ 0 	N


 �B6�

and

J̄ =�

	1 0 i ¯ i − i

− i 0 0 � − i i

i − i 0 � i − i

	 � � � � 	
i − i i ¯ 0 0


	1 i − i ¯ − i 0


 . �B7�

Equation �B5� serves the same purpose for even N as Eq.
�40� for odd N. It can also lead to a number of simplified
expressions.
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