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Diffusion of hydrogen in metals is a fundamental process in hydrogen storage in metal hydrides, hydrogen
purification by metal membranes, and in hydrogen embrittlement. Quantitative applications of existing models
for hydrogen diffusion by activated hopping and quantum tunneling require large scale first principles calcu-
lations that are not well suited to metal alloys containing many structurally distinct interstitial sites. We applied
a semiclassically corrected version of harmonic transition state theory in conjunction with plane wave density
functional theory to examine hydrogen diffusion in multiple C15 Laves phase AB2 compounds and in bcc
CuPd. Comparison with experimental data shows that this theory correctly captures the characteristics of
hydrogen diffusion in these materials over a wide range of temperatures. This method is well suited to
application in complex alloys.
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I. INTRODUCTION

The rate at which hydrogen atoms diffuse amongst inter-
stitial sites in metals is of vital importance in several tech-
nological areas. H diffusion, in tandem with solubility, con-
trols the throughput of metal membranes for H2 purification.1

The rate at which H2 can be reversibly charged and dis-
charged from metal hydrides is a crucial factor in the appli-
cability of these materials for H2 storage.2,3 H diffusion can
also be a contributing factor in hydrogen embrittlement of
metals.4

The fundamental theory of H diffusion in metals has been
studied for decades.5–7 Several different mechanisms for H
motion between adjacent interstitial sites have been identi-
fied. In many instances, H hopping is an activated process as
H atoms must overcome energy barriers between interstitial
sites. Transition state theory �TST� provides a useful way to
characterize hopping rates in this scenario. Quantum me-
chanical tunneling can also provide an important contribu-
tion to net hopping rates at some temperatures.5–7

Several studies have demonstrated methods for accurately
predicting the rates of activated hopping and quantum tun-
neling for H in metals and on metal surfaces by using first
principles density functional theory �DFT� to compute the
potential energy surface for H.8–10 Unfortunately, these meth-
ods require extensive DFT calculations to characterize a
single pair of adjacent sites. For example, Sundell and
Wahnström used DFT to compute the three-dimensional po-
tential energy surface of H on Cu�100� with metal atoms held
rigid in their relaxed positions and solved the Schrödinger
equation numerically to obtain the vibrational states of H in
this environment.9 The same authors estimated the nonadia-
batic response of conduction electrons to H motion using
DFT data to relate local electronic charge densities to phase
shifts. By combining the information from these calculations
within a linear coupling model, a detailed description that
includes coupling with lattice phonons and the nonadiabatic
response of conduction electrons to H motion is possible.9

Sundell and Wahnström have also recently applied these
methods to the hopping of interstitial H in bulk Nb and Ta.8

The methods introduced by Sundell and Wahnström pro-
vide a comprehensive description of the various contribu-
tions to tunneling between adjacent sites for H on metal sur-
faces or in interstitial sites in bulk materials.8,9 Application of
these methods requires a large number of DFT calculations
to be performed for each pair of sites of interest. This limits
the application of these methods to complex alloys where
large numbers of distinct hopping transition rates must be
predicted in order to characterize long-range diffusion.1,11–13

We have investigated how DFT calculations can be used to
rapidly assess the contributions of activated hopping and tun-
neling in a form that is suitable for examining large numbers
of distinct sites. Underlying these calculations is the concept
that once the key processes of interest in a particular material
are identified, the highly accurate but computationally de-
manding methods mentioned above could be applied to these
processes if necessary.

In Sec. II we describe how semiclassically corrected har-
monic transition state theory can be applied to hydrogen
hops between interstitial sites in metals using plane wave
DFT calculations. In Sec. III we apply this method to hydro-
gen diffusion in a number of C15 Laves phase intermetallics.
Section IV applies the method to H diffusion in bcc CuPd.
Our results are summarized and ideas for future extensions
of these methods are examined in Sec. V.

II. METHODS

The aim of our calculations is to predict the hopping rate
of H between adjacent interstitial sites in a metal alloy. Our
approach is to apply semiclassically corrected harmonic tran-
sition state theory �SC-HTST� as formulated by Fermann and
Auerbach.14 A crucial feature of this theory is that it requires
only the energies and vibrational frequencies of atoms for the
energy minima and transition state �TS� associated with a
diffusion event, not the full potential energy surface. We ex-
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plicitly assume that localized H vibrations are decoupled
from vibrations of metal atoms, so the vibrational frequen-
cies of H can be efficiently computed with the positions of
all metal atoms constrained. An energy minima then has
three vibrational frequencies, �i �i=1,2,3�, while a TS has
two real frequencies, � j

TS �j=1,2�, and one imaginary fre-
quency, i�±.

Within the Fermann and Auerbach approach, the hopping
rate across a single transition state at temperature T is written
as14 kSC-HTST�T�=kHTST�T���T�, where kHTST�T� is the har-
monic TST hopping rate and ��T� is the tunneling correction.
The HTST hopping rate is kHTST�T�=�HTST�T�exp�−Ea /kT�
where Ea is the classical energy difference between the mini-
mum and TS, k is Boltzmann’s constant, and

�HTST�T� = ��
i=1

3

�i f�h�i/2kT�����
j=1

2

� j
TSf�h� j

TS/2kT�� .

�1�

Here, h is Planck’s constant and f�x�=sinh�x� /x. This ver-
sion of HTST includes the quantization of H vibration, so it
accounts for zero-point energy corrections to the classical
activation energy, Ea. At low temperatures, the net HTST
activation energy becomes EZP=Ea−�ih�i /2+� jh� j

TS /2. In
describing the tunneling correction to the net hopping rate, it
is convenient to define �0= ��EZP� / �h�±�. The semiclassical
correction is then14

��T� =
exp�EZP/kT�
1 + exp�2�0�

+
1

2
�

−�

�0

d� sech2� exp	h�±�

�kT

 . �2�

This integral is well behaved and straightforward to evaluate
numerically. A detailed discussion of the derivation of this
semiclassical correction and its relationship to more detailed
multidimensional approaches has been given by Fermann
and Auerbach.14 This method arises from a formulation of
quantum rate theory that includes contributions from all en-
ergetically allowed reactant and product states.

A key approximation in the SC-HTST description above
is that no explicit coupling between the mobile atom and
environmental degrees of freedom such as lattice phonons or
conduction electrons is included. These effects can renormal-
ize the hopping rate at sufficiently low temperatures.9 To
include these effects on any particular site-to-site hop of in-
terest, a more detailed treatment such as the one performed
by Sundell and Wahnström9 would be necessary.

It is also important to note that the relatively simple form
of Eq. �2� is only possible because of the approximation that
the potential energy surface describing both the transition
state and energy minima is harmonic. Anharmonic correc-
tions to the vibrational energy levels of interstitial H can be
determined if DFT calculations are used to calculate a de-
tailed potential energy surface, and it would be possible to
include this information within the TST portion of the theory
described above. The results of Fermann and Auerbach are
based on earlier work by Hernandez and Miller15 that in-
cluded anharmonic corrections to the harmonic potential en-

ergy surface. This earlier work may offer one fruitful direc-
tion for extending Eq. �2� to include anharmonicity in the
potential energy surface of interstitial H.

Plane wave DFT calculations have provided a useful com-
putational tool for making quantitative predictions regarding
the binding and diffusion of H in interstitial sites in pure
metals,16 disordered alloys,17 as well as on metal
surfaces.18,19 DFT has also been used by Hong and Fu20 to
examine H binding in e and g sites of a series of C15 ZrX2
materials. We have performed plane wave DFT calculations
to examine H diffusion in ZrX2 where X=V, Cr, Mn, Fe, and
Co and HfTi2, using the Vienna ab initio Simulation Package
�VASP�21 using the PW91-GGA exchange-correlation func-
tional. As noted by Hong and Fu, ZrMn2 in reality adopts a
hexagonal C14 structure.20 All calculations for this material
below are for the hypothetical C15 structure.20 Spin polariza-
tion was used for ZrMn2,ZrFe2, and ZrCo2. A computational
cell extended by periodic boundary conditions was used to
describe a material of infinite extent. A cubic computational
cell of A8B16 in the C15 structure was used for all calcula-
tions. k-space was sampled using 3�3�3 k points posi-
tioned using the Monkhorst-Pack scheme. Results using
larger numbers of k points gave only very minor total energy
differences from calculations with 3�3�3 k points. A cut-
off energy of 270 eV was used throughout. Geometries were
optimized until the forces on all unconstrained atoms were
less than 0.03 eV/Å. Unless otherwise specified, all atoms
were allowed to relax during geometry optimizations.

For interstitial H in ZrX2 �X=V, Cr, Mn, Fe, and Co�, we
first optimized the C15 lattice constant in the absence of H.
This gave lattice constants of 7.32, 7.12, 7.06, and 6.90 Å for
ZrV2, ZrCr2 , ZrFe2, and ZrCo2, respectively. These com-
pare well with the experimentally established lattice con-
stants of 7.45, 7.21, 7.07, and 6.95 Å.20,22–25 The DFT-
optimized lattice constant for ZrMn2 in the C15 structure is
7.00 Å. All calculations for interstitial H in these materials
were performed by placing a single H atom in the computa-
tional supercell, corresponding to a net stoichiometry of
AB2H0.125. A slightly different procedure was necessary to
examine interstitial H in HfTi2, since it has been established
both experimentally26 and in our prior DFT calculations27

that the C15 crystal structure for this material is only stable
in the presence of quite high concentrations of interstitial H.
We began by optimizing the lattice constant for HfTi2H4
with each H atom occupying an e site in the C15 crystal
structure. This calculation yields a lattice constant of 8.1 Å,
which can be compared to the experimental value of 8.09
Å.28 Calculations examining H mobility in this material were
performed using a supercell comprised of Hf8Ti16H32 by al-
lowing one H atom to move as described previously.27

Transition states for hopping of H between adjacent inter-
stitial sites were determined using the nudged elastic band
�NEB� method.29 All atoms were allowed to relax during
these calculations. Following convergence of the NEB calcu-
lations, the configuration most closely approximating a tran-
sition state was geometry optimized using a quasi-Newton
algorithm that converges to critical points on the potential
energy surface for starting points sufficiently close to a criti-
cal point. This procedure allowed the precise location of the
transition states.
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Vibrational frequencies for H in local minima and at tran-
sition states were calculated by assuming these frequencies
are decoupled from metal atom vibrations. With this approxi-
mation, the metal atoms were constrained in the geometry
associated with the minimum or transition state of interest
and the Hessian matrix for local motion of the H atom was
estimated using finite difference methods.17,18,30 This re-
sulted in three real frequencies at each local minimum and
two real frequencies at each transition state. Greeley and
Mavrikakis recently examined the validity of the decoupling
approximation above for H vibration on a Ni surface by
computing the vibrational frequencies of H, including the
motion of the three nearest surface metal atoms.18 They
found that including these local metal degrees of freedom
only changed the vibrational frequencies of H on the surface
by �10 cm−1.

III. H DIFFUSION IN C15 LAVES PHASE AB2

INTERMETALLICS

We have applied the method described above to a series
of C15 Laves phase intermetallics. These materials are
ordered alloys with composition AB2 that have been
the subject of extensive experimental studies of H trans-
port.26,28,31–36 Specifically, we examined HfTi2 ,
ZrCr2 ,ZrFe2 ,ZrMn2,ZrCo2, and ZrV2, each in the C15
structure. We performed plane wave DFT calculations of in-
terstitial hydrogen at low concentration using A8B16H, as
discussed in Sec. II. C15 AB2 materials exhibit three dis-
tinct types of tetrahedral sites with local stoichiometry AB3
�e sites�, A2B2 �g sites�, and B4 �d sites�.26 Our calculations
show that in each material H occupation of d sites is very
unfavorable; these sites typically lie �0.3−1 eV higher in
energy than the preferred e or g site. On this basis, occupa-
tion of or hopping involving d sites was excluded from fur-
ther attention.

Our calculations predict the e site to be the favored site in
HfTi2, consistent with neutron scattering experiments.35,37,38

Our generalized gradient approximation �GGA� calculations
predict that g sites are favored in C15 ZrV2,ZrCr2 ,ZrMn2,
and ZrFe2 while e sites are energetically preferred in ZrCo2.
For the four ZrX2 materials that exist experimentally in the
C15 structure, we have examined these site preferences using
GGA-DFT with both the DFT-optimized and experimentally
observed lattice constants. The results of these calculations
are listed in Table I. It can be seen that the small differences
that exist between the DFT-optimized and experimental lat-
tice constants make no appreciable difference in the energy
differences between e and g sites. To compare our calcula-
tions with the local-density approximation �LDA�-DFT cal-
culations of Hong and Fu,20 we performed a similar set of
calculations for the LDA-optimized lattice constants and ex-
perimentally observed lattice constants. These results are
also listed in Table I. Because the difference between experi-
mental and DFT-optimized lattice constants are larger for
LDA than for GGA, there is more variation in the calculated
site energies between the two lattice constants for LDA than
for GGA. LDA predicts that the e and g sites in ZrCo2 are
close to being isoenergetic. Our LDA calculations predict the
same site stabilities as Hong and Fu, although our numerical
results for the site energy differences differ by ±0.04 eV
from their reported values. It is possible that these differ-
ences in LDA energies arise from the different stoichiom-
etries of the calculations; our calculations were for AB2H0.125
while Hong and Fu used AB2H0.5. We have not pursued this
topic further because it is not the main thrust of this work.
The most significant difference in results between the two
DFT functionals we have examined is for ZrFe2. As shown in
Table I, GGA predicts that g sites are more stable than e sites
by 0.1 eV, while LDA predicts that the energy difference
between the sites is �0.02 eV. For the other three materials
listed in Table I, LDA and GGA calculations both predict the
same site to be energetically preferred, although they differ
by ±0.06 eV on the magnitude of the energy difference be-
tween e and g sites. All of the results reported below are
from GGA-DFT calculations performed using the GGA-
optimized lattice constant.

TABLE I. A summary of the calculated energy differences between e and g sites in the four ZrX2

materials examined that experimentally have the C15 structure. A positive value of 	Ee→g indicates that the
e site is more stable. DFT results are presented from calculations with the experimentally observed lattice
constant and with the lattice constant optimized using the indicated DFT functional. The energy differences
reported by Hong and Fu from LDA-DFT calculations using the experimentally observed lattice constants
�Ref. 20� are also listed. All energies are in eV.

Material

Lattice
constant

�Å�
	Ee→g

GGA-DFT

Lattice
constant

�Å�
	Ee→g

LDA-DFT

	Ee→g

Hong and
Fu

ZrFe2 7.07 �expt.� −0.10 7.07 �expt.� −0.02 +0.006

7.06 �GGA� −0.10 6.82 �LDA� +0.01 -

ZrCo2 6.95 �expt.� 0.06 6.95 �expt.� 0.12 0.074

6.9 �GGA� 0.06 6.75 �LDA� 0.11 -

ZrV2 7.45 �expt.� −0.09 7.45 �expt.� −0.11 −0.082

7.32 �GGA� −0.09 7.15 �LDA� −0.1 -

ZrCr2 7.21 �expt.� −0.07 7.21 �expt.� −0.03 −0.074

7.1 �GGA� −0.07 6.97 �LDA� −0.07 -
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H diffusion among e and g sites in C15 AB2 materials
involves two distinct types of hops between g sites, hops
from g to e sites, and the reverse e to g hop.34,39 For each of
the six materials listed above we characterized each of these
hops using DFT. Once each local hopping rate is defined
with the formalism above, the net self-diffusion coefficient
for H in the material can be calculated.39 If the hopping rate
from e to g sites is denoted �1, the reverse hopping rate by
�2, the hopping rate between g sites within a hexagon by �3,

and the hopping rate between g sites in adjacent hexagons by
�4, then the low concentration diffusion coefficient of H is
given by39

D =
a2�1

32��2 + 3�1�
�4�4�1 − �1/�2� + 3�2 − 5�1 + A − B ,

�3�

where

A =
��2��3 + �1� + 3�3�1�4�4 + 5�2� + �2

2�2�4 − 10�3 − 3�2�
�2��2 + 3�3�

, �4�

and

B =
2�4�8�3�4 + 5�3

2 + 2�2�3 + 3�2�4�
��2 + 3�3���3 + �4�

, �5�

and a is the lattice constant. The fact that diffusion coeffi-
cients can be calculated analytically in this way makes these
ordered materials particularly useful for comparing theoreti-
cal models of diffusion with experimental data. Using this
approach, we computed the diffusion coefficient of H in each
material over a wide range of temperatures.

We first consider H diffusion in C15 ZrCr2, where we can
compare our results with extensive experimental data.33,34,36

The predicted self-diffusivity of H in ZrCr2 both with and
without tunneling contributions is shown in Fig. 1, along
with experimental data for ZrCr2H0.2 from Renz et al.33 Har-

monic TST alone is clearly incompatible with the com-
plete set of experimental data. Including tunneling
corrections, however, accurately captures the change in ap-
parent activation energy that is observed as T is varied. Fit-
ting our predictions to the standard Arrhenius expression,
D=� exp�−E /kT�, in the same T ranges as the experi-
mental analysis of Majer36 yields E=0.161 eV for
T
260 K and 0.049 eV for T�170 K. The experimental
values are E=0.167 and 0.046 eV, respectively.36 An alterna-
tive analysis33 is to fit the entire data set to D=�1e−E1/kT

+�2e−E2/kT. Experimentally, this yields E1=0.146–0.157 eV
and E2=0.021–0.039 eV for ZrCr2Hx with x=0.2–0.5. Ana-
lyzing our data in the same way for the same range of T
gives E1=0.172 eV and E2=0.049 eV. While the predicted
activation energies are in good agreement with experiment, it
is clear from Fig. 1 that the pre-exponential factor associated
with diffusion is overestimated by our computational meth-
ods. We return to this point below.

One convenient feature of the Fermann and Auerbach
formalism is that it provides a simple estimate of the cross-
over temperature for an individual hopping transition,
Tc, below which tunneling contributions are significant,14

Tc= �h�±EZP /k� / �2�EZP−h�±ln 2�. For H diffusion in ZrCr2,
the four distinct site-to-site hops yield crossover tempera-
tures of 198, 203, 212, and 212 K. Figure 1 is consistent with
these estimates; for T�200 K tunneling contributions are
the dominant feature of H diffusion while for T
200 K the
importance of tunneling decreases rapidly with increasing T.

One hallmark of tunneling processes is the existence of
strong isotope effects. Once the calculations necessary in the
method above have been performed for one isotope, no ad-
ditional information is needed to predict isotopic effects. As
an example, Fig. 2 compares the predicted diffusion coeffi-
cients of H and D in C15 ZrCr2. In a purely classical setting,
DD=DH /�2. Even in the absence of tunneling contributions,
this expression is incorrect at low temperatures because the
zero-point corrected activation energy defined above, EZP, is
mass dependent. This can be seen from the harmonic TST
results shown in Fig. 2. The isotope effect is greatly magni-
fied when tunneling contributions are included. As can be
seen in Fig. 2, below T�Tc�200 K for H, the diffusion

FIG. 1. The net self-diffusion rate for H in ZrCr2 as predicted by
harmonic transition state theory �HTST�, semiclassically corrected
harmonic transition state theory �SC-HTST�, and as measured ex-
perimentally by Renz et al. �Ref. 33�. The fits to the experimental
data in the low and high temperature regime reported by Majer
�Ref. 36� are also shown.
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coefficient for D is significantly lower than would be pre-
dicted by the simple scaling.

The predicted temperature dependent diffusivities for H in
C15 HfTi2 ,ZrCr2 ,ZrFe2 ,ZrMn2,ZrCo2, and ZrV2, including
tunneling contributions, are summarized in Fig. 3 and Table
II. In each case, the rates of each possible hopping event
were computed with the DFT-based semiclassical approach
defined above and the net diffusion rate was found using the
analytic expression that combines the individual rates. At
room temperature and above, tunneling contributions are
negligible in all six materials. At temperatures lower than
200 K, however, tunneling contributions become increas-
ingly dominant.

The available experimental data for H diffusion in ZrV2
31

and HfTi2
26,28 is also plotted in Fig. 3. It can be seen from

Fig. 3 that these data are only available in the tempera-
ture range where tunneling corrections are negligible.
The effective activation energies obtained from fitting this
data are compared with our theoretical predictions in Table
II. As with the case of ZrCr2 discussed above, our theoretical

calculations accurately predict the activation energy of H dif-
fusion.

As was also the case for ZrCr2, the diffusion pre-
exponential is substantially overestimated by our calcula-
tions for both ZrV2 and HfTi2. Part of this discrepancy pre-
sumably arises from the harmonic approximations made in
our calculations. In the tunneling regime, the coupling be-
tween lattice phonons or conduction electrons and the diffus-
ing H atom can renormalize the hopping rate.9 As mentioned
in Sec. II, the SC-HTST method we have applied here does
not explicitly include these effects. Several strategies exist to
deal with this shortcoming of our approach if one is inter-
ested in describing H diffusion in a complex metal alloy.
First, one could use our approach to rapidly determine the
most important individual hop or hops from among the set of
all possible hops and then apply the computationally inten-

FIG. 3. The net self-diffusivities of H in six different C15 AB2

intermetallics as predicted by semiclassically corrected harmonic
transition state theory. Experimental data for ZrV2 from Majer et al.
�Ref. 31� and HfTi2 from Eberle et al. �Ref. 26� are also shown.

FIG. 2. The relative diffusion rates of H and D in ZrCr2 as
predicted by harmonic transition state theory �HTST� and semiclas-
sically corrected harmonic transition state theory �SC-HTST�.

TABLE II. A summary of the crossover temperatures and effective activation energies for H diffusion in
C15 AB2 materials. The crossover temperature, Tc, is defined as the minimum of the crossover temperature
defined in the text for hops of all types in the material. The effective activation energies are determined from
fits to the Arrhenius plots in Fig. 3. For ZrCo2 ,ZrMn2,ZrFe2, the high T fit used 250�T�500 K and the low
T fit used 130�T�170 K. For ZrCr2 ,ZrV2, and HfTi2, fits were done in same T range as the experimental
data �Ref. 36� for ZrCr2H0.2 �Ref. 33�, ZrV2H0.5 �Ref. 31�, and HfTi2H4 �Ref. 26�.

Material
Tc

�K�
Ea �eV�
�High T�

Ea �ev�
�Low T�

ZrCo2 165 0.197 0.068

ZrMn2 152 0.172 0.095

ZrFe2 177 0.140 0.054

ZrCr2 198 0.161 0.049

Exp.−0.167�260�T�445 K� Exp.−0.046�130�T�170 K�
ZrV2 173 0.165 0.063

Exp.−0.179�280�T�445 K� �130�T�170 K�
HfTi2 77 0.177 0.107

Exp.−0.210�220�T�500 K� �130�T�170 K�
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sive DFT-based approaches cited above that treat anharmonic
effects and tunneling contributions in a more rigorous
manner8,9 to this reduced set of diffusion events. Second, if
experimental data is available, then the individual hopping
rates predicted by our approach can be effectively used as
initial estimates for the refinement of models that correctly
account for the variety of hops that can occur in a complex
material.27 Alternatively, if the aim is only to predict the
relative diffusion rates in a series of materials then it appears
that our method is sufficiently accurate with no further elabo-
ration. As shown above, our method correctly predicts the
experimental observation that H diffuses more slowly in
HfTi2 than in C15 ZrV2 which in turn exhibits diffusion rates
similar to C15 ZrCr2. Our method predicts that diffusion in
C15 ZrFe2 is faster than in any of these materials, particu-
larly at low temperatures.

IV. H DIFFUSION IN bcc CuPd

We have also used the methods described above to exam-
ine tunneling contributions to H transport in ordered bcc
CuPd. CuPd alloys are of practical interest in efforts to make
chemically robust membranes for hydrogen puri-
fication.1,11,17,40–42 Several experimental studies have probed
H diffusion in bcc CuPd. Cu53Pd47 was studied using Gorsky
effect measurements by Lang et al. for temperatures ranging
from 100–273 K.43 The bcc phase was found to have diffu-
sivity that was four orders of magnitude larger than the value
in the corresponding fcc CuPd alloy at room temperature.
The effective activation barrier was found to be 0.04 eV.
Piper studied H diffusion in CuPd alloys using the depen-
dence of electrical resistivity upon H concentration.44 At
T=298 K, the diffusivity was two orders of magnitude larger
in the bcc material than in the fcc material with the same
stoichiometry. The effective activation energy for diffusion
reported from these experiments was 0.11 eV. Zetkin et al.
used the method of flow determination in the dynamic re-
gime to study diffusion of deuterium in bcc Cu47Pd53 from
600–1070 K,45 reporting an effective activation energy of
0.10 eV. D diffusion is also observed to be much faster in bcc
CuPd alloys than in analogous fcc CuPd alloys.46

Kamakoti and Sholl have previously used plane wave
DFT calculations to examine H diffusion in bcc CuPd with a
range of compositions around Cu50Pd50.

1,17 These calcula-
tions predict that the net diffusivity of H in these ma-
terials varies only weakly with alloy composition. As a re-
sult, we focus on ordered bcc Cu50Pd50, denoted simply
CuPd below for simplicity. H resides in tetrahedral �T� sites
in CuPd and can hop into adjacent sites via two inequivalent
paths with different activation energies. In Ref. 17, we incor-
rectly stated that hops that proceed through only combina-
tions of the pathway with the lower activation energy can
lead to long range motion. In fact, hops of this type can only
lead to localized motion, so it is the path with the higher
activation energy that is the rate-limiting step to long-range
diffusion.1,11

We have applied semiclassical corrected harmonic transi-
tion state theory to the rate limiting step for H diffusion in
CuPd using plane wave DFT with methods analogous to

those described above for C15 materials. The details of the
DFT calculations are described in our earlier work.1,17 The
predicted site-to-site hopping rate, kTT, is shown with and
without tunneling corrections in Fig. 4. A more useful way to
compare these results to the experimental data mentioned
above is to define the temperature dependent activation en-
ergy for this rate by

Ea =
��ln kTT�
��1/T�

. �6�

This effective activation energy can be readily calculated by
a finite difference approximation to the derivatives in Eq. �6�
once kTT has been calculated as a function of temperature.
The resulting temperature dependent effective activation en-
ergies for H and D diffusion in CuPd are shown in Fig. 5.

It is clear after including the effects of tunneling that the
various experiments listed above yielded different effective
activation barriers because of the different ranges of tem-
perature used in the experiments. In particular, Fig. 5 shows
that a lower effective activation energy should be expected at
the temperatures examined by Lang et al.43 than for the room
temperature measurements by Piper.44 The barrier reported
by Lang et al. for diffusion from 100–273 K is on the lower
side of the range of values predicted theoretically in this
range. The precise barrier determined for any set of experi-
ments in the temperature range where the effective activation
energy varies substantially will, of course, be dependent on
the details of the temperatures used to collect data and the
method of fitting the resulting data. The theoretically pre-
dicted barrier at room temperature is in very good agreement
with the experimental report by Piper.44 The theoretical pre-
diction for D diffusion at high temperatures overestimates
the experimental value by �0.015 eV.

FIG. 4. The hopping rate for the rate-determining step of H
diffusion in bcc CuPd as predicted by harmonic transition state
theory �HTST� and semiclassically corrected harmonic transition
state theory �SC-HTST�.
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V. CONCLUSION

In conclusion, we have shown that a combination of plane
wave DFT calculations and semiclassically corrected har-
monic transition state theory provides a useful description of
hydrogen diffusion rates in complex metal alloys. The semi-
classical formalism developed by Fermann and Auerbach
uses only information that must already be determined to
apply classical harmonic transition state theory, namely, the
classical activation energy and the harmonic vibrational fre-
quencies at the relevant energy minimum and transition state.
This approach gives a natural means to estimate the tempera-
ture regimes where tunneling is an important contribution to

H transport. Crucially, this approach is well suited to describ-
ing complex alloys in which large numbers of distinct site-
to-site hops must be characterized. In some instances, for
example, in studies of hydrogen permeation through metal
alloy membranes at elevated temperatures, it is sufficient to
know that tunneling can be neglected in modeling hydrogen
transport. In cases where tunneling is found to be important
under conditions of interest for a particular application, it
may be appropriate to further examine specific hopping
events using methods that remove some of the approxima-
tions inherent in the harmonic transition state theory ap-
proach we have used here.8–10

We have demonstrated the utility of the semiclassically
corrected method by analyzing all possible hops within six
different C15 AB2 intermetallics. In these ordered materials,
it is possible once all the local hopping rates are known to
rigorously predict the net diffusion coefficient for H through
these materials.39 We also examined the rate-determining
step for H diffusion in bcc CuPd. Including the effects of
tunneling in this case show that the extant experimental stud-
ies are self-consistent even though there is considerable
variation in the diffusion activation energies that have been
observed experimentally.

Throughout this paper, we have concentrated on the dif-
fusion of H at dilute loadings. It would be straightforward to
adapt our methods to examine the impact of H loading on
local hopping rates and to use this information in conjunction
with Monte Carlo simulations11,27,47–50 to explore the effects
of H concentration on diffusion.
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