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Assessment of interatomic potentials for molecular dynamics simulations of GaAs deposition
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Computational studies of atomic assembly processes during GaAs vapor deposition require interatomic
potentials that are able to reasonably predict the structures and energies of a molecular arsenic vapor, a variety
of elemental gallium and arsenic lattices, binary GaAs lattices, GaAs lattice defects, and (001) GaAs surfaces.
These properties were systematically evaluated and compared to ab initio and experimental data for one Tersoff
and two Stillinger-Weber (SW) GaAs interatomic potentials. It was observed that bulk and arsenic molecular
properties calculated by the Tersoff parametrization matched density functional predictions and experimental
observations significantly better than either of the SW parametrizations. These trends can be related to the
bonding physics included in each potential format. Surface free energy calculations indicate that none of these
potentials correctly predict the low-energy surface reconstructions of the GaAs (001) surface. Simulated As,
molecular bonding with gallium-rich GaAs (001) surfaces indicate a high sticking probability for SW poten-
tials, which is in good agreement with experimental observations at low growth temperatures. However, the
Tersoff parametrization resulted in an unphysically high desorption probability for As, over a wide range of

surface temperatures.
DOI: 10.1103/PhysRevB.72.205340

I. INTRODUCTION

GaAs thin films are widely used in photonics, microelec-
tronics, and the emerging field of spintronics. For example,
GaAs heterostructures are used to create light-emitting di-
odes, lasers, infrared detectors, and solar cells.! Metal semi-
conductor field effect transistors (MESFETS) based on GaAs
are an integral part of cellular phones and wireless commu-
nication products, direct broadcasting systems, global posi-
tioning systems, fiber optic drivers and receivers, and colli-
sion avoidance and phased array radars.” GaAs thin films
doped with transition metals, such as manganese, have re-
cently attracted considerable interest as ferromagnetic semi-
conductors for controlled spin injection applications.? These
thin film devices are manufactured by vapor deposition
methods. The processing conditions used to grow these thin
films significantly influence defect concentrations,*
crystallinity,’ and growth stresses within the films.®

Various modeling and simulation techniques are being
used to understand and improve the deposition processes
used to make thin film structures. Continuum,”'? kinetic
Monte Carlo (kMC),''"® density functional theory
(DFT),'%23 and hybrid DFT+kMC methods?*-*’ have all
been used to investigate bulk, defect, and surface properties
as well as some aspects of GaAs vapor deposition.

Molecular dynamics (MD) with classical interatomic po-
tentials provides a means to directly study the atomic assem-
bly process. In MD simulations of vapor deposition, the La-
grangian of a grand canonical ensemble of atoms is
numerically integrated at discrete time steps (typically about
a femtosecond) to compute atom positions as a function of
time.28 The total number of atoms, N, whose position can be
simulated depends on available computational resources and
can range from thousands to tens of thousands, or even mil-
lions, of atoms.?*3° Their motion can be predicted for simu-
lation times that again depend on calculation resources, but
can often extend to many nanoseconds.
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The validity of MD simulations is largely determined by
the potential energy function used to define interatomic in-
teractions. The embedded atom method (EAM) potential has
been widely used for close-packed metal systems.’'3* A re-
cent formalism that combines the EAM approach with a
charge transfer potential has been proposed for the study of
metal oxide compounds.®> Semiconductors, with their highly
covalent bonding, are more complex to model because they
require angular dependent potentials. Many interatomic po-
tentials and parametrizations have been proposed for
GaAs.3%%  Stillinger-Weber*”  (SW)  and  Tersoff
potentials*** have been widely used for studying the bulk
properties of elemental semiconductors and their lattice
defects.>*!

Simulating the atomic assembly of a thin film using MD
methods is one of the most demanding uses of interatomic
potentials. The potentials need to be carefully fitted to ab
initio and experimental data in such a way that the bulk
structures are modeled sufficiently well so that the lattice
structure, cohesive energy, elastic constants, and defect ener-
getics are well approximated. They must also correctly pre-
dict the energetics of the highly defective surface during the
growth processes. An assessment of the many proposed
GaAs potentials (see Appendix A) suggests that three poten-
tials offer the most promise for simulating the vapor deposi-
tion of GaAs. The Tersoff potential*>>2>3 as parametrized by
Albe et al.® (TR-ANNK) and the SW potential*’ as param-
etrized by Wang and Stroud®’ (SW-WS) and Angelo and
Mills and Grein ef al.3¥3° (SW-AMG+) are studied in detail.
The utility of the various potentials and their parametriza-
tions are systematically investigated for their ability to model
GaAs properties. Particular attention is given to properties
that affect thin film growth.

II. ATOMIC VOLUME AND COHESIVE ENERGY

During vapor deposition, deposited atoms and molecules
sample many different bonding environments before finding
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their final configuration. One useful way to assess a GaAs
interatomic potential is to calculate the atomic volume and
cohesive energy of various GaAs phases with coordinations
from 4 to 12 and to compare these to experimental data and
ab initio (DFT) calculations.

At atmospheric pressure and for temperatures below the
melting temperature, the lowest-energy crystalline phase of
GaAs has a zinc blende (zb) structure.’*> The lowest-energy
solid structures (at low pressure) for pure gallium and arsenic
are the orthorhombic aGa(A11,Cmca) and the rhombohe-

dral wAs(A7,R3m) crystal phases.’® The zb atomic volume
for GaAs is 22.46 f‘ﬁ/atom,55 while the elemental phases
have atomic volumes of 19.34 and 21.30 A%/atom for the
aGa and aAs phases, respectively.”® Lattice parameters for
the elemental structures have been summarized by
Donohue®® as a function of temperature.

Enthalpies are measured experimentally with respect to
standard temperature and pressure conditions for gallium, ar-
senic, and gallium arsenide phases.’’® Theoretical calcula-
tions based upon DFT or interatomic potentials are usually
calculated under zero temperature and pressure conditions.
These calculated relative energies, or cohesive energies, are
reported as the energy difference between a collection of free
atoms and the atoms bound in their lowest-energy solid
phase. Comparison, with respect to the same reference state,
can be made between experimental enthalpy (AH) and cal-
culated energy (AE) values through the thermodynamic rela-
tion, AH=AE+A(PV), where P is the pressure and V is the
volume of the system. The A(PV) term is usually small com-
pared to AE for condensed matter systems at constant pres-
sure in the free atom reference state. Hence, for a solid phase
at a temperature (T), AH”~AET is a reasonable approxima-
tion. This approximation becomes exact at 0 K.

The experimental enthalpies at 298 K and atmospheric
pressure are —6.690 eV per formula unit (fu) for GaAs,
-2.819 eV/fu for gallium, and —3.135 eV/fu for arsenic,
with respect to the free atom reference state.’® The values for
gallium and arsenic at O K have been reported as
—2.812+0.022 eV/fu and —2.959+0.026 eV/fu,
respectively.”® For GaAs, the conversion from 298 K
(AH?? %) to 0 K (AH® ¥) can be performed by integrating
the constant pressure specific heat, AC,, with respect to
temperature®

298K
AE* = AH% = AH?® - f AC,(1)dT, (1)

0K

where ACP(T)=CSaAS(S)(T)—Cfa(g)(T)—Cﬁs(g)(T). The spe-
cific heat of each component must be accounted for when
calculating the enthalpy at 0 K. Data for C[?aAS(S)(T) have
been tabulated by Adachi,®' and specific heats for gallium
and arsenic gases can be derived assuming an ideal gas.’’
This results in an enthalpy temperature correction of

398AC,,(T)de0.030 eV/fu. The change in GaAs enthalpy
from 298 K to 0 K is less than 1%. Likewise, for elemental
gallium and arsenic, the change in enthalpy between 298 K
and 0 K is less than 1% for gallium and about 6% for ar-
senic. This is within the uncertainty in the calculation of
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cohesive energy for most DFT methods.®? Therefore, for
simplicity and source consistency, the cohesive energies
(E) are approximated here using the enthalpy data at
298 K as: Egaas=—6.690 eV/fu, Eg,=-2.819 eV/fu, and
Ex=-3.135 eV/fu.®

The crystal structures used to evaluate the potentials’ bulk
properties are identified using the common name, Stukturb-
ericht designation, Pearson symbol, and space group
notation.>>%3%* The atomic volume and cohesive energies

have been calculated for the zb (B3,cF8,F43m), NaCl
(B1,cF8,Fm3m), NiAs (BS8,hP4,P6;/mmc), and CsCl

(B2,cP2,Pm3m) structures of GaAs using the local density
approximation (LDA) DFT method.®> The elemental dia-

mond cubic (dc) (A4,cF8,Fd3m), face-centered cubic (fcc)
(A1,cF4,Fm3m), simple cubic (sc) (A,,,cP1 ,Pm3m), body-
centered cubic (bec) (A2,cI2,Im3m), Ga-1l (cI12,143d),

aGa(A11,0C8,Cmca), and aAs(A7,hR2,R3) structure pa-
rameters and energies were calculated in a similar manner by
Albe et al.®¥ for gallium and arsenic. The cohesive energies
for elemental gallium and arsenic were calculated relative to
aGa and @As structures.

LDA data as not given by Albe et al.*’ for the gallium bcc
structure. However, the generalized gradient approximation
(GGA) data of Baskes et al. is available.®® The energy and
volume data predicted by the LDA and GGA methods for
aGa, dc, fcc, and sc structures can be directly compared, if
the GGA DFT atomic volume is scaled by 90% and the bcc
cohesive energy (relative to the lowest-energy phase) is
scaled by 120%. The approximated values of LDA-
equivalent gallium bce data are —2.758 eV/atom for cohesive
energy and 17.520 A3 for atomic volume. These values are
sufficiently accurate for producing a qualitative trend in en-
ergies and volumes.

The predicted atomic volumes and cohesive energies us-
ing the three potentials were determined using molecular
statics methods described in Appendix B. Figure 1 shows a
comparison of the calculated, experimental, and DFT data. It
can be seen that the SW-WS potential consistently overesti-
mated the atomic volume (by about 160%) and underesti-
mated the cohesive energy by ~50% for all the phases
evaluated. The SW-AMG+ potential overestimated the ar-
senic atomic volume (by 120-180%) and underestimated the
elemental cohesive energies (by 11-64%). The TR-ANNK
potential closely matched both experimental and DFT data.

The cohesive energy and atomic volume of crystalline
structures predicted by each potential provided insight about
the gallium and arsenic atom response to changes in ho-
mopolar or heteropolar bonding environments. The arsenic
and gallium elemental results indicate that homopolar bonds
were not well modeled by either of the SW parametrizations
(Fig. 1). The lowest-energy phases for gallium and arsenic
were predicted to be either tetrahedral dc (SW-WS, As, and
Ga; SW-AMG+, Ga) or close-packed fcc (SW-AMG+, As)
structures. Neither of these predicted structures match the
experimentally observed crystalline structure of aGa or the
buckled planes of aAs.>®

Clearly, care needs to be taken when using either of the
SW parametrizations to model processes that require an ac-
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FIG. 1. The (a) atomic volume (A3/atom) and (b) cohesive en-
ergy (eV/atom) predictions for the SW-WS, SW-AMG+, and TR-
ANNK potentials are plotted for selected GaAs, gallium, and ar-
senic phases. Experimental (Refs. 55, 56, 58, 59, and 61) and LDA
DFT (Refs. 45 and 65) data are also shown to assess the potentials’
predictions.

curate representation of Ga-Ga and As-As interactions. The
TR-ANNK potential correctly predicted aAs as the lowest-
energy phase for arsenic. The experimentally determined,
lowest-energy «Ga phase was predicted to be only
0.011 eV/atom less stable than the gallium bcc crystal. Tak-
ing into account the many gallium metastable phases that
have energies within 0.08 eV/atom of aGa,*>%07 the TR-
ANNK potential’s prediction of gallium crystal stability ap-
pears to be reasonable, particularly for an element that is
difficult to model.

TABLE 1. Bulk elastic modulus data for selected elemental gal-
lium crystal structures. All data have units of GPa. Dashes (—)
indicate that no data is available.

aGa dc fcc sc bee
Experiment® 61.3 — — — —
DFT® 67.4 46.5 65.2 61.3 —
SW-WS 58.7 23.8 175.9 44.8 173.2
SW-AMG+ — 44.1 82.1 74.6 493.5
TR-ANNK 434 28.0 1127.9 43.1 55.9
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TABLE II. Bulk elastic modulus data for selected elemental
arsenic crystal structures. All data have units of GPa. Dashes (—)
indicate that no data is available.

aAs dc fcc sc bce
Experiment® 58.0 — — — —
DFT® 58.0 52.6 93.0 96.8 96.8
SW-WS 51.7 26.8 193.4 51.7 195.1
SW-AMG+ 92.4 40.5 81.3 92.4 945.0
TR-ANNK 76.5 47.5 87.8 81.1 109.2

4Reference 129.
PReference 45.

All three potentials correctly predicted that the lowest-
energy phase of GaAs is the zb structure. The SW-WS po-
tential failed to predict the correct cohesive energy and vol-
ume for heteropolar GaAs, which limits its usefulness in
simulating crystalline GaAs. The GaAs zb phase predicted
by the SW-AMG+ potential is anticipated to dominate during
MD simulations of GaAs thin film growth because elemental
interactions are unduly weak. It is, therefore, concluded that
the TR-ANNK potential is likely to be the best choice for
modeling atoms where there is a wide range of homopolor
and heteropolar coordinated bulk environments.

III. ELASTIC CONSTANTS

During atomic assembly, the incorporation of defects
(e.g., arsenic interstitials) or lattice mismatch strains (during
heteroepitaxial growth) introduces significant internal stress,
which affects the formation of defect structures.’® Hence,
potentials need to predict reasonably precise elastic con-
stants.

The bulk elastic moduli of gallium and arsenic crystal
structures calculated by the three potentials have been com-
pared to LDA DFT# calculations in Tables I and IL It is
evident that the SW-WS potential poorly predicts the elastic
constants of all phases of both elements. Closely packed
structures (bcc and fcc) were two to three times too stiff,
while open structures (dc and sc) were much too soft. The
SW-AMG+ parametrization predicted elastic moduli for the
dc, fcc, and sc phases, which were all within 25% of LDA
DFT data. For arsenic, the aAs and bcc phases were two and

TABLE III. Single crystal elastic stiffness constants for the zb
structure of GaAs. Calculations of ¢4y that do not allow internal
relaxation are labeled cf&). All data have units of GPa. Dashes (—)

indicate data is not available.

cj Expt. (298 K)* DFT® SW-WS SW-AMG+ TR-ANNK
e 118.1 1230 419 129.2 124.4
cn 532 580 210 503 48.4
Cay 59.2 620  16.1 55.2 39.1
oy — 750 303 85.2 73.7

4Reference 128.
bReference 45.

4Reference 130.
bReference 131.
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eight times stiffer than the DFT calculations. The TR-ANNK
potential’s bulk elastic moduli were all within 40% of DFT
predictions, with the notable exception of the fcc gallium
structure, which was much too stiff.

Data for the three independent elastic constants of the
GaAs zb structure are shown in Table III. The unrelaxed and
relaxed elastic constant data were calculated using molecular
statics methods discussed in Appendix B. The SW-WS po-
tential predicted moduli that are much softer than the experi-
mental values or DFT calculations. Clearly, in studies that
require deformation or the sampling of environments where
atoms reside in highly strained (off-lattice) sites, the SW-WS
parametrization is a poor modeling choice because of its in-
accurate prediction of elastic constants. Table III shows that
the ¢y, ¢yp, and cf&) elastic constants determined by the SW-
AMG+ and TR-ANNK potentials were quite similar to the
DFT predicted and experimentally measured moduli for the
GaAs zb phase. However, the relaxed cy4 elastic constant
was predicted most accurately by the SW-AMG+ potential.

IV. POINT DEFECT ENERGETICS

The assembly of GaAs from a vapor on a (001) surface
results in the incorporation of point defects, such as antisites,
interstitials, and vacancies. The concentration of each point
defect type is sensitive to growth conditions, such as tem-
perature, As:Ga flux ratio, and deposition rate.*%° The prob-
ability that a given defect will form is dependent on the
defect formation energy. These defect formation energies can
be estimated using the methodology of Zhang and
Northrup.!%70

The energy of formation of point defects (or defect com-
plexes) can be written for a system of i atom types as

Q(pe, ) = Ep+ Qpp, — 2 i, (2)

where Ep, is the total energy of a supercell containing a de-
fect, Qp is the charge state of the defect, w, is the relative
electron chemical potential, n; is the number of atoms in the
defect cell for each atom type i, and u; is the corresponding
atomic chemical potential for each atom type i. We can omit
the charge state term and let Qpu,— 0, because the poten-
tials discussed here do not explicitly account for local elec-
tronic charge.

Under equilibrium conditions, the sum of chemical poten-
tials for gallium and arsenic atoms in the reservoir equals the
bulk chemical potential of the gallium arsenide system,
MGat Has= ,ug); Al? Following Ref. 19, Eq. (2) can be rewrit-
ten as

, 1
Q(Iu’e’A:u) = ED - E(nGa - nAS)A/*L» (3)
where
U, 1 U, U,
ED Ep- (nGa - nAs)/J“(C};a,il? - 5(”664 nAs)(/J“(b " — X)v # )
(4)
and
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TABLE IV. Formation energies (E}) in eV for simple point
defects in GaAs. The defect formation energies were estimated in a
periodic computational cell made of 512 atoms.

Predicted Formation Energy (eV)

Defect Type DFT* SW-WS SW-AMG+ TR-ANNK
Ga vacancy, Vg, 3.15 1.44 2.62 2.16
As vacancy, Vg 3.10 1.62 2.69 2.46
Ga antisite, Gayg 2.12 0.47 2.53 1.53
As antisite, Asg, 2.48 0.48 6.00 5.58
Ga interstitial, Ga;  2.98 2.28 5.69 1.09
As interstitial, As;  4.07 2.17 10.26 5.91
“References 71 and 22.

Ap= (g = pas) = (g™ = ™). (5)

The chemical potential difference, Apu, is limited by the
(bulk)
inequalities u;< u; for i atom types gallium and arsenic.
These constraints help determine the allowed range of Au
between +*AH . The heat of formation, AHf, for the As
+Ga— GaAs reaction at standard temperature and pressure
can be estimated with
AHf— Gb;)\ks) E(bulk) E(bulk , (6)
where E,( (which is equivalent to ,u,(b”lk) at 0 K) is the
cohesive energy of the most stable GaAs gallium, and ar-
senic phases. The validity of this approximation is based on
the small change in enthalpy between 298 K and 0 K for
solid phase gallium, arsenic, and gallium arsenide.

The defect formation energies, Ej,( [s,-0), were calcu-
lated for gallium and arsenic vacancies (Vg, and V,), both
gallium and arsenic interstitials (Ga; and As;), and the two
antisite defects (Ga,g and Asg,), see Table IV. The samples
were first annealed at 800 K for 10 ps and then cooled to
0 K by energy minimization methods. This two-step process
allows metastable sites to be avoided. The formation energies
calculated here are consistent with those previously deter-
mined for Tersoff-based potentials.”!

DFT defect formation energy calculations are also
shown in Table IV. The DFT results indicate that the antisite
substitutional defects for gallium and arsenic are the most
likely to form (under gallium-rich and arsenic-rich environ-
ments, respectively). Other point defects, such as the
gallium-rich Ga; or V, have higher formation energies than
the gallium antisite, and, therefore, the concentration of these
defects is likely to be less. Moreover, arsenic interstitial point
defects would likely have even lower concentrations unless,
for example, the environment was extremely arsenic-rich and
defects were kinetically trapped.

Although the SW-WS potential predicts defect energies
that are unusually small for antisite defects, it correctly pre-
dicts that they have the lowest formation energy. In fact, the
SW-WS potential predicts the defect formation energy trends
better than either of the other two potentials. However, the
extremely low formation energies would likely lead to a sig-
nificant overprediction of defect concentrations.

22,71
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The SW-AMG+ potential predicts that gallium antisites
and gallium vacancies are the most likely defects to form.
The SW-AMG+ potential predicted formation energies for
the arsenic antisite and interstitial point defects to be anoma-
lously high. Therefore, concentrations of these defects during
simulation would likely be much lower than would be ex-
pected based on DFT results. Due to its inability to incorpo-
rate the excess arsenic into point defects without imposing
large energy penalties, SW-AMG+ would not be able to ac-
curately simulate low-temperature growth of GaAs under
high arsenic overpressures.”>’> However, the fact that the
gallium antisite has the lowest formation energy does match
DFT data well.

The defect formation energies of gallium antisites and in-
terstitials predicted by the Tersoff potential parametrized as
TR-ANNK are low. Thus, calculations with this potential are
likely to result in erroneously high concentrations of gallium
interstitial and antisite defects. In arsenic-rich environments,
excess arsenic faces a very large defect formation energy for
interstitial and substitutional antisite defects that would re-
duce the probability of encountering these defects at the lev-
els expected by DFT predictions.

In summary, the SW-WS potential is not a strong choice
based on the fact that defect formation energies are ex-
tremely low and would likely yield unphysically high con-
centrations of most point defect types. If the SW-AMG+
potential was used in a stoichiometric or gallium-rich envi-
ronment, the formation energy magnitudes for gallium-based
defects would seem to indicate that this was a reasonable
potential choice; however, the potential would likely fail to
predict accurate defect concentrations in arsenic-rich envi-
ronments. The TR-ANNK potential would likely overpredict
gallium-based defect concentrations while underpredicting
arsenic interstitial concentrations. For a wide range of pro-
cessing conditions, there is no potential that is clearly supe-
rior.

V. MELTING TEMPERATURE

The melting temperature is an indirect measurement of
the strength of the interatomic bond (the depth of the inter-
atomic potential well) and the shape of the potential at large
interatomic separation excursions. The information reflected
in the melting temperature is based on the dynamic sampling
of the topology of the bonding energy around each atom.

001] fgallium

arsenic
" B
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TABLE V. Calculated melting temperatures of GaAs for se-
lected potentials compared with experimental values. Calculations
were performed by the equilibrium coexistent phase method intro-
duced by Morris et al. (Ref. 74). Dashes (—) indicate that no pre-
vious calculations were found in literature.

Potential Trerr (K) Refs.
Experiment 1513 75
SW-WS 1020+ 100 —
SW-AMG+ 2620100 —
TR-ANNK 1900+ 100 45

Thus, the predicted melting temperature for a given potential
provides an indication of the overall utility of the potential
for modeling vapor deposition.

The melting temperature for each potential was calculated
by MD using a method developed by Morris et al.”* in which
a half-liquid and half-crystalline supercell is allowed to reach
an equilibrium temperature under constant pressure. They
showed that the temperature of the two-phase system is then
a good approximation to the melting temperature. Using a
supercell of 6400 atoms (100 planes with 64 atoms/plane)
and a systemwide target pressure of 1 atm, simulations were
conducted for 1000 ps of simulated time and are summarized
in Table V. The predicted melting temperature values have
an uncertainty of +£100 K. The uncertainty range was par-
tially based on pressure oscillations during the calculations
and the variation in equilibrium temperatures from repeated
runs with different initial conditions.

The melting temperature of GaAs at atmospheric pressure
was experimentally determined to be 1513 K.”> The SW-WS
prediction underestimated the experimental melting tempera-
ture by 33% but was still reasonably close to the measured
value. The SW-AMG+ potential significantly overestimated
the phase transition temperature by 73%. The melted crystal
and composition profile are shown for a sample calculation
of the melting temperature for the TR-ANNK potential, see
Fig. 2. Our calculations measured the temperature and pres-
sure of this phase system after 1 ns of simulation time for
runs with three different initial average temperatures and
found the final temperature to be 1950+150 K and the pres-
sure to oscillate around 1 atm. This value was consistent
with the Albe et al.* estimation of the melting temperature
of Teii=1900+100 K. The TR-ANNK potential simulations

FIG. 2. The GaAs melt at 1904 K in equilib-
rium, as predicted by TR-ANNK using the
method proposed by Morris et al. (Ref. 74). The
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o
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arsenic composition profile clearly identifies the
three regions of stoichiometric GaAs, gallium-
rich liquid, and pure arsenic liquid.
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TABLE VI. Structure, total binding energy (Ep in eV), and av-
erage interatomic spacing (rp in A) for As, and As,. Dashes (—)
indicate that no data is available.

Dimer Tetrahedron Square
Source Ep 70 Ep To Ep 70
Experiment® 396 210 10.21 2.44 — —
DFT® 405 212 1072 246 < — —
SW-WS 094 2.86 291 3.28 3.51 2.90

SW-AMG+ 0.75 3.61 2.74 3.31 2.25 3.18
TR-ANNK 396 210 9.36 244  10.15 227

aReferences 77 (dimer) and 78 (tetrahedron).
PReference 79.

resulted in a system consisting of a stoichiometric GaAs
solid and a gallium-rich liquid that was separated by a region
of pure arsenic liquid.

VI. ARSENIC DIMERS AND TETRAMERS

During the vapor deposition of GaAs thin films, arsenic
and gallium are codeposited and assembled on the film sur-
face to form GaAs. The arsenic is in either dimer or tetramer
form.”® The impact dynamics and initial assembly processes
are expected to be sensitive to the structure of these incident
molecules as well as to that of the surface upon which impact
occurs. It is, therefore, important that the structure and bond
energies of the free molecules be reasonably approximated
by the potentials used for simulations of thin film growth.
The molecular binding energy, Ej (i.e., the total energy of
isolated atoms minus the total energy of the atoms in the
bound state), and the interatomic spacing, r,, were calculated
and compared with experimental data’’’® and DFT
calculations” in Table VI.

The dimer and tetrahedral structures and binding energies
in Table VI indicate that the As-As bonding interactions in
small arsenic clusters are too weak when calculated using the
SW-WS and SW-AMG+ parametrizations. This effect was
already discussed for crystalline solids and continues as ar-
senic atoms encounter lower coordinations, see Fig. 1. The
TR-ANNK potential, on the other hand, offers a more accu-
rate prediction of As-As bonding, even in arsenic dimers and
tetramers. It should be noted that the dimer properties match
experimental data exactly for the TR-ANNK potential be-
cause of the fitting method employed.*> Although the bond-
ing energy for As, is well predicted by the TR-ANNK po-
tential, the most stable four-atom structure was a planar
square structure rather than the experimentally observed tet-
rahedron arrangement. This occurs because the lowest-
energy As-As-As angle is only slightly more than 90°, pro-
moting an arsenic square over the tetrahedron structural
form.

Molecular arsenic has very strong bonds, and this directly
impacts the mechanism by which the molecules are incorpo-
rated into the surface. Therefore, the most accurate vapor
deposition simulations with molecular arsenic require that
the potentials model these strong molecular bonds well. For
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FIG. 3. Top and side projections of GaAs (001) surface recon-
structions. Unit cells are marked in black.

the SW parametrizations explored, it is clear that elemental
interactions are not well predicted. The strong bonding of
arsenic molecules was, however, well predicted by the TR-
ANNK potential.

VII. SURFACE STRUCTURE ASSESSMENTS

Surface free energy calculations provide a means for de-
termining the dominant surface structure under a range of
environmental and surface composition conditions. Accurate
predictions of the lowest-energy surface structure are essen-
tial for high fidelity estimates of the energy barriers and the
incorporation paths encountered by gallium or arsenic during
atomic assembly on either arsenic-rich or gallium-rich sur-
faces.

The GaAs (001) surface structure has been extensively
studied by numerous experimental and computational
methods.8-83 Figure 3 shows selected surface reconstruc-
tions that are important to subsequent discussions. The gen-
erally accepted surface reconstructions for the (001) surface
are the arsenic-terminated B2(2Xx4) [Fig. 3(c)],%*% the
arsenic-terminated a2(2X4) [Fig. 3(b)],*” the arsenic-rich
c(4 % 4)% [Fig. 3(d)], and the gallium-rich £(4 X2)'® [Fig.
3(e)], reconstructions. The presence of these surface recon-
structions depends on the surface temperature and the pres-
sure and composition of the vapor (As:Ga flux ratio).®

Provided that the surface is in equilibrium with the vapor,
a simple thermodynamic analysis can be used to calculate
changes in the total free energy as arsenic and gallium atoms
are interchanged between a bulk material (thermodynamic
reservoir) and an atmospheric vapor (atom reservoir) at the
surface.?®°! Stable surfaces are predicted by minimizing the
surface free energy per unit area with respect to surface com-
position and geometry. When in thermodynamic equilibrium
with its vapor, the surface free energy can be written
as a function of the relative arsenic chemical potential
(as— ,ug’: ), which ranges between 0 and AH°" This range
effectively limits the formation of pure arsenic or gallium on
the GaAs (001) surface in the presence of both arsenic and
gallium sources at equilibrium.*

Using this technique, Lee et al. predicted the surface free
energies of different surface reconstructions'® with GGA
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FIG. 4. The surface free energy () for low-energy GaAs (001)
surface reconstructions plotted versus the arsenic chemical poten-
tial. DFT data (Ref. 18) is compared to the predictions of the SW-
WS, SW-AMG+, and TR-ANNK potentials. The GaAs heat of for-
mation, AH, is shown in the upper horizontal axis for the DFT
model and each interatomic potential. Experiments report
AH;=-0.74 eV/fu (Ref. 58).

DFT, see Fig. 4. A similar approach can be used to determine
the predicted surface energies of the various reconstructions
using interatomic potentials, also shown in Fig. 4. The total
energy of a computational supercell for each reconstructed
surface was determined using a slab of 1500-1700 atoms
(25-27 layers with 64 atoms/layer measuring 32 A X 32 A)
with an identical top and bottom surface. The central plane
was fixed and the entire system was then relaxed using en-
ergy minimization (see Appendix B). The surface area, bulk
cohesive energies, and the number of atoms on each surface
were then used to calculate the surface free energy.!”"!

All three potentials predict stable (1 X 2) gallium-rich and
(2X 1) arsenic-rich surfaces. These structures are composed
of simple dimer rows instead of the (2 X 4) family of surface
reconstructions with missing dimers seen in DFT calcula-
tions, see Figs. 3(a)-3(c). DFT predicted that the lowest-
energy surface reconstructions are the {(4X2), a2(2X4),
B2(2X4), and c(4 X 4) as one moves from a gallium-rich to
arsenic-rich surface condition (Fig. 4). All of the DFT-
predicted, low-energy surfaces have been experimentally ob-
served on GaAs (001) surfaces.?-8337 These lowest-energy
surface reconstructions on the GaAs (001) surface were
clearly not obtained using any of the three interatomic po-
tentials. The poor agreement between the interatomic poten-
tial and DFT predictions is understandable since (001) sur-
faces are polar and electrons are not explicitly addressed by
any of the potentials.”>%*

The inability of any of the potentials to account for the
complexities of GaAs (001) surfaces will clearly limit the
fidelity of some MD studies of thin film growth. For ex-
ample, the topology of the surface energy profile will be
significantly altered when the extra trenches of the
B2(2 X 4) surfaces [Fig. 3(c)] are not present in a simulation.
The resulting energy barriers and transition pathways for gal-
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FIG. 5. Arsenic dimer sticking fraction, Su,, on a gallium-rich
surface is calculated for the three potentials (SW-WS, SW-AMG+,
and TR-ANNK) and is compared with an empirically fit expression
(solid black line). Simulated homologous temperatures are used to
equate temperatures for each potential.

lium or arsenic diffusion on arsenic-rich and gallium-rich
surfaces are then likely to be inaccurately represented. This
may be especially critical for simulations of high-
temperature, low-deposition rate thin film growth, where sur-
face kinetics are sufficiently rapid that complex surface re-
constructions can occur during deposition. Simulations at
lower temperatures where the atom mobility is significantly
lower may be less affected since the slower kinetics can im-
pede the reorganization of the surface structure.

VIII. STICKING RATIO DURING ARSENIC DIMER
VAPOR DEPOSITION

Further insights into the utility of current interatomic po-
tentials for simulating the vapor deposition of GaAs can be
gained by investigating the sticking of As, on the low-energy
gallium-rich GaAs (001) surface. During molecular beam ep-
itaxy, gallium has been found to have nearly 100% sticking
probability for surface temperatures below 915 K.”3 The
sticking ratio of As,, however, is highly sensitive to surface
temperature and surface composition. The arsenic dimer
sticking probability on both gallium-terminated and arsenic-
terminated GaAs (001) surfaces has been found to be quite
high for deposition temperatures between 650 K and
750 K.'>%-97 However, as the surface temperature increases,
the sticking probability rapidly decreases.

An arsenic sticking ratio, S, can be defined as the num-
ber of arsenic atoms that stick to the surface divided by the
number of atoms that impact the surface from an incident
As, flux (0<S,,<1). Tok et al collected experimental
sticking probability data on a gallium-rich (4 X2) surface
reconstruction where Ga-As dissociation was assumed to be
negligible.”> Their sticking probability data for three fluxes
were fitted to an Arrhenius expression (with an activation
energy of 0.91 eV) between 673 K and 853 K and is plotted
as the solid black line in Fig. 5.

The As, sticking ratio predictions for the three potentials
were calculated using MD simulations, see Fig. 5. These MD
simulations utilized a nine-layer substrate with the bottom
two layers fixed. Four middle layers were under temperature
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control to maintain a constant substrate temperature,98 and
the top three layers were thermally unconstrained. The com-
putational cell had in-plane periodic boundary conditions.
The in-plane dimensions of the cell were 16 A X 16 A. The
top (001) (1 X2) surface was gallium-terminated. An arsenic
dimer was deposited 100-500 times on an identical (fresh)
surface at random atom positions normal to the (1X2)
gallium-rich (001) surface. Deposited dimers were given an
initial translational energy of 0.1 eV/atom. An average ki-
netic energy of 0.1 eV/atom is comparable to a temperature
of 1160 K, which is reasonably close to the evaporation cell
temperature of gallium.”®

Desorption events were monitored for up to 100 ps fol-
lowing the initial impact. The sticking probability was then
determined and the series of simulations repeated for simu-
lation temperatures, 7, between 300 K and 1500 K at tem-
perature steps of 25—100 K. The corresponding homologous
temperature, 7/T,,.;,, was obtained using the potential’s pre-
dicted GaAs melting temperature (Table V). The average
sticking ratio, S,,, for each potential is plotted against the
homologous temperature in Fig. 5.

Evaporation was observed to begin at ~147% T, for
the SW-WS potential and ~69% T,,.; for the SW-AMG+
potential. The arsenic dimer sticking ratio predicted by the
SW parametrizations was nearly constant below the evapo-
ration temperature, T,,,. At low temperatures, the vast ma-
jority of all arsenic dimers were incorporated into the (001)
surface. This agrees well with the experimental data at low
temperatures where near unity sticking probability is both
predicted and experimentally observed.

The TR-ANNK potential incorrectly predicts significant
As, desorption over the entire temperature range. In fact,
internal molecular energies and translation energies of
0.5 eV were required to produce a sticking ratio of 6% at a
scaled equivalent temperature of 300 K, shown in Fig. 5. The
case of 0.1 eV of translational energy with no internal dimer
energy (as was the case for the two SW parametrizations)
predicted a sticking ratio below 0.1%. Experimentally, sig-
nificant As, desorption occurs at temperatures only above
800 K;7® however, the TR-ANNK potential underestimates
the As, binding energy over most of the temperature range.

The dynamic study of the bonding of arsenic dimers on
gallium-rich surfaces separates the three potentials into two
categories. The first group is defined by the two SW param-
etrizations, which predict strong As,/gallium-terminated
(1X2) surface bonding that does not break until the tem-
perature approaches the melting temperature. The TR-ANNK
parametrization of the Tersoff potential falls into the second
category, where As,/gallium-rich (1 X2) surface bonding is
weak and desorption is the dominant process. These dramatic
differences in the bonding of As, to gallium-rich (001) sur-
faces cannot be understood only from bulk property predic-
tions, yet surface bonding must be understood for the accu-
rate simulation of vapor deposition.

IX. DISCUSSION

A large body of literature has been produced to simulate
GaAs using classical interatomic potentials. From these po-
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tentials (Appendix A), three potentials (SW-WS,37 SW-
AMG+,%83% TR-ANNK®*) have been evaluated in detail for
their ability to predict bulk, arsenic vapor, and surface prop-
erties. Atomic volumes, cohesive energies, and elastic prop-
erties of GaAs were used to quickly assess the strengths and
weaknesses of each potential for coordinated environments
between 4 and 12. The study of arsenic clusters and (001)
surfaces helped explore each potential’s response to lower
coordinated environments.

The SW parametrizations studied do not predict the com-
plexities of bonding environments when they significantly
deviate from tetrahedral or, in the case of a weak angular
term, close-packed fcc structures (as was the case for arsenic
interactions of SW-WS). The SW-WS potential predicted
weak bonding and elastic constants for all structures and
should likely be avoided. The SW-AMG+ predicted reason-
ably good bulk and elastic properties for the zb structure, but
elemental properties were poorly predicted. The sticking ra-
tio trend of As, to the (001) gallium-rich surface as a func-
tion of temperature was similar to the measured experimental
values.

The Tersoff potential, as parametrized by Albe et al., pre-
dicts a much larger assortment of crystalline bonding and
structures than do either of the SW parametrizations. TR-
ANNK also allows desorption, which is very useful in study-
ing surface interfaces at extremely high temperatures. How-
ever, desorption was overpredicted due to the extremely
weak molecular arsenic/(001) surface bonding, as demon-
strated in the sticking ratio calculations. (It is possible that
this potential could be used for atomic arsenic deposition
studies.®”)

The SW parametrizations were shown to predict high As,
sticking probabilities, while the Tersoff parametrization pre-
dicted a low estimate with significant As, desorption over
the entire temperature range, when the simulation data were
compared to experimental data. These dramatic differences
in surface bonding of As, to gallium-rich (001) surface re-
constructions predicted by the potentials cannot be captured
by simply checking the bulk properties used to develop the
parameters. Therefore, surface bonding interactions should
be tested before current and future potential parametrizations
are utilized.

All potentials studied were shown to incorrectly predict
the simple dimer row surfaces as the most stable (001) sur-
face reconstructions over the more complex structures seen
in experiments and as predicted in DFT calculations. This
effect is especially critical for high-temperature vapor depo-
sition, where surfaces can quickly respond to atmospheric
and temperature conditions to form a variety of complex
surface reconstructions. Lower temperatures decrease the
atom mobility and reconstruct less dramatically; neverthe-
less, accurate surface bonding is important to modeling va-
por deposition simulations.

The ability of each potential format to represent salient
physics for bulk, surface, and molecular bonding directly
impacts its ability to model the GaAs system. The major
deficiencies with each potential can be generally related back
to an absence of physics in the model format. The SW (Ref.
47) and Tersoff*#%33 potential formats represent two ap-
proaches to capturing the physics of bonding. The SW for-
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mat involves an empirical combination of two-body energy
terms (¢) and a three-body angular term (cos 6+1/3),4

1
Eqw = 52 2 |:¢R,ij = Paj
i i
1\2
+ > ¢B’ij¢3,jk<cos O + —) ] (7)

K(#1,)) 3

The first term, ¢ ;;, is a two-body pair function that approxi-
mates the increase in energy produced by the overlap of va-
lence and core electron shells of the bonding atoms (i and j)
due to the Pauli exclusion principle and an electron Coulomb
repulsion.'®1%! The attractive two-body energy, ¢, ,;, and
the three-body term serve to stabilize the open structure
phases for the SW approximation. For the GaAs system, the
bonding type includes sp-valent (metallic and covalent)
bonding. In general, the spherically symmetric two-body at-
tractive terms can accurately predict van der Waals forces.!?!
Angular dependent covalent bonding is approximated with
the three-body angular term (centered around atom i and

involving the vectors ij and ik to atoms j and k) and a pair-
wise function, ¢y. This three-body term provides a positive
energy for any structure that does not have the prescribed
equilibrium angle. Stillinger and Weber fixed this at
arccos 1/3=109.47° (the tetrahedral bond angle).*’ The an-
gular term also defines how the energy behaves as the tetra-
hedral bonds are distorted. In principle, the equilibrium angle
could be changed to accommodate other structures;'%? how-
ever, most phases have more than one angle, which may
make the SW approach less applicable to these more com-
plex structures.

Silicon*’ and germanium'® parametrizations of the SW
format have proven useful in modeling vapor deposition on
the (001) surface.'-1%8 These material systems strongly fa-
vor tetrahedral bond angles and thus this approximation is
adequate—although the bond angles have been reported to
be too stiff when compared to tight binding theory
calculations.'® Furthermore, the simplicity of the SW poten-
tial makes fitting the free parameters a straightforward task
for a tetrahedral solid, because the independent free param-
eters can be determined by fitting the lattice parameter, co-
hesive energy, and three elastic constants. In such a manner,
the low-energy GaAs zb structure, stability, and elastic con-
stants were effectively captured in the SW-AMG+ parametri-
zation. However, As-As and Ga-Ga interactions are more
complex in their bonding preferences, and the SW approxi-
mation becomes less effective in such elemental environ-
ments, as was demonstrated in previous sections.

Upon inspection of Eq. (7), it stands to reason that the
lowest-energy phases that can be predicted by this format for
nearest-neighbor systems have either tetrahedral (if the three-
body term is strong) or close-packed (if the three-body term
is quite weak) structures. The two examples of SW param-
etrizations shown above follow these trends. Clearly if a
more accurate potential is required for elements and alloys
not in column IV, a more transferable model must be used;
however, if a simple model is needed to simulate single
phase dynamics, then the SW approach can be quite useful.

PHYSICAL REVIEW B 72, 205340 (2005)

Like the SW potential, the Tersoff potential is also based
on repulsive (¢y) and attractive (¢,) two-body terms, but

also includes a term sensitive to the bonding environment, E,
which multiplies the attractive pairwise energy term,

¢A,ij’49’52

1 _
Emr= 52 E (¢R,ij - Bij¢A,ij)- (8)

i j#Fi

This concept was originally proposed by Abell'!” and can be
an effective way of capturing a wide range of structural prop-
erties within a simple format.

The format of the many-body term as empirically ex-
pressed by Brenner> can be related to the analytical second
moment term of the bond-order potential (BOP) derived
from tight binding theory by Pettifor ez al. for covalent sys-
tems with half-full sp-valence shells.!!! The second moment
bond-order term, 0;;, for BOP takes the general form of

D, + D\
Lﬁ) , (9)

ij>
®ij= (1 +

while the empirical Tersoff bonding term takes the following
form,

By==[(1+x,)™"+ (1+ x;)"]. (10)

N | —

The BOP derivation was done based on the bond-centered
perspective; however, an atom-centered form can also be
used,'’> which can yield a many-body format that more
closely approximates the Tersoff term as expressed by
Brenner.*>3 Assuming ® = y, then equivalence of the sim-
plified BOP and Tersoff formats can be established. Based on
the similarity of the empirical Tersoff format to the derived
BOP covalent o bond format, it is plausible that the Tersoff
format approximates o bonding to the level of the two self-
returning hops, which are equivalent to approximating the
second moment of the density of states, i.e., the mean square
width.'"! Additional sampling of the local environment based
on derivations by Pettifor and Oleinik may prove useful for
better approximations of metallic and the primary (o) and
secondary () covalent bonding for sp-valent materials.!'3
This may especially be true for arsenic, which is strongly
dependent on 7 bonding.!'*!!> The inclusion of four-body
angles (included in the 7 bond order) might also help predict
higher stacking fault energies, which are likely to be very
small in their absence.!'® Another suggestion to help improve
the Tersoff format’s prediction of defect formation energies
and molecular and/or surface bonding properties would be to
expand the atom-type dependence of the angular parameters
from only i and k atom types to all the i, j, and k atom types.

The work above clearly shows that the Tersoff potential
successfully predicted a large number of bulk structures
when parametrized by Albe et al.*> However this transfer-
ability requires careful parametrization. For example, the
TR-ANNK parametrization had a previously unreported low-
energy bcc gallium phase. Therefore, when fitting Tersoff or
BOP model parameters, a large number of structures should
be rigorously evaluated due to the flexibility of this format.
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FIG. 6. The energy curves for GaAs dimers for the SW-WS,
SW-AMG+, and TR-ANNK potential parametrizations.

Furthermore, care should be taken to not force a fit to a
particular format that does not capture the physics of the
bonding (e.g., arsenic bonding without the secondary cova-
lent 7r bonding).

While the choice of the functional form of the two-body
terms and its cutoff is quite flexible, a few general guidelines
can be gleaned from the parametrizations discussed in this
paper. To illustrate this point, the pair potential energy wells

(B=1 for Tersoff and ¢g=0 for SW) are shown in Fig. 6.
The Tersoff functional form* has a strong trigonometric cut-
off term that can be used to bring the two-body functions
quickly to zero. As can be seen in Fig. 6, the energy versus
interatomic spacing curve predicted by the TR-ANNK pa-
rametrization has a more abrupt change in slope than either
of the SW potential parametrizations. Such sharp changes in
slope can cause difficulties in the numerical calculation of
energies and forces in simulations that sample this tail of the
energy curve frequently. In response, a smaller time step
must be used, which makes simulation less time efficient. We
have found that short cutoffs also play a part in increasing
the quantity of metastable surface sites. The use of a short
cutoff can also be the product of an attempt to force a format
to capture desired bulk properties—this should be avoided.
The SW potentials have had reasonably good success in
modeling melted systems;*’ the use of longer-range,
smoother cutoffs may play a part in this success.

Lastly, in an attempt to address the incorrect surface re-
construction of phases demonstrated by both the SW and the
Tersoff potentials, one might pursue an explicit electron ac-
counting scheme. Such a model is empirically quantified by
the electron counting rule.”>** In this scheme, the total num-
ber of electrons donated by each atom is required to match
the number of electrons in each covalent bond. This require-
ment disallows the (1 X2) and (2 X 1) dimer-row surface re-
constructions that were dominant for all the potentials dis-
cussed previously.!!” If an effective means for converting
this rule into an energy was developed during MD simula-
tion, then it stands to reason that a more accurate surface free
energy diagram could be constructed.

X. CONCLUSIONS
(1) The Stillinger-Weber (SW) potentials parametrized
respectively by Wang and Stroud?” (SW-WS) and by Angelo
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and Mills and Grein et al.3®3 (SW-AMG+) and a Tersoff
function parametrized by Albe et al*® (TR-ANNK) have
been evaluated for their suitability for simulating thin films
in the GaAs system. The elemental and binary bulk proper-
ties predicted by these three potentials have been evaluated.
Closest agreement with experimental and ab initio results
were obtained with the TR-ANNK potential. The SW-WS
potential was unable to reproduce energies, volumes, and
elastic constants consistent with experimental and ab initio
values. Simulations involving homopolar bonding were
poorly predicted by both the SW-WS and SW-AMG+ poten-
tials. Defect properties were best predicted by the SW-
AMG+ potential (under limited environmental conditions);
however, none of the potential parametrizations performed
well in this regard.

(2) The complexities of the GaAs (001) surface recon-
struction were not captured by any of the interatomic poten-
tials. Further work is needed to develop potentials that intro-
duce the physics responsible for the appearance of dimer
trenches on the £2(2 X 4) and {(4 X 2) reconstructions on the
(001) surfaces of GaAs.

(3) The temperature dependence of arsenic dimer sticking
probability was evaluated. Homologous temperatures were
defined to relate experimental and predicted temperatures.
Simulations of arsenic dimer deposition onto gallium-rich
GaAs (001) surfaces indicated that the SW potential param-
etrizations predict near 100% sticking probability. This is
experimentally valid at temperatures below ~800 K.”® The
TR-ANNK potential predicts a high rate of desorption, so
much so that it cannot be used to simulate vapor deposition
with molecular arsenic.

(4) Due to its difficulty with bulk properties, the SW-WS
potential should be avoided and the SW-AMG+ potential
used in its place. The use of the SW-AMG+ potential should
be limited to Ga-As interactions because elemental interac-
tions were poorly modeled. Thus, the SW-AMG+ parametri-
zation might be useful for stoichiometric GaAs thin film
growth under equiatomic flux conditions. The TR-ANNK
potential had great success in many areas; however, (001)
surface/molecular bonding was poorly captured. Therefore,
the TR-ANNK parametrization may best perform in atomic
flux growth conditions. Nevertheless, there is much room for
improvement in the modeling of GaAs properties and care
should be taken in applying these and other interatomic po-
tentials to vapor deposition studies.
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APPENDIX A: POTENTIAL ENERGY FUNCTION

SUMMARY
Several competing interatomic potential energy formats
have been proposed for the covalent system.

205340-10



ASSESSMENT OF INTERATOMIC POTENTIALS FOR...

TABLE VII. The potential energy functions and parametriza-
tions developed for GaAs are evaluated based on three simple cri-
teria: (1) continuity of energy and force functions, (2) the GaAs zb
phase must have a negative heat of formation and is required to be
the lowest-energy binary phase, and (3) GaAs zb mechanical stabil-
ity (“X” denotes a failure, “\” indicates a success, and “—" indi-
cates that the measurement has not been made). Information for the
IKD, IKD-mod, and CS potentials and the TR-Smith, TR-SIWC,
and TR-SJWCO potentials’ surface properties were gathered from
literature.

Assessment Criterion

Potential 1 2 3 Refs.

LJ-AT N N X 36 and 132
SW-WS N N N 37

SW-AM N X N 38

SW-AMG+ N N N 38 and 39

IKD X2 — — 40

IKD-mod X2 — — 121 and 122

CS N X N 41 and 123
TR-Smith X N N 42,123, and 133
TR-SJIWC X N N 43, 123, and 133
TR-SIWCO X N N 123, 124, and 133
TR-ANNK J J 45

#The IKD potentials would pass this criteria if a single equilibrium
angle was to be chosen.

Lennard-Jones-Axilrod-Teller!'® (LJ-AT), Stillinger-
Weber*®*”  (SW), Ito-Khor-Das  Sarma**!"®  (IKD),
Conrad-Scheerschmidt*! (CS), and Tersoff*+49-233 (TR) po-
tential formats have been proposed for multicomponent co-
valent systems. A brief analysis of three characteristics that
strongly influence the ability to perform molecular dynamics
(MD) simulations are summarized for the GaAs parametri-
zations of these potentials. Potentials and parametrizations
that meet these criteria are noted and discussed in greater
detail in the body of this paper.

The first requirement is a consequence of the large atomic
displacements from the ideal crystal or surface lattice posi-
tions encountered in vapor deposition simulations. This
therefore requires the potential energy function, the first de-
rivative (interatomic forces) step, and the second derivative
(elastic constants) to be continuous (C?). A second criterion
can be identified from thermodynamic considerations. The
formation of a GaAs zinc blende (zb) phase structure from
elemental gallium and arsenic must be an exothermic
process.”® Additionally, the zb phase is required to be the
most stable GaAs phase. A third criterion requires that solids
must possess mechanical stability, which can be calculated
from the predicted elastic constants. The cubic GaAs zb
phase has three independent elastic constants, ¢y, ¢y, and
c44. Two of the elastic constants can be combined to give the
bulk modulus, B=(c;;+2c¢;»)/3, and the shear modulus,
¢'=(cy;—c12)/2. Mechanical stability for cubic crystals then
requires that B, ¢’, and c,, must all be positive.'?°

Table VII summarizes the performance of 11 potentials
with regard to the criteria described above. The LJ-AT pa-
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rametrization by Choi et al.3® has a continuous functional
form; however, from our -calculations, it appears that
c44<<0. Thus, the second criteria failed. The multielement
extension of the widely used SW potential was parametrized
by Wang and Stroud®” (SW-WS), Angelo and Mills*® (SW-
AM), and a revised parametrization by Grein et al.*° (SW-
AMG+). The SW-WS and SW-AMG+ potential parametriza-
tions were analyzed in this paper; however, SW-AM was
omitted because the parameters defining the Ga-Ga and
As-As interactions were set equal to those of the Ga-As in-
teraction (i.e., AH;=0.0 eV/fu, second criteria). Unfortu-
nately, the IKD parametrization** and the format extension
(IKD-mod)'?122 could not be used for MD applications, be-
cause the equilibrium angle in the many-body term had no
continuous analytical expression (first criteria).*'*> (If in-
stead a fixed equilibrium angle was used, the potential would
then be C%; however, it would not be transferable across the
structures in the same way it was originally published.) The
CS parametrization*! was not used because an inaccurate
low-energy GaAs phase was found (second criteria) during
melting and recrystallization.'?* The Tersoff potential format
was parametrized in succession by Smith*> (TR-Smith),
GaAs interactions were revised by Sayed er al. (TR-SJIWC)
to improve elastic constants,** and then a small change to the
TR-SIWC  parametrization was suggested!?>!2* (TR-
SJWCO). All of the Tersoff parametrizations discussed so far
are based on Smith’s elemental parametrizations of gallium
and arsenic (TR-Smith, TR-SJWC, TR-SJWCO0). The arsenic
parameter set (n<<1 in the multibody term) causes the force
to become infinite for the arsenic dimer. Thus, the functional
form is discontinuous (first criteria) and cannot be used in
MD simulations. Another parametrization by Albe et al.*
(TR-ANNK) was more recently suggested with a slightly
revised format.’* Of these parametrizations, the SW-WS
(Ref. 37), SW-AMG+ (Refs. 38 and 39), and TR-ANNK
(Ref. 45) parametrizations were studied.

APPENDIX B: MOLECULAR STATICS

Molecular statics methods are used to calculate material
properties without the influence of kinetic energy. Material
properties estimated in this environment are cohesive energy,
atomic volume, and elastic constants of bulk phases; dimer
and tetramer cluster energies and structures; and the surface
energy of (001) surface reconstructions. The calculation of
each of these properties requires that atoms in the computa-
tional cell be moved until the system energy is minimized.
This motion can involve the group movement of atoms (as is
done for highly symmetric crystalline phases) or may opti-
mize individual atom positions (as is the case for surface
relaxation).

The calculations for energy, lattice structure, and elastic
constants were performed in the symbolic computing envi-
ronment of MATHEMATICA.'?> Each potential energy function
was implemented as an analytic function of the spacing and
angles between atoms. The potential energy was then deter-
mined as a function of lattice parameters for bulk crystals
and atom positions for small clusters. These cohesive and
binding energies can then be minimized with respect to lat-
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tice parameters and atom positions to find the lowest-energy
crystal and cluster structures.

The method of energy minimization used by
MATHEMATICA'? is a combination of the conjugate gradient
method and Levenberg-Marquardt algorithms.'?® The mini-
mization scheme for crystals varies the lattice parameters and
not the atomic positions, which allows properties for meta-
stable phases to be easily determined. The optimized crystal
parameters can then be used to calculate the atomic volume
from the lattice vectors defining the unit cell. The crystal unit
cells not already in orthogonal form (e.g., @As and aGa)
were transformed into larger cells so that an orthogonal crys-
tal definition can be used.

The minimization of potential energy for clusters allowed
interatomic spacing and angles to be optimized. The mini-
mum dimer energy and interatomic spacing can be deter-
mined analytically. The lowest-energy tetramer structure was
determined by the relaxation'? of six different starting struc-
tures of either the chain, zig-zag chain, square, thombus, Y,
or tetrahedron configurations.

The bulk modulus was calculated for each crystal, while
the ¢y, ¢1p, and cyy shear elastic constants were determined
for the GaAs zinc blende (zb) crystal. The second-order elas-
tic response to deformation was calculated without regard to
internal atom relaxation and thus is an estimate of the ob-
served elastic response. These were calculated analytically
and numerically in MATHEMATICA using the minimized en-
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ergy lattice parameters. The bulk modulus was calculated
analytically with B=Q & U/ 802, where () is the atomic vol-
ume. The elastic constants for GaAs zb were numerically
calculated. The vectors between atoms were strained with a
strain matrix in Voigt notation.'?” The unrelaxed elastic con-
stants were then calculated from

1 8U
0O_- — Bl
cij Q see , (B1)

€= sj:O

where U is the potential energy for the given format and the
superscript (0) indicates that the internal positions were not
relaxed.

The relaxed elastic constant (c,y) was calculated at a se-
ries of strains using molecular statics methods as imple-
mented in the FORTRAN code with the conjugate gradient
energy minimization method.'?® Internal atom positions were
allowed to relax within the strain field. The curvature of the
energy versus strain curve was then analyzed and cuy was
calculated from Eq. (B1).

Free surfaces were also calculated within the conjugate
gradient method implemented in a FORTRAN code, which
has a significantly faster computational cycle than MATH-
EMATICA. An entire system of 1500-1700 atoms was relaxed
with respect to both individual atomic lattice coordinates and
lattice parameters.
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