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Two-level model of longitudinal magnetic field-induced current instability and chaos in n-GaAs

Shwu-Yun Tsay Tzeng'* and Yiharn Tzeng?

'Department of Electro-Optical Engineering, National Taipei University of Technology, Taipei, Taiwan 106, Republic of China

2Institute of Physics, Academia Sinica, Taipei, Taiwan 115, Republic of China
(Received 8 August 2005; published 8 November 2005)

We extend our previous application of the two-impurity-level model to interpret the cross-over current
instability for a n-GaAs semiconductor with planar ohmic contacts under an external magnetic field B longi-
tudinal to the applied dc bias. The previous assumption of spatial homogeneity in current flow direction as well
as previous considerations of the Landau level shifts for the conduction band electrons and the electron
mobility with the field and the carrier electron temperature dependence are all retained. In addition, we further
add in a phenomenological effective magnetoresistance 4 factor from the generation-annihilation dynamic of
the filamentary current and the carrier temperature dependence of the impact ionization coefficient from the
ground level X and that of the capture coefficient T in the generation-recombination processes. Increasing the
magnetic field above a critical magnitude in the post-breakdown region of the S-shaped current density-field
characteristic, we are able to find the system bifurcating to chaos via several period-doubling routes at various
bias voltages. Our numerical results are consistent with those observed experimentally by Aoki, Kawase,

Yamamoto, and Mugibayahi [J. Phys. Soc. Jpn. 59, 20 (1990)].
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I. INTRODUCTION

Semiconductors with S-shaped current density-field char-
acteristics and negative differential conductivity (SNDC) un-
der dc bias voltages are rich in many interesting nonlinear
characteristics. Examples among those already discovered
include the hysteresis of the static current-voltage,'~ breath-
ing filaments,*~!! self-sustained chaotic current or voltage
oscillation,>!%18 and so on. Many of the above nonlinear
transport properties can be described by the well-established
two-impurity-level model.

A number of experimental works have been reported on
these behaviors associated with the impact ionization pro-
cesses of neutral shallow impurities in many bulk semicon-
ductor materials, under various experimental conditions such
as different orientations of applied magnetic fields.">!° The
hysteresis of I-V curve for a n-GaAs semiconductor subject
to an external magnetic field B longitudinal or transverse to
the applied dc bias has been investigated by Aoki et al.'> and
Aoki and Kondo.? In addition, they also found that for the
longitudinal B case, the hysteresis fades away as B increases
beyond a certain magnitude, and the spontaneous cross-over
instability occurs as B is further lifted above a critical value
B..

The above-mentioned hysteresis phenomena from the sys-
tem under both orientations of the magnetic field B were
nicely interpreted in our previous work,?! where we adopted
a two-impurity-level model, with the assumptions of spatial
homogeneity in current flow for the planar-type ohmic
contacts® and instantaneous energy balance, along with a
careful treatment on the magnetoresistance property. In an
earlier publication,?” the two-level model was also success-
fully applied to describe experimentally observed limit cycle
oscillations, bifurcations, or chaos in dynamic Hall effects,
when a transverse magnetic field is imposed to n-GaAs at
helium temperatures.'® In this paper we would like to extend
our model to explain the characteristics of the current insta-
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bilities observed in Refs. 1 and 2 under the longitudinal B
fields. After doing so we will thus be able to reproduce theo-
retically the phenomena of hysteresis and the current insta-
bilities for systems under either a transverse or a longitudinal
B by the two-level model consistently.

In the two-level model, the electronic states of a donor
impurity consist of the ground and the first excited levels.
The carrier density n in the conduction band is determined
by the generation-recombination (GR) processes in which an
electron in these impurity states may be thermally ionized or
impact ionized to the conduction band, and may then recom-
bine with a donor having an empty state. The definitions of
the GR coefficients X}, T}, X;, X;, X, and T" can be found in
Fig. 1 in Ref. 21 or Ref. 22.

In our previous work,2! we have discussed in details the
influence of the applied external magnetic field on the GR
processes, especially the thermal ionization and the impact
ionization, through several aspects, such as Landau level
shifts for the electrons in the conduction band, the magne-
toresistance, and the modification on the cross sections of the
impact ionization. These effects are indeed important in our
previous analysis of hysteresis phenomena and will also be
retained in this work.

These GR coefficients depend not only on the electric
field E, but also on the electron concentration n. From E and
n, there are several ways to determine the electron tempera-
ture T, for example, fitting to the Monte Carlo simulation,??
and calculating from the energy balance equation.’* To be
consistent with our previous works?!?> here we also extract
T, from the energy balance equation. We have already con-
sidered some of these GR coefficients’ 7, dependence im-
plicitly or explicitly in Ref. 21. The cross-over instability
occurs in the post-breakdown region. Around this region, the
obvious variations of 7,, the impact ionization coefficient
from the ground level X, and the capture coefficient T}
with E were demonstrated in studies with Monte Carlo
simulations.?>? This implies that the 7, dependence of these
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GR coefficients should be taken into account more seriously.
We thus add in the 7, dependence of 77 and modify our
previous X;. Indeed we find the 7, dependence an important
ingredient in this work to interpret the cross-over instability.
This T, dependence along with the detailed description of
our model will be discussed in the next section.

We then apply the extensive two-impurity-level model to
the post-breakdown region of the S-shaped current density-
field characteristic for a n-GaAs semiconductor under an ex-
ternal B longitudinal to the applied E. In this region, the
filamentary current and the phenomena of cross-over insta-
bility and chaos were observed and described in detail in
Refs. 1 and 2. To account for the effects from the current
filament, a phenomenological magnetoresistance factor was
suggested by Aoki.>*?® We also adopt this magnetoresistance
factor as it forms another indispensable constituent for our
purpose in this work. Note that although here we are exam-
ining what were observed in Refs. 1 and 2 where experi-
ments were set up with the planar-type ohmic contacts rather
than those with point contacts,?’ we are certainly not in the
position to judge the superiority or inferiority of any experi-
ments. Results from our numerical simulations indicate that
with a specified B larger than a critical B, and a proper load
condition, increasing the applied electric field can result in
the system’s undergoing a series of period-doubling routes to
chaos. Our numerical results which will be presented in Sec.
III, are consistent with those observed experimentally in
Refs. 1 and 2.

II. MODEL

Let us start from the GR rate equations in the two-
impurity-level model for a n-GaAs. In this model, the ground
level density n, , the first excited level density n,, and the
electron density n in the conduction band, satisfy the dy-
namical equations®!3

V= xlzv};w,l + (X} + XNy, — TSN(NA/Np, + V) v,
(1)

i == X"+ X\Npv)v, +T'v,, (2)

with v:n/N;;, ..., etc., N:):ND—NA being the effective dop-
ing concentration, N, N, the donor and the acceptor con-
centrations respectively, v, = l-v— v, from the conservation
of charge, and dot denoting the time derivative. The magni-
tudes of the GR coefficients at 4.2 K, the liquid-helium tem-
perature, are given in Table I. As we will discuss in a mo-
ment, these coefficients may vary with various factors, such
as changes of the electron temperature T,, applications of
external electric or magnetic fields, and so on.

Here we consider the case that a static electric field is
applied in the x direction, Eq=EX and so is an external static
magnetic field B=BX. The dynamical equation for the drift
electric field E=EX can be written as

. AR
E=—'yd —E0+E+TJ (3)

with the current density
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TABLE 1. Parameters corresponding to n-GaAs at 4.2 K for the
two-level GR mechanism.

Parameter Value

T 106 7!

X] 2% 10° 57!

X 3% 105 57!

X9 5%10°8 em?s7!

x,° 107° cm3s7!

e 9.58 X 1078 cm? 57!

g 1.16 X 107% cm? s~!

(e,e3) (2.3, =0.095)

(82.83) (-0.265, 1.254)

(vtn,q1) (0.07, 0.693)

NA/Ny, 03

€ 10¢,

m’ 0.066m,

o 25X 10* cm?/V's

Ty 2.15

v, 1.87 X 1072

a 4.82 % 102

T, 42 K

B 3% 102

vy 5.75%x 1073

NZ 10" cm™3
J=evNpuzE, (4)

where 1/v, is the effective dielectric relaxation time, up the
mobility in the magnetic field, R the load resistance, and L
and A are, respectively, the length and the cross-sectional
area of the sample.

During the GR processes the electron temperature 7, will
increase and can be determined through £= %kBTE, with kg
being the Boltzmann constant. £ is directly related to the
electric field E via the energy balance equation®*

E=—(E-EDITE) + eugE? (5)

where £L:%kBTL is the thermal energy at zero-electric field
with the lattice temperature T;, and (&) x&"? the energy
relaxation time considered theoretically. In line with our pre-
vious work,?! Eq. (5) is also converted to?®

E? 6
3kyT, MB (6)

7=~ LT, - D]+
70
with T,=T,/T, and 7, the energy relaxation time constant.
The mobility in the magnetic field up appearing in Eqgs.
(4)—(6) is affected directly by the external magnetic field.
With the help of the effective magnetoresistance factor #,
one may write?*2

g =hupy, (7)

with upy being the carrier mobility in the zero-magnetic
field. The factor & has different characteristics for different
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orientations of the applied magnetic field. As for our case,
when a longitudinal magnetic field B is applied, the current
filament nucleated between two parallel ohmic contacts has
been found from experiments.>*=33 The current flows are ob-
served to be curved along the filament boundaries,' 3 along
where the current flows are not completely parallel to the
field B and hence may experience a Lorentz force. This gives
rise to the inhomogeneous magnetoresistance induced at the
filament boundaries.

In a one-level model,”* in order to explain the observed
cross-over instability in n-GaAs, a simple relaxation-type
equation is introduced phenomenologically for the & factor
from the generation-annihilation dynamic of the filamentary
current

h:_ Y(h_hs)’ (8)

with y being a damping constant, and the static factor A,
24,26
as™

1
hy=1- ETM(MOB)Z{I + tanh[a(v - v,)]}. )

In the above, T), is the magnetoresistance scattering factor,
Mo the zero-electric-field mobility at temperature 7;, « the
inhomogeneity factor of the current filament, and v, is re-
lated to the critical density necessary for the current filamen-
tation. The factor A, is so chosen due to its different proper-
ties observed experimentally in different regimes in the
current-voltage characteristic of the sample n-GaAs.>*

In Eq. (7), the zero-magnetic-field mobility ugy of the
electrons with density n at temperature 7, is given by
Brooks-Herring (BH) (Ref. 35) as

T, \22NAo/IN;, + vy In(1 + B5) — By/(1 + B7)
MBH = Mo\

T,)  2NJNp+ v In(1+ g% - B4(1 + B2’
(10)
with
2_ 2 E)zﬂ
N an

where vy=ny/ N, and ng and B, are the electron density and
the so-called BH coefficient, respectively, under the zero
electric field at 7}, and v=n/N]*3, n, B for those at tempera-
ture T,. Since T, can be determined from the energy balance
equation Egs. (5) and (6) and v is related to the electric field
by GR rate Egs. (1) and (2), our ugy is dependent of the
electron temperature and the electric field.

We will examine the cross-over instability for n-type
GaAs by solving the coupled differential Eqs. (1)-(3), (6),
and (8) with the considerations of the inhomogeneous mag-
netoresistance in Egs. (7) and (9), as well as effects from the
electric field £, magnetic field B, and the carrier temperature
T, variation. Besides explicitly appearing in the differential
equations, these effects may also implicitly be embedded in
the GR coefficients. We now take a look at this.
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In our previous works,?'?> we have added the magnetic

field effects to the electric field and binding energy depen-
dent Lucky electron model,® and write the impact-ionization
coefficients X; and X, as

X,(E,B) = a(B)X e~ "E, (12)

X\(E,B) = & (B)X %~ "™ "IE, (13)

with coefficients X(f, XTO being given in Table I. The mag-
netic field-dependent binding energies &% and &,” are defined
as

el =g, + Agy, (14)

e,0 = e, + Mgy, (15)

with £,=6.0 meV and eZ: 1.5 meV, the impurity ground and
first excited state binding energies for n-GaAs, AsB=hw:/ 2,
(wj=eB/ m’"c) the Landau level shift of conduction electrons,
and m"=0.066m,,.

As suggested in Refs. 14, 24, and 37, the cross sections of
the impact ionization are proportional to &/*(1+yyu\s,),
with g; the electron binding energy and 7, a constant. Hence
in Egs. (12) and (13), we have the cross sections of X(l) and
X% multiplied by a(B) and a’(B), respectively, with the
forms

B\ 12 [ B
e 1+ nhye

a(B)=<—”) — T (16)
€p 1+ nve,
#B\ 1/2 [*B

. € 1+ nhye

a<B>=< Z) — (17)
g 1+ Ve,

and constant 7=0.4. These two factors are exactly equal to 1
as B=0.

For E higher than the breakdown field, X; and XT behave
differently toward T,.>>> Because the excited state’s ioniza-
tion energy is much smaller than the ground state’s, X?
shows a very weak dependence on T,.%

However, things are different for X;. Both 7, and X, show
similar behaviors as E varies.”> Hence we multiply a factor
&(T,) to the cross section of X; as the temperature increases

&T,) =1+\TJT,, (18)

where A\ is an adjustable parameter and is taken to be 0.06.
Thus X,(E,B) in Eq. (12) now reads

X,(E.B.T,) = &(T,) a(B)X)e=so""IE (19)

while X);(E ,B) retains the same form as that in Eq. (13).

In our previous work,”! we have already taken into ac-
count the effects of the magnetic field and the temperature
variation on the thermal ionization coefficients. Here we
keep the same treatment and have the thermal ionization co-
efficient modified as

Xi(Te’B) — Xi(TL)eSZ(”kBTL_l/kBTe)e_ASB/kBTe, (20)

As for the capture coefficient 79, we adopt T} from Ref.
23 as
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FIG. 1. Phase portraits of the conduction electron concentration v versus the electric field E for the following control parameters Eg: (a)

7.72 V/cm, (b) 8.50 V/cm, (c) 8.70 V/cm, and (d) 8.75 V/cm.

1
T\(T,,v) = E{[Ti’UP(Te) +T7Y°(T,)]
+[T}"(T,) - T}°(T,) Jtanh[log o(v/v) 1},
TY"(T,) = ey expley(T,/ T, — q1)],

Ty°(T,) = g1 explga(T/T)%], (21)

with parameters vy, g, €;, 8> i=1,...,3, being defined in Ref.
23. Here T is enhanced by the 7, dependent functions
T5""(T,) and T$"°(T,) at the onset of the upper branch of the
n(E) characteristic due to strong impact ionization, from
which many carriers are scattered back to the band minimum
with high recombination probabilities.

III. SIMULATIONS AND NUMERICAL RESULTS

Earlier in Ref. 21, based on the two-impurity-level model,
we satisfactorily described the experimentally observed hys-
teresis /-V characteristics for n-type semiconductors under
both longitudinal and transverse B fields by putting differen-
tial Egs. (1)-(3), (6), and (8) into steady conditions. Let us
concentrate on the longitudinal B field case. Increasing B

beyond a certain magnitude, we can see that the holding
voltage of the hysteresis exceeds the breakdown voltage such
that the hysteresis disappears. As B rises above a critical B,
spontaneous oscillations start near the unstable state

(v,v,,E,h,T,). We now proceed to investigate the cross-
over current instability by solving these differential equa-
tions with the considerations of the inhomogeneous magne-
toresistance as well as the magnetic field and temperature
dependent GR coefficients mentioned in the previous sec-
tion.

Phenomenologically, the generation-annihilation process
of the current filament is counted as an important factor to
describe the cross-over instability.>* During each period of
the current oscillation, the local magnetoresistance may
evolve cooperatively with the size evolution of the current
filament. Therefore, the period of the spontaneous current
oscillation is of the order or larger than the dielectric relax-
ation time. In our model simulation, the recombination time
1/ in Eq. (8) is taken to be 2us, which is longer than the
effective dielectric relaxation time of the longitudinal electric
field 1/vy, (=1us).

The energy relaxation time 7, taken to be 6.79 X 107!! s is
considered theoretically much shorter than the effective
dielectric-field relaxation time. Since the dynamics of the
system is dominated by the slow process,’ the effective di-
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FIG. 2. Power spectra S(w) of v(z) corresponding to Figs. 1(a)-1(d), respectively.

electric relaxation time and the recombination time become
important elements to determine the oscillation frequency.

In our numerical simulation, we set the applied electric
field E, as the control parameter, and the longitudinal mag-
netic field B as an adjustable parameter. By setting the in-
clined load line Ey=E+dJ in the post-breakdown region, we
are able to solve the above-mentioned differential equations
in a standard way at a specified B with the fixed load-line
condition d=AR/L. We then obtain solutions from numerical
procedures detailed in Ref. 22. The system can be seen to
undergo a series of period-doubling routes to chaos as the
control parameter E increases.

Setting the load-line condition at d=5.32 cm VA~! in our
computation, and increasing gradually the magnitude of B
beyond the disappearance of the hysteresis, we can see
period-1 and period-2 oscillations at B=165 mT with proper
E, values. As B goes on increasing to around 180 mT oscil-
lations up to period 4 can be seen, and at B=185 mT chaos
comes in. Note that E, varies with B for a certain oscilla-
tion’s or chaos’ appearing.

Examples of our numerical results with the magnetic field
being fixed at B=200 mT are shown in Figs. 1 and 2. Figures
1(a)-1(d) present the projection of the phase portrait in the
(v,E) plane for period 1, period 2, period 4, and chaos as the
control parameter E, set to be 7.72, 8.50, 8.70, and

8.75 V/cm, respectively. Here besides a limit cycle oscilla-
tion, we have also found period-two, period-four, and period-
eight oscillations, but as E, increases further beyond the
critical field the oscillations become nonperiodic and random
which indicates a sign of chaos.

The corresponding Fourier power spectra of u(z) are
shown in Figs. 2(a)-2(d) where we see that the natural fre-
quency of the spontaneous electron density oscillations is in
the order of 10° Hz, the same order as the frequency given
by the recombination time 1/, and the effective dielectric
relaxation time 1/, of the longitudinal electric field. The
results indicate that the period doubling bifurcations can
clearly be seen in the post-breakdown regime by increasing
the voltage bias from 7.72 to 8.75 V/cm.

IV. CONCLUSION

In summary, we extend our previously established?!??

two-impurity-level model to study theoretically the cross-
over instability for the n-GaAs semiconductor under the
magnetic field longitudinal to the bias electric field observed
in Refs. 1 and 2. The assumption of spatial homogeneity in
the x direction, the adoption of the electric field-dependent
electron mobility wgy, and the effects of electron tempera-
ture T, variation, as well as considerations of the magnetic
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effects through the Landau level shifts for the electrons in the
conduction band, the magnetoresistance property, and the
modification on the cross sections of the impact ionization
are all retained in this work. In addition, since we are
examining the semiconductor with the planar ohmic con-
tacts, a simple relaxation-type equation is introduced
phenomenologically?* for the effective magnetoresistance &
factor from the generation-annihilation dynamic of the fila-
mentary current. Studies for the case of the point contact
geometry allowing a perpendicular magnetic field can be
found in a recent work®® (and references therein) with the
two-level model using totally spatial inhomogeneous time
dependent simulation filament current without the / factor.
Furthermore, because around the post-breakdown region, the
visible variations of the electron temperature 7,, the impact
ionization coefficient from the impurity ground level X, and
the capture coefficient T} with the electric field E (Refs. 23
and 25) suggest the non-negligible T, dependence in each of
these GR coefficients, we add in proper modifications to ful-
fill this implication. The above phenomenological dynamics
for the effective magnetoresistance h factor and the 7, de-
pendence in the GR processes are indeed two important con-
stituents for our model’s satisfactory description of the sys-
tem’s bifurcation to chaos via various period-doubling
routes.
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Having finished the main structure of our theoretical
model, we are ready to proceed with numerical simulations.
Choosing a magnetic field B above a critical B, beyond the
region after the disappearance of the hysteresis, we solve the
differential equations that include the dynamic variables v,

v E, h, T, by raising the bias field E,. We can see the
system undergo various oscillations in the v-E plane and
above a certain magnitude of B we can eventually see chaos
take place. Our numerical results exhibit the main features of
the experimental observations in Refs. 1 and 2.

Together with our previous works,?!?> we are able to de-
scribe the experimental observed phenomena of the hyster-
esis and the current instability for the n-GaAs semiconductor
under an external magnetic field">!° in the two-impurity-
level model consistently. Of course, as we stated in our pre-
vious work,?! since it is a macroscopic model, we do not
expect that it can interpret all microscopic properties of the
system and some refinements from microscopic aspects may
be needed to make the model more complete and perfect.
These will be considered in our future work.
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