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This paper concerns the determination of the band structure of physical systems with reduced dimensionality
with the method of the linear combination of bulk band �LCBB�, according to the full-band energy dispersion
of the underlying crystal. The derivation of the eigenvalue equation is reconsidered in detail for quasi-two-
dimensional �2D� and quasi-one-dimensional �1D� systems and we demonstrate how the choice of the volume
expansion in the three-dimensional reciprocal lattice space is important in order to obtain a separated eigen-
value problem for each wave vector in the unconstrained plane �for 2D systems� or in the unconstrained
direction �for 1D systems�. The clarification of the expansion volume naturally leads to identification of the 2D
and 1D first Brillouin zone �BZ� for any quantization direction. We then apply the LCBB approach to the
silicon and germanium inversion layers and illustrate the main features of the energy dispersion and the 2D first
BZ for the �001�, �110�, and �111� quantization directions. We further compare the LCBB energy dispersion
with the one obtained with the conventional effective mass approximation �EMA� in the case of �001� silicon
inversion layers. As an interesting result, we show that the LCBB method reveals a valley at the edge of the 2D
first BZ which is not considered by the EMA model and that gives a significant contribution to the 2D density
of states.
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I. INTRODUCTION

In modern microelectronic and optoelectronic devices,
semiconductor materials are frequently structured at truly na-
nometric dimensions in order to exploit the properties of the
low dimensional systems.1–3 Traditional examples are quan-
tum well based high electron mobility transistors �HEMT�
based on III-V compound semiconductors; more recently,
however, silicon nanostructures have been studied and fabri-
cated even in the mainstream complementary metal-oxide-
semiconductor �CMOS� technology. Prominent examples in-
clude fully depleted silicon on insulator �SOI� metal-oxide-
semiconductor field-effect transistors �MOSFETs� realized
on ultrathin silicon films �with thicknesses below 5 nm�,4–7

which are credible device architectures for the sub-50 nm
CMOS technologies8,9 as well as silicon nanowire transistors
�SNWT�, which are promising candidates for the ultimate
CMOS downscaling.10–14

In these SOI MOS and nanowire transistors the electron
gas is forced to form a quasi-two-dimensional �2D� or a
quasi-one-dimensional �1D� system in the semiconductor be-
cause of the very large confining potential energy produced
by the oxide �about 3 eV for the case of the SiO2-Si system�,
but the electrons within the 2D or the 1D subbands can reach
several hundreds of meV, so that a realistic description of the
energy dispersion in the quantized system is an essential in-
gredient for any physically based transport model.

Traditionally, the energy dispersion in quantized systems
has been calculated by using the effective mass approxima-
tion �EMA�, which, for each minimum of the 3D crystal
energy dispersion, expands the wave function by using only
the Bloch functions corresponding to the minimum.15,16 The
main merit of the EMA is that, when a parabolic energy
dispersion is assumed and only the lowest 3D band is in-
cluded in the calculation, a Schrödinger-like equation can be

written in the real space, which leads to simple analytical
expressions for the 2D density of states and group velocities.
Such expressions have been almost universally used to cal-
culate the scattering rates and simulate the transport proper-
ties of silicon-based MOS transistors in the framework of the
semiclassical approach.17,18 The inadequacies of the EMA
approach when an energy description throughout the 2D
Brillouin zone �BZ� is needed have been clearly pointed out
in Ref. 19.

Among the methods that can overcome the limitations of
the EMA quantization model, the tight-binding �TB� ap-
proach is based on the expansion of the wave function in
terms of atomic orbitals as originally proposed in Ref. 20. In
its empirical formulation the TB method relies on the use of
many fitting parameters to reproduce the band structure of
the crystal, however, in the vast literature on the TB method
several approaches have been proposed to accomplish an ab
initio determination of the matrix elements and of the over-
lap integrals that enter the TB calculations �Ref. 21, and
references therein�.

A promising alternative to the TB procedure is the expan-
sion of the unknown wave function as a linear combination
of bulk band �LCBB�, that is as a combination of the bulk
Bloch functions of the constituent semiconductor.16,19,22 Dif-
ferently from the EMA approach, the expansion now in-
cludes all the states of the underlying semiconductor lattice.
As neatly pointed out in Ref. 22 the expansion in terms of
Bloch functions is much more physically motivated than a
simple expansion in plane waves23 and, furthermore, the or-
dering of the basis functions with a band index makes it
easier and physically transparent to set the criterion to retain
or drop the terms in the expansion. This approach has been
recently used both for quantum wells and quantum dots
formed with III-V compound semiconductors19,24 and for
silicon based MOS transistors.25,26
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Although simple in its basic formulation, a correct and
reliable application of the LCBB method requires one to sat-
isfy nontrivial constraints on the states K of the reciprocal
lattice space to be included in the expansion. More precisely,
given the completeness of the Bloch functions, on the one
hand it is necessary to include all the Bloch states of the
underlying crystal but on the other hand one should not in-
clude bulk states that differ by a reciprocal lattice vector
because this would produce an undesired overcompleteness
in the expansion.

As it will be discussed in detail in Sec. II, for the 1D and
the 2D systems the above constraints should be carefully
considered in relation to the possibility of writing a separated
eigenvalue problem for each in-plane wave vector �for the
2D systems� or for each wave vector in the unconstrained
direction �for the 1D systems�. The clarification of the above
issues is closely related to the identification of the Brillouin
zone for the 2D and the 1D systems and, in our opinion, it
has not been fully documented in the previous liter-
ature.22,24,25

This work is essentially focused on the application of the
LCBB expansion to silicon and germanium inversion layers
in MOS transistors and it presents original contributions con-
cerning the following points: �i� the derivation of the eigen-
value problem for 2D systems is rediscussed in detail and it
is clarified that an appropriate choice of the expansion vol-
ume VEK in the reciprocal lattice space is necessary to obtain
a separated eigenvalue problem for each in-plane wave vec-
tor; �ii� the discussion concerning VEK naturally leads to the
definition of the 2D first BZ and to the procedure for its
identification in arbitrary crystal orientation; �iii� we calcu-
late and show the 2D first BZ for both silicon and germa-
nium in the three main quantization directions �001�, �110�,
and �111�; �iv� we show specific differences between the
LCBB and the EMA results for silicon inversion layers in the
�001� quantization direction that demonstrate the existence of
a third valley �besides the unprimed and primed valleys con-
sidered by the EMA�, and illustrate the contribution of such
a valley to the overall 2D density of states; and �v� the dis-
cussion of an appropriate expansion volume VEK mentioned
at points �i� and �ii� is illustrated also for the 1D systems.

II. QUANTIZATION MODEL

Throughout the paper we write the real space vectors in
terms of the 2D and the 1D component as R= �r ,z� and
adopt the same notation for the wave vectors K= �k ,kz� and
the reciprocal lattice vectors G= �g ,gz�, in fact this notation
is convenient to explicitly discuss the cases of a confining
potential virtually constant in a plane �2D systems� or in a
direction �1D systems�. Furthermore, we assume a single
material approximation where H0 is the Hamiltonian corre-
sponding to the kinetic part and the periodic crystalline po-
tential and U�r ,z� is the confining potential superimposed to
the crystalline one. For semiconductor-oxide heterojunctions,
where the band discontinuity is very large, the use of a con-
fining potential U�r ,z� to mimic the band discontinuity
seems a reasonable approximation.

Thus, under the above assumptions, the unknown eigen-

function � must satisfy the Scrödinger equation:

�H0 + U�r,z��� = ���r,z� . �1�

Given the completeness of the Bloch functions �nkkz
= �nkkz�, the unknown eigenfunction � can be expanded as

� = �
n�,�k�,kz��

An��k�,kz���n�k�kz�
, �2�

where each Bloch function can be written using its corre-
sponding periodic part unkkz

�r ,z� as

�n�k�kz�
= �n�k�kz�� = un�k�kz�

�r,z�ejk�·rejkz�z �3�

and the un�k�kz�
, given its periodicity in the real space, can

always be expressed by means of a Fourier series with com-
ponents Bnkkz

as

un�k�kz�
�r,z� =

1
�V

�
�g,gz�

Bn�k�kz�
�g,gz�ejg·rejgzz, �4�

where V is the volume of the crystal.
By projecting on the generic state �nkkz� the Schrödinger

equation becomes16

EFB
�n��k,kz�An�kkz� + �

n�,�k�,kz��

	nkkz�U�r,z��n�k�kz��An��k�,kz��

= �An�k,kz� , �5�

where � is the eigenvalue and EFB
�n� is the energy correspond-

ing to the Bloch function �nkkz
. In the expansion of the un-

known wave function � in terms of Bloch functions that has
lead to Eq. �5� the wave vectors K= �k ,kz� must vary within
an appropriate expansion volume VEK. More precisely, given
the completeness of the Bloch functions, we can choose as
VEK any volume such that

∀�k,kz�,�k�,kz�� � VEK:

�k� � k + g� or �kz� � kz + gz� ∀ G = �g,gz� . �6�

The first BZ of the 3D crystal is clearly a possible choice but,
as discussed in detail below, it is not necessarily the most
convenient one for the 2D and the 1D systems.

Let us now consider the matrix elements of the confining
potential:

	nkkz�U�r,z��n�k�kz��

= 

V

unkkz

* un�k�kz�
U�r,z�ej�k�−k�·rej�kz�−kz�zdrdz , �7�

where we can use the series expansion of the unkkz
to obtain:

	nkkz�U�r,z��n�k�kz��

=
1

V
�

�g2,g2z�
�

�g1,g1z�
Bnkkz

* �g1,g1z�Bn�k�kz�
�g2,g2z�

� 

V

U�r,z�ej�k�−k+g2−g1�·rej�kz�−kz+g2z−g1z�zdrdz . �8�
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By defining �g3 ,g3z�= �g2−g1 ,g2z−g1z�, Eq. �8� can be re-
written as

	nkkz�U�r,z��n�k�kz��

= �
�g2,g2z�

�
�g3,g3z�

Bnkkz

* �g2 − g3,g2z − g3z�Bn�k�kz�
�g2,g2z�

�
�2��3

V
UT�k� − k + g3,kz� − kz + g3z� , �9�

where we have introduced the Fourier transform of the con-
fining potential:

UT�q,qz� =
1

�2��3

V

U�r,z�ejq·rejqzzdrdz . �10�

Since the UT in Eq. �9� does not depend on �g2 ,g2z�, we can
finally write

	nkkz�U�r,z��n�k�kz�� =
�2��3

V
�

�g3,g3z�
Skkzk�kz�

�n,n�� �g3,g3z�

�UT�k� − k + g3,kz� − kz + g3z� , �11�

where we have defined:

Skkzk�kz�
�n,n�� �g,gz� = �

�g�,gz��

Bnkkz

* �g� − g,gz� − gz�Bn�k�kz�
�g�,gz�� .

�12�

It is shown in Appendix A that S
kkzk�kz�
�n,n��

can be interpreted as

an overlap integral between the periodic parts of appropriate
Bloch functions:

Skkzk�kz�
�n,n�� �g,gz� = 	un�k−g��kz−gz�

�un�k�kz�
� . �13�

For a generic confining potential that does not have any
translational invariance, as in the case of quantum dots, the
expression for the matrix elements cannot be further simpli-
fied and when Eq. �11� is inserted in Eq. �5� we find an

eigenvalue problem that couples all the K= �k ,kz� used for
the expansion. Clearly any possible volume expansion VEK
satisfying Eq. �6� provides the same set of eigenvalues.

However for 2D and 1D systems the symmetries of the
confining potential can be used to simplify the problem.

A. Quasi-2D systems

For a confining potential U�r ,z��U�z� which is constant
in the r plane normal to the confining direction z, Eq. �11�
simplifies to

	nkkz�U�z��n�k�kz��

=
�2��

L
�

�g,gz�
Skkzk�kz�

�n,n�� �g,gz�UT�kz� − kz + gz��k,k�+g, �14�

where UT�qz� denotes the 1D Fourier transform with respect
to z and L is the length of the sample in the z direction.

We now remember that the matrix elements of Eq. �14�
must be inserted in Eq. �5� where a sum must be taken over
all the �k� ,kz�� in the volume VEK of the reciprocal lattice
space used for the wave-function expansion. When the sum
over �k� ,kz�� is performed, the presence of �k,k�+g eliminates
most of the terms of the sum over �g ,gz� that are present in
the expression of the matrix elements. In fact in the sum over
�g ,gz� of Eq. �14� we can isolate the term for G= �g ,gz�
= �0 ,0�, and then further separate, in the rest of the sum, the
reciprocal lattice vectors in the quantization direction Gz
= �0 ,Gz� �i.e., those which have a zero in-plane component
g=0� and those that have a non-null in-plane component
Gnz= �g�0 ,gz�. The capital letter Gz for the kz component of
the Gz vectors is used to remind us that it is the component
of a vector of the reciprocal lattice along kz �i.e., �Gz�= �Gz��,
whereas the symbol gz has been used for the kz component of
any generic G.

By introducing these three groups of terms in Eq. �14� and
then substituting for the matrix elements in the sum over
�n� ,k� ,kz�� of Eq. �5�, we obtain:

�
n�,�k�,kz��

An��k�,kz��	nkkz�U�z��n�k�kz�� =
2�

L
�

n�,kz�

An��k,kz��Skkzkkz�
�n,n�� �0,0�UT�kz� − kz�

+
2�

L
�

n�,kz�

An��k,kz�� �
Gz=�0,Gz�0�

Skkzkkz�
�n,n�� �0,Gz�UT�kz� − kz + Gz�

+
2�

L
�

n�,�k�,kz��

An��k�,kz�� �
Gnz=�g�0,gz�

�k,k�+gSkkzk�kz�
�n,n�� �g,gz�UT�kz� − kz + gz� . �15�

The first two terms in Eq. �15� depend on a single
value k of the in-plane wave vector and contain a
sum over all the values kz� included in the expansion
volume VEK. The third term instead deserves a specific

discussion, because, depending on the choice for VEK, it can
be either null or non-null. In fact it is important to remember
that Gnz= �g ,gz� is a reciprocal lattice vector �whose in-plane
component is g�0�, however this does not necessarily imply
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that �g ,0� is itself a reciprocal lattice vector.
Clearly, if �g ,0� is a reciprocal lattice vector �as it is the

case for those Gnz that have gz=0�, then for any possible
choice of VEK satisfying Eq. �6� no K�= �k� ,kz�� can exist in
VEK such that k= �k�+g�, hence the �k,k�+g zeroes all the
terms in the sum over k�. However, if �g ,0� is not a recip-
rocal lattice vector, then the third term in Eq. �15� can be
non-null for some �k� ,kz���VEK.

Simple examples when this latter case occurs can be eas-
ily identified if we take the VEK equal to the first BZ of the
3D crystal, we consider face-centered-cubic �fcc� crystals
�i.e., silicon, germanium, GaAs� and we assume a �001�
quantization direction. In fact, if we now consider the in-
plane wave vector k= �0.5,0.5� �throughout the paper we ex-
press the wave vectors and the vectors of the reciprocal lat-
tice in unit of 2� /a0, where a0 is the lattice constant�, then
we know that K= �k ,kz� belongs to the first BZ of the 3D
crystal for �kz��0.5. Furthermore, we can easily see that all
the K�= �k� ,kz�� having k�= �−0.5� and �kz���0.5 on the one
hand belong to the first BZ �hence to the VEK� and on the
other hand satisfy k= �k�+g� for Gnz= �g ,gz�= �1,1 ,−1�,
thus contributing to the third term in Eq. �15�. More in gen-
eral, for the eight reciprocal lattice vectors Gnz, which have
Gnz= �Gnz�=�3, the corresponding vectors �g ,0� are not re-
ciprocal lattice vectors and thus result in non-null contribu-
tions to the third term in Eq. �15�. The same is true for all the

reciprocal lattice vectors obtained by adding a Gz vector to
the above eight Gnz.

It should be noticed that, when Eq. �15� is substituted in
Eq. �5�, if no terms with k��k are present, then a separated
eigenvalue problem is obtained for each in-plane wave vec-
tor k. When the third term in Eq. �15� is non-null, instead,
different in-plane wave vectors are involved in the same ei-
genvalue problem. We hereafter demonstrate that this can be
avoided by an appropriate choice of the expansion volume
VEK, different from the first BZ.

In fact, for a quasi-2D electron gas, it is convenient to
define VEK2 such that:

∀�k,kz�,�k�,kz�� � VEK2:�k� � k + g ∀Gnz = �g � 0,gz�
kz� � kz + Gz ∀Gz = �0,Gz� .


�16�

Clearly all the wave vectors belonging to the VEK2 defined by
Eq. �16� satisfy even Eq. �6�, so that the above definition of
VEK2 is perfectly legitimate and theoretically equivalent to
any other legitimate choice, such as the first BZ of the 3D
crystal.

It is important to notice that the condition imposed by the
Gnz vectors in Eq. �16� sets a constraint on the in-plane com-
ponents of the wave vector belonging to the VEK2 such that
the third term in Eq. �15� is null. Consequently, the final
form for the eigenvalue problem for a 2D system becomes:

EFB
�n��k,kz�An�k,kz� +

2�

L
�

n�,kz�
�UT�kz� − kz�Skkzkkz�

�n,n�� �0,0� + �
Gz=�0,Gz�0�

UT�kz� − kz + Gz�Skkzkkz�
�n,n�� �0,Gz�An��k,kz�� = 	�k�An�k,kz� , �17�

where S
kkzkkz�
�n,n�� �0 ,Gz� is the overlap integral defined in Eq.

�13�. As it can be seen, Eq. �17� represents a separated ei-
genvalue problem for each value of the in-plane wave vector
k. This is reflected in the notation 	�k�, which underlines the
fact that each set of eigenvalues obtained by Eq. �17� can be
associated to k, so that by varying k we can describe the
energy dispersion of the quasi-2D electron gas. The range
where kz must vary for the solution of Eq. �17� is set by Eq.
�16�.

In this regard, the condition on the Gnz vectors in Eq. �16�
sets, as already said, a constraint on the in-plane components
k of the wave vectors belonging to VEK2, whereas the condi-
tion on the Gz sets the range of kz. Hence Eq. �16� defines the
VEK2 as a prism with the shape of the base set by the condi-
tion on the Gnz and the height equal to the periodicity inter-
val in the quantization direction that is equal to the magni-
tude Gzm of the smallest reciprocal lattice vector Gz along the
kz direction. In particular, for the VEK2 centered in the origin
�0,0� of the reciprocal lattice space the kz values simply sat-
isfy �kz��0.5Gzm. For the �001� quantization direction in fcc
crystals we have Gzm=2 and the base of the VEK2 centered in
�0,0� is the 2D Wigner-Seitz cell formed with the in-plane

components of the eight reciprocal lattice vectors Gnz that
have �Gnz�=�3. The resulting shape is the square illustrated
in Fig. 1�a�.

As it will be demonstrated in Appendix B the solution of
the eigenvalue problem written in Eq. �17� is independent of
the center of the kz range as long as this range is equal to Gzm
and, furthermore, the eigenvalue problem obtained for any
in-plane kex lying outside the base of the VEK2 centered in
�0,0� is equivalent to the problem written for an appropriate
kin inside the base. This demonstrates that the base of the
VEK2 centered in �0,0� is the first BZ for the 2D system. For
the �001� quantization direction the first BZ is thus given by
the square in Fig. 1�a�, whereas the shape and the area of the
2D first BZ for different quantization directions will be dis-
cussed in Sec. III B.

Before moving to the 1D systems, a further comment
about Eq. �17� and its relation to the volume expansion VEK2
is in order. While discussing Eq. �15� we have seen that the
choice of VEK2 given in Eq. �16� is necessary to obtain a
separated eigenvalue problem for each in-plane k. However,
this choice of VEK2 must be equivalent to any other choice
satisfying Eq. �6�, such as the first BZ of the 3D crystal. At
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this regard we can certainly solve the eigenvalue problem for
the 2D system by using the first BZ as VEK2, but, in this case,
the third term in Eq. �15� does not vanish for most in-plane

wave vectors, so that we have to write and solve an eigen-
value problem that includes more than one k value and the
corresponding vectors K= �k ,kz� in the first BZ. This ap-
proach is much less attractive from a practical viewpoint
than the one based on Eq. �16�, although theoretically
equivalent to it, because of the coupling between different k
and even because the corresponding range of kz values to be
included in the solution becomes k dependent.

It is incorrect, instead, to write a separated eigenvalue
problem for each k as in Eq. �17� and then limit kz so that
K= �k ,kz� belongs to the first BZ. This latter approach is
inconsistent with the derivation of Eq. �17� and we verified
that it leads to energy dispersions which, differently from the
ones discussed in Sec. III, are not periodic versus the in-
plane wave vector k.

B. Quasi-1D systems

For a confining potential U�r ,z��U�r�, which is constant
in the direction z normal to a quantization plane r, Eq. �11�
simplifies to:

	nkkz�U�r��n�k�kz�� =
�2��2

A
�

�g,gz�
Skkzk�kz�

�n,n�� �g,gz�UT�k� − k

+ g��kz,kz�+gz
, �18�

where UT�q� denotes the 2D Fourier transform in the quan-
tization plane r and A is the area of the crystal in the plane r.

Similarly to the procedure applied to Eq. �14�, in the sum
of Eq. �18� we can isolate the term for G= �g ,gz�= �0 ,0�, and
then further separate, in the rest of the sum, the reciprocal
lattice vectors that belong to the quantization plane Gp
= �gp�0 ,0� �i.e., those that have gz=0� and those that have a
non-null gz component Gnp= �g ,gz�0�. By introducing these
three groups of terms in Eq. �18� and then substituting for the
matrix elements in the sum over �n� ,k� ,kz�� of Eq. �5�, we
obtain:

�
n��k�,kz��

An��k�,kz��	nkkz�U�r��n�k�kz�� =
�2��2

A
�

n�,k�

An��k�,kz�Skkzk�kz

�n,n�� �0,0�UT�k� − k�

+
�2��2

A
�

n�,k�

An��k�,kz� �
Gp=�gp�0,0�

Skkzk�kz

�n,n�� �gp,0�UT�k� − k + gp�

+
�2��2

A
�

n�,�k�,kz��

An��k�,kz�� �
Gnp=�g,gz�0�

�kz,kz�+gz
Skkzk�kz�

�n,n�� �g,gz�UT�k� − k + g� . �19�

The first two terms in Eq. �19� depend on a single value of kz

and contain a sum over all the values k� included in the
expansion volume VEK. The third term is always null if the
volume expansion VEK1 for the 1D gas is defined such that

∀�k,kz�,�k�,kz�� � VEK1:�kz� � kz + gz ∀Gnp = �g,gz � 0�
k� � k + gp ∀Gp = �gp,0� ,


�20�

FIG. 1. �a� Quasi-2D gas: 2D first BZ �obtained as the Wigner-
Seitz cell built with the in-plane components of the reciprocal lat-
tice vectors Gnz that have �Gnz�=�3� and the corresponding kz range
to be used in the eigenvalue problem of Eq. �17�. �b� Quasi-1D gas:
range of the in-plane k values to be used in the eigenvalue problem
Eq. �21� �obtained as the Wigner-Seitz cell built with the smallest
in-plane reciprocal lattice vectors Gp� and the corresponding 1D
first BZ. The quantization direction is �001�.

LINEAR COMBINATION OF BULK BANDS METHOD FOR… PHYSICAL REVIEW B 72, 165342 �2005�

165342-5



so that the final form for the eigenvalue problem of the 1D system becomes

EFB
�n��k,kz�An�k,kz� +

�2��2

A
�

n�,k�
�UT�k� − k�Skkzk�kz

�n,n�� �0,0� + �
Gp=�gp�0,0�

UT�k� − k + gp�Skkzk�kz

�n,n�� �gp,0�An��k�,kz� = 	�kz�An�k,kz� .

�21�

As it can be seen, Eq. �21� represents a separated eigenvalue
problem for each kz and this is also implied by the notation
	�kz�, so that by varying kz we can describe the energy dis-
persion of the quasi-1D gas. The range where k must vary
for the solution of Eq. �21� is set by Eq. �20�. At this regard,
the condition on the Gnp vectors in Eq. �20� sets a constraint
on the kz component of the wave vectors belonging to VEK1,
whereas the condition on the Gp sets the range of the in-
plane wave vector k. Similarly to Eq. �16�, even Eq. �20�
defines the VEK1 as a prism with the shape of the base set by
the condition on the Gp and the height equal to the minimum
component gzm of a reciprocal lattice vector Gnp that does
not belong to the quantization plane �i.e., with gzm�0�. In
particular, for the VEK1 centered in the origin �0,0� of the
reciprocal lattice space the kz values simply satisfy �kz�
�0.5gzm. For the �001� quantization direction we have gzm
=1 and the base of the VEK1 centered in �0,0� is the 2D
Wigner-Seitz cell formed with the four in-plane reciprocal
lattice vectors Gp, which have the minimum magnitude
�Gp�=2. The resulting shape is the square illustrated in Fig.
1�b�.

It should be noted that the prisms corresponding to VEK2
and VEK1 are different. However in both cases the volume is
4.0 in units of �2� /a0�3 and it is the same as the volume of
the first BZ of the 3D crystal. In fact all the expansion vol-
umes that satisfy Eq. �6� must have the same extension.

In Appendix B it is demonstrated that the results of Eq.
�21� are independent of the point where the range of the
in-plane wave vectors k is centered �i.e., the center of the
base of the prism that describes the VEK1� and that, further-
more, the eigenvalue problem obtained for any kzex value
such that �kzex�
0.5gzm is equivalent to the problem written
for an appropriate kzin with �kzin��0.5gzm. This demonstrates
that the range �kz��0.5gzm is the first BZ for the 1D system.
As said above, for the �001� direction we have gzm=1 and the
range of the k vectors that must be included in the eigen-
value problem of Eq. �21� is illustrated in Fig. 1�b�.

III. APPLICATION OF THE QUANTIZATION MODEL TO
2D SYSTEMS

The formalism developed in the previous section has been
applied to the study of both silicon and germanium inversion
layers in thin semiconductor films. All the simulations have
been obtained assuming that the confining potential at the
semiconductor-oxide interface is abrupt and with a barrier
height of 3 eV. We verified that, in the cases studied in this
work, the results are independent of the barrier height for
barriers larger than approximately 2 eV.

A. The calculation procedure

All the results shown in the following have been obtained
by solving directly Eq. �17� for the two lowest 3D conduc-
tion bands and, differently from some previous studies,17,24

we did not introduce any simplifying assumption for the cal-
culation of the overlap integrals and we did not drop the sum
over Gz= �0 ,Gz�. More precisely, for each in-plane k and for
�kz��0.5Gzm, we used the well-established nonlocal-pseudo-
potential �NLP� method to determine both the full-band dis-
persion EFB

�n��k ,kz� and the Fourier components Bnkkz
of the

un,k,kz
functions for the underlying 3D crystal. The coeffi-

cients Bnkkz
were then used to calculate the overlap integrals

S
kkzkkz�
�n,n�� �0 ,Gz� as indicated in Eq. �12�. The parameters for the

NLP procedure were taken from Ref. 27 for silicon and from
Ref. 28 for germanium and a cutoff energy of 15 Ry was
used for all the calculations.

Before presenting the results, two more comments are in
order. The first remark is that it is very difficult and ques-
tionable to make any a priori assumption on the overlap
integrals that enter Eq. �17� because, as illustrated in Fig. 2,
their values change significantly when kz varies over a peri-

odicity interval. In particular the simplification S
kkzkkz�
�n,n��

��n.n�, which has been recently embraced or discussed by
other authors, is clearly inapplicable.17,24

A second important point concerns the sum over Gz
= �0 ,Gz� in Eq. �17�. In this regard it has been sometimes
assumed that, if the confining potential is slowly varying in a
unit cell of the crystal, then �UT�kz�−kz+Gz�� is much smaller
than �UT�kz�−kz�� so that the above sum can be neglected with
respect to the first term in the brackets of Eq. �17�.25

However, since kz varies in a periodicity interval
�−0.5Gzm ,0.5Gzm�, the difference �kz�−kz� can be similar to
Gzm, so that �UT�kz�−kz+Gz�� can be much larger rather than
much smaller than �UT�kz�−kz�� for Gz= �0 , ±Gzm�. Clearly
the dropping of the sum over �0 ,Gz�0� is not justified when
kz varies in a periodicity interval. In this regard it is also
interesting to notice that, by recalling Eq. �14�, the terms in
the brackets of Eq. �17� can be immediately recognized as
the matrix element 	nkkz�U�z��n�kkz��. In Appendix B we
show that this fact is necessary to demonstrate that the results
of Eq. �17� do not depend on the center of the kz range
employed for the solution. However, the dropping of the sum
in the brackets of Eq. �17� corresponds to a truncation in the
calculation of 	nkkz�U�z��n�kkz�� that does no longer guaran-
tee a solution independent of the center of the kz range.

In practice, we verified that the sum over Gz in the brack-
ets of Eq. �17� converges to a stable value when at least the
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first two terms corresponding to Gz= �0 , ±Gzm� are included,
and that, in this case, the solution of Eq. �17� is independent
of the center of the kz range. On the contrary, when the entire
sum in the brackets is dropped the results of Eq. �17� do
depend on the center of the kz range employed for the calcu-
lation, thus exhibiting a behavior unacceptable from both a
theoretical and a practical standpoint. All the results illus-
trated in the remainder of the paper have been obtained by
keeping the first two terms in the sum over Gz of Eq. �17�.

As for the numerical solution of Eq. �17�, the sum over
the discrete kz values �multiplied by 2� /L� can be readily
converted to an integral over a continuum variable kz, which
is in turn calculated as a discretized sum. The results illus-
trated in the following have been typically obtained with a kz
spacing of �kz=0.025 and we verified that the results are
unaffected by a further reduction of the discretization step.

B. Silicon and germanium inversion layers for different
crystal orientations

In this section we illustrate the calculated in-plane energy
dispersion for silicon and germanium corresponding to a
5 nm thick semiconductor film and for different quantization
directions. For such a thickness, the lowest subbands for the
silicon inversion layers stem from the � valleys of the 3D
conduction band, while they stem from the � valleys for the
germanium inversion layers. The results illustrated in this
section pertain to an ideal well in the sense that the potential
in the semiconductor film is constant.

Figure 3 shows the lowest eigenvalue versus the in-plane
wave vector for both silicon and germanium obtained for the
�001� quantization direction. The squares in Fig. 3 indicate
the calculated 2D first BZ which is fully consistent with the

FIG. 2. Magnitude of the overlap integrals �S
kkzk�kz�
�n,n�� �g ,gz�� as

defined in Eq. �12� and calculated with the NLP method and for
�g ,gz�= �0 ,0�. The integrals are plotted versus kz� for fixed values of
kz, k, and k�. �a� Silicon: kz=0.85 and k=k�= �0,0�. �b� Germa-
nium: kz=0.5 and k=k�= �0.5,0.5�.

FIG. 3. �a� Silicon, �001� quantization direction. Contour plots
of the energy versus in-plane k for the lowest eigenvalue. The en-
ergy values are 0.04, 0.3, 0.85, 1.45, 2.05, and 2.65 �eV� for the
solid lines and 0.12, 0.55, 1.15, 1.75, and 2.35 �eV� for the dashed
lines. The absolute minimum is in k=0 and it is approximately
two-time degenerate, while four more degenerate minima are in k
= �0, ±0.85� and k= �±0.85,0�. �b� Same as in �a� but for germa-
nium. The minima are in k= �±0.5, ±0.5� and around these points
the eigenvalues are approximately two-time degenerate. The energy
values are 0.18, 0.55, 1.15, 1.75, and 2.35 �eV� for the solid lines
and 0.3, 0.85, 1.45, 2.05, and 2.65 �eV� for the dashed lines. kx and
ky are the �100� and �010� directions in the CCS. The semiconductor
film thickness is 5 nm and the energy reference is the bottom of the
confining potential well.
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shape inferred from the base of the VEK2 defined by Eq. �16�.
More precisely such a square is the Wigner-Seitz cell formed
by the in-plane vectors obtained by taking the in-plane com-
ponents of the Gnz that have �Gnz�=�3. Only two of these
in-plane vectors are independent and they unequivocally
identify the 2D first BZ. Table I shows that two such inde-
pendent vectors can be taken as gB1= �1,1� and gB2= �1,
−1� for the �001� direction.

As for the different quantization directions, it should be
noticed that the Schrödinger equation written with the LCBB
method has been implicitly derived in the device coordinate
system �DCS�, whereas the NLP solver typically works in
the crystal coordinate system �CCS�.27 In the �001� direction
the CCS coincides with the DCS so that the reciprocal lattice
vectors Gnz �that identify the 2D first BZ� and the Gz �that
set the periodicity interval� are readily known. For the �110�
or �111� quantization directions, instead, the vectors in the
DCS must be expressed in the CCS by means of an appro-
priate rotation matrix. For the �110� direction the matrix is

R�110� = �0 1.0/�2 1.0/�2

0 − 1.0/�2 1.0/�2

1 0 0
� �22�

and for the �111� direction it is

R�111� = �− 2/�6 0 1.0/�3

1/�6 − 1/�2 1.0/�3

1/�6 1/�2 1.0/�3
� . �23�

Thus, once the rotation matrices are known, Eq. �17� can be
readily solved for the different quantization directions. The
range of kz values that must be included in the solution for
each in-plane k is given by the periodicity interval of the
considered quantization direction or, equivalently, by the
magnitude of the smallest Gz: such a range is 2�2 and �3 for
the �110� and the �111� directions, respectively, whereas, as
said above, it is 2.0 for the �001� direction.

Figures 4 and 5 show the lowest eigenvalue versus k for
both silicon and germanium for the �110� and the �111� quan-
tization direction, respectively: the rectangle and the hexa-
gon indicate the calculated 2D first BZ. Even for the �110�
and the �111� directions the 2D first BZ must be the Wigner-

Seitz cell built with the in-plane components in the DCS of
the Gnz that have �Gnz�=�3. The easiest way to express such
Gnz in the DCS is to take the vectors G= �±1, ±1, ±1� in the

TABLE I. Two independent in-plane vectors gB1 and gB2 ex-
pressed in the device coordinate system and obtained by taking the
in-plane components of the reciprocal lattice vectors Gnz that have
�Gnz�=�3. The Wigner-Seitz cell built with gB1 and gB2 is the 2D
first BZ for each quantization direction and this explains the results
of Figs. 3–5. The table also reports the radius of the circle circum-
scribed to the 2D first BZ as well as the kz range that must be used
in the solution of Eq. �17� for the different quantization directions.

gB1 gB2 Radius kz range

�001� �1,1� �1,−1� 1.0 2.0

�110� �1,0� �0,�2� �3/2 2�2

�111� �4/�6,0� �2/�6,2 /�2� 2�2/3 �3

FIG. 4. �a� Silicon, �110� quantization direction. Contour plots
of the energy vs in-plane k for the lowest eigenvalue. The absolute
minima are in k= �0, ±0.85/�2� and they are approximately two-
time degenerate while two more degenerate minima are in k
= �±0.15,0�. The energy values are 0.06, 0.3, 0.85, 1.45, 2.05, and
2.65 �eV� for the solid lines and 0.15, 0.55, 1.15, 1.75, and
2.35 �eV� for the dashed lines. �b� Same as in �a� but for germa-
nium. The absolute minima are in k= �±0.5,0� and are approxi-
mately two-time degenerate, while four more degenerate minima
are in k= �±0.5, ±1/�2�. The energy values are 0.13, 0.55, 1.15,
1.75, and 2.35 �eV� for the solid lines and 0.3, 0.85, 1.45, 2.05, and

2.65 �eV� for the dashed lines. kx and ky are the �001� and �1, 1̄ ,0�
directions in the CCS. The semiconductor film thickness is 5 nm
and the energy reference is the bottom of the confining potential
well.
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CCS and transform them to the DCS. The transformation is
obtained by using the inverse �i.e., the transpost� of the uni-
tary matrices given in Eqs. �22� and �23� for the �110� and
the �111� directions, respectively.

By doing so, one can calculate two independent in-plane
vectors gB1 and gB2 in the DCS which univocally identify the
2D first BZ. These gB1 and gB2 vectors are reported in Table
I for the different quantization directions. For the �110� and
�111� directions the corresponding Wigner-Seitz cells are the
rectangle and hexagon reported in Figs. 4 and 5 and thus
explain the shapes of the calculated 2D first BZ. In Table I
we have also reported the radius of the circle circumscribed
to the 2D first BZ as well as the kz range that must be used in
the solution of Eq. �17� for the different quantization direc-
tions.

It should be noticed that, consistently with the notation of
Sec. II, the k values in Figs. 3–5 are expressed in the DCS,
and the directions of kx and ky in the CCS are defined by the
rotation matrices used to solve Eq. �17�. More precisely, for
the �001� quantization direction the kx and ky in the CCS are
simply given by the �100� and �010� directions, respectively,

whereas they are given by the �001� and �1, 1̄ ,0� directions

for the �110� quantization and finally by the �2̄ ,1 ,1� and

�0, 1̄ ,1� directions for the �111� quantization case.
The simulation results of Figs. 3–5 are in agreement with

the 2D first BZ, the location and the degeneracy of the
minima that had been qualitatively sketched in Ref. 29.

IV. FULL BAND VERSUS EFFECTIVE MASS RESULTS
FOR SILICON INVERSION LAYERS

As an application of prominent applicative interest for the
microelectronic industry, this section compares, for a �001�
silicon inversion layer, the results calculated with the LCBB
method described in the previous sections with those ob-
tained with the simpler EMA approach. The device structure
simulated is an SOI device with a silicon thickness TSi
=9.4 nm and a very small acceptor type doping concentra-
tion in the silicon film NA=1015 cm−3. The confining poten-
tial U�z� used for the LCBB calculations is the self-
consistent potential obtained from the Schrödinger-Poisson
solver based on the EMA method. Hence the EMA and
LCBB results have been obtained by using exactly the same
confining potential, even because, in the present version of
our LCBB solver, a self-consistent solution of the Poisson
and Schrödinger problems with the LCBB method is compu-
tationally too heavy.

However, the results illustrated in the remainder of this
section show that the 2D density of states �DOS� obtained
with the two quantization models are essentially the same in
the range of energies that are appreciably occupied at the
equilibrium; consequently very modest differences are ex-
pected in the self-consistent potential obtained with either
the EMA or the LCBB method in the problem studied in this
work.

A. Energy dispersion and valley splitting

Figure 6 illustrates the energy dispersion within the low-
est unprimed subband 	0�k� �i.e., around the k=0 point� in
the �010� and �110� direction, where the EMA results have
been calculated according to both the parabolic and the non-

FIG. 5. �a� Silicon, �111� quantization direction. Contour plots
of the energy vs in-plane k for the lowest eigenvalue. The minima
are in k= �±1.7/�6,0� and in k= �±0.85/�6, ±0.85/�2�. The energy
values are 0.12, 0.55, 1.15, 1.75, and 2.35 �eV� for the solid lines
and 0.3, 0.85, 1.45, 2.05, and 2.65 �eV� for the dashed lines. �b�
Same as in �a� but for germanium. The absolute minimum is in k
= �0,0� and it is one-time degenerate while six more degenerate
minima are in k= �±2/�6,0� and k= �±1/�6, ±1/�2�. The energy
values are 0.12, 0.5, 1.15, 1.75, and 2.35 �eV� for the solid lines and
0.25, 0.85, 1.45, 2.05, and 2.65 �eV� for the dashed lines. kx and ky

are the �2̄ ,1 ,1� and �0, 1̄ ,1� directions in the CCS. The semicon-
ductor film thickness is 5 nm and the energy reference is the bottom
of the confining potential well.
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parabolic �NP� relation widely used in silicon transport
studies:18,30

	0�k� = 	00 +
1

2
�− 1 +�1 + 2�2� kx

2

mx
+

ky
2

my
�� . �24�

As it can be seen, the bottom of the subband 	00=	0�k=0�
predicted by the EMA is in very close agreement with the
LCBB results and, for the �010� direction, the EMA can track
quite well the LCBB energy dispersion even for k�0. In the
�110� direction, instead, the EMA largely overestimates the
energy at a given k= �k� and this stems from a strong aniso-
tropy of the 3D energy dispersion EFB, which is poorly re-
produced by the EMA. For the primed minimum �i.e., around
the k= �0, ±0.85� point�, we found that the results are similar
to Fig. 6 in the �100� direction whereas a large discrepancy
between the EMA and the LCBB results is found in the �010�
direction �not shown�.

These results can be summarized by saying that, in the
range of silicon thicknesses down to about 5 nm considered
in this paper, the EMA is fairly accurate as far as the bottom
of the lowest subbands is concerned. However, the EMA
model assumes that the dependence of the 3D energy disper-
sion on both kz and k can be reproduced with three constant
masses calculated at the minimum of the 3D dispersion.

Consequently, significant differences between the EMA and
the LCBB results emerge whenever the 3D energy curvature
with respect to kz �i.e., �2EFB /�kz

2� changes with k or the
dependence of the 3D energy on k deviates from the para-
bolic behavior at the EFB minimum.

An interesting effect that cannot be captured by the EMA
method is the possible splitting of the supposedly two-time
degenerate unprimed subbands �Ref. 31, and references
therein�. The LCBB method naturally describes the valley
splitting as an effect of the breakage of the crystal symmetry
in the quantization direction produced by the confining po-
tential. Consequently we used our LCBB solver to investi-
gate the quantitative relevance of this splitting.

Figure 7 shows the difference between the two lowest
eigenvalues calculated for k=0 and plotted versus the inver-
sion density Ninv: the results indicated with the open symbols
have been obtained by using the values of the overlap inte-

grals S
kkzkkz�
�n,n��

provided by the NLP calculations, whereas the

closed symbols have been obtained with the approximation

S
kkzkkz�
�n,n�� ��n.n�. As it can be seen, the valley splitting increases

with Ninv and reaches about 4 meV at the largest Ninv of
practical interest �open symbols�. Since this splitting is much
smaller than the thermal energy KT around room tempera-
ture, it can be quite safely neglected in the analysis of the
electron devices. For the purpose of this work, however, it is
interesting to see that the unjustified approximation for the
overlap integrals �see Fig. 2� results in a vast exaggeration of
the valley splitting. This example confirms that, as said
above, it is very difficult to make a priori simplifications in
Eq. �17� and, most of all, it is difficult to predict the conse-
quences of these simplifications on the results.

B. Third valley in silicon inversion layers

An interesting difference between the results of the EMA
and the LCBB methods concerns the energy dispersion near
the edge of the 2D first BZ. In this regard Fig. 8 reports the
lowest eigenvalues versus kx calculated with the LCBB
method for the �001� quantization direction and for k values
close to the primed minimum located at k= �0.85,0�. The
features of the energy dispersion can be explained by con-

FIG. 6. �a� Energy dispersion with the LCBB and with the EMA
method for k close to the center of the 2D first BZ, hence corre-
sponding to the first unprimed subband. The EMA case results are
presented for either the parabolic or the nonparabolic approxima-
tions. �a� In-plane plotting direction �010�, hence kx=0 and k= �k�
=ky; and �b� in-plane plotting direction �110�, hence kx=ky and k
= �k�=�2kx. Silicon with quantization direction �001�. SOI structure
with TSi=9.4 nm and inversion density Ninv=1.6�1012 cm−2. The
energy reference is the confining potential at the front Si-oxide
interface.

FIG. 7. Valley splitting vs NINV for silicon with the �001� quan-
tization direction. SOI structure with TSi=9.4 nm. The plotted quan-
tity is the difference between the two lowest eigenvalues calculated
for k=0 �unprimed subband in the EMA picture�.

D. ESSENI AND P. PALESTRI PHYSICAL REVIEW B 72, 165342 �2005�

165342-10



sidering four families of minima denoted M1¯M4: for the
sake of clarity the symbols have been used only for the low-
est branch of each family. The eigenvalues for kx
1.0 are
just the periodical repetition of those obtained inside the 2D
first BZ indicated in Fig. 3�a�, in particular the minima M2
for kx=1.15 correspond to the identical ones in kx=−0.85.
Clearly the M1 minimum for k= �0.85,0� is the primed mini-
mum also predicted by the EMA. Furthermore, two virtually
identical minima M3 and M4 located at k= �1.0,0� form a
third valley for the 2D silicon system �besides the conven-
tional unprimed and primed ones�, hereafter denoted
X-valley from the X symmetry point �k ,kz�= �1.0,0 ,0� in the
3D first BZ. Such X-valleys are located at points k
= �±1.0,0� and k= �0, ±1.0�, and each subband is essentially
two time degenerate.

In order to understand the 2D energy dispersion near k
= �1.0,0� and the origin of the X-valley in Fig. 8 it is impor-
tant to remember that, according to Eq. �17�, the calculation
of the eigenvalues for a given k involves all the states of the
3D dispersion for kz in a periodicity interval �i.e., 4� /a0 for
the �001� quantization�. More precisely, the numerical solu-
tion of Eq. �17� shows that each minimum of the 3D energy
EFB

�n� versus kz dispersion �which is not necessarily a mini-
mum even along kx and ky�, leads to a set of eigenvalues
similar to those predicted by the EMA. In this regard Fig.
9�a� reports the 3D energy dispersion versus kz and for k
= �1.0,0� �solid lines�: since the two lowest 3D conduction
bands �EFB

�1� and EFB
�2�� are degenerate, four identical minima

versus kz exist in the periodicity interval �M1, M2 at kz
=0.0 and M3, M4 at kz=1.0�, which explain the four time
degenerate eigenvalues M1¯M4 correspondingly obtained

in Fig. 8 for k= �1.0,0�. Furthermore, Fig. 9�a� also illus-
trates the 3D dispersion versus kz and for k= �0.9,0� �dashed
lines�: for this k value the M1 and M2 minima split whereas
the M3 and M4 minima near kz=1.0 remain degenerate. The
above behavior of the M1¯M4 minima is best clarified in
Fig. 9�b� where the minima are plotted versus kx, hence
along the same direction used in Fig. 8 for the plotting of the
eigenvalues ��k�. Clearly the M1 and M2 minima of Fig.
9�b� result in the corresponding M1 and M2 eigenvalues in
Fig. 8 �closed and open circles�, while the M3 and M4
minima of Fig. 9�b� produce the two time degenerate M3 and
M4 eigenvalues in Fig. 8 �closed squares�.

As already said, the M1 and M2 eigenvalues of Fig. 8 are
provided even by the EMA model applied to the minimum of
the 3D energy dispersion located in �k ,kz�= �0.85,0 ,0�. The
X-valley centered at k= �1.0,0� instead stems from the full-
band quantization model and it cannot be obtained by the
EMA written around the minima of the 3D energy disper-
sion. In fact the X-symmetry point of the 3D first BZ located
in �k ,kz�= �1.0,0 ,0� is not even a minimum of the 3D energy
dispersion because the gradient with respect to the k is non-

null �i.e., �̄kEFB�0�. Furthermore, in the calculation of the
2D system eigenvalues the EMA considers only the states of
the 3D dispersion close to a minimum, whereas the analysis
of Figs. 8 and 9 has shown that the X valley does not stem

FIG. 8. Plot of some of the lowest eigenvalues 	��k� vs kx and
for ky =0.0. The symbols are used only for the lowest branch of each
set of minima. Besides the known set of primed minima �M1 cen-
tered in k= �0.85,0� and M2, which is the periodic replica of the set
in k= �−0.85,0��, an additional set of minima denoted X valley is
found in k= �1.0,0� �M3 and M4�. Each subband of this X valley is
two time degenerate. The M1¯ M4 subbands cross one another at
kx=1.0 and the corresponding eigenvalues are four time degenerate.
SOI structure with TSi=9.4 nm and inversion density Ninv=1.1
�1013 cm−2. The energy reference is the confining potential at the
front Si-oxide interface.

FIG. 9. �a� Energy vs kz for the two lowest 3D bands EFB
�1� and

EFB
�2� and for either k= �1.0,0� �solid lines� or k= �0.9,0� �dashed

lines�. For k= �1.0,0� the two bands are degenerate and the four
identical minima M1¯ M4 produce the four time degenerate eigen-
values at k= �1.0,0� in Fig. 8. For k= �0.9,0�, instead, EFB

�1� and EFB
�2�

split, the M3 and M4 minima remain degenerate but M1 and M2
take different values. �b� The M1¯ M4 minima plotted vs kx and
for ky =0.0, hence along the same direction used in Fig. 8 for the
plotting of the eigenvalues ��k�. The behavior of the eigenvalues in
Fig. 8 reflects the trend of the M1¯ M4 minima.
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from states close to the X symmetry point of the first BZ but
rather from the states close to the point �k ,kz�= �1.0,0 ,1.0�,
which is the X symmetry point of the two adjacent 3D BZs
centered in �1,1,1� and �1,−1,1�. Hence the identification of
the X valley is a result inherently related to the full band
quantization model.

In order to further compare the full-band and the EMA
quantization models we have studied the 2D density of states
�DOS�. For the LCBB model the DOS has been numerically
calculated by counting, for each energy bin, the k points in
the 2D first BZ that have an eigenvalue belonging to the
energy bin. Each k point must then be weighted for an ap-
propriate volume in the k plane according to the k discreti-
zation. For the EMA model the analytical expressions for the
DOS for both the parabolic or NP case have been reported by
many authors.1,17,18 Figure 10 compares the LCBB results
�solid line� with several approximations obtained with the
EMA model. As it can be seen, the conventional two-valley
picture derived by the EMA approach significantly underes-
timates the DOS even when a nonparabolicity factor 
=0.5 eV−1 is used �open squares�. More precisely, the LCBB
DOS starts increasing above the two-valley EMA DOS ex-
actly at the energies corresponding to the lowest minimum in
the X valley.

In an attempt to improve the EMA model and reconcile it
with the LCBB results, we have explicitly added to it the X
valley. To this purpose, the eigenvalues in this third valley
are empirically taken as the eigenvalues of the primed valley
shifted upward by 130 meV. In fact we verified over a broad
range of NINV values and for different device structures that
the minima in the X-valley are about 130 meV higher than

those in the primed valley, a difference equal to the energy
value at the X-symmetry point in the 3D energy dispersion.
Furthermore, for the X valley we used a density-of-state
mass md=0.62 �in fact the energy dispersion of the X valley
is well fitted with mx=my =0.62m0—not shown�, and the de-
generacy was set to two, because each of the four X valleys
located at points k= �0, ±1.0� and k= �±1.0,0� is two time
degenerate. However, Fig. 3�a� shows that approximately
one-fourth of the states in each X valley belong to the 2D
first BZ. It is interesting to see how the nonparabolic model
with three valleys results in a DOS that is in very good
agreement with the FB results. This fact on the one hand
confirms that the discrepancy between the FB and the two
valley, EMA DOS stems from the states of the X-valley, and
on the other hand provides a simple, semiempirical approach
to include this valley in the conventional EMA picture.

The results of this section concerning the X valley and its
impact on the DOS have been confirmed for a large variety
of confining potentials ranging from the simple ideal wells
also used for Figs. 3–5 to both SOI and bulk MOS structures.

V. CONCLUSIONS

In this paper we have reconsidered the LCBB quantiza-
tion model and discussed in detail its derivation for 2D and
1D systems. In particular we have shown that in 2D systems,
if the first BZ of the 3D reciprocal lattice space is used as the
expansion volume, one cannot write a separated eigenvalue
problem for each in-plane wave vector k. To this purpose, in
fact, it is necessary to choose the expansion volume VEK2 as
the prism defined by Eq. �16�.

Such a definition of the VEK2 naturally identifies the BZ of
the 2D system and clarifies the range of kz values in the
quantization direction that one must include in the LCBB
expansion at a given in-plane k. The expansion volume VEK2
and the corresponding 2D first BZ and kz range depend on
the quantization direction through the representation of the
reciprocal lattice vectors in the DCS that are obtained with
the appropriate rotation matrices given in Eqs. �22� and �23�.
Thus the above discussion about VEK2 results in practical
guidelines for the calculation procedure, which are useful
and necessary to obtain the periodicity of the energy versus k
illustrated in Figs. 3–5. A similar discussion has been out-
lined also for the 1D systems.

From the application viewpoint, the calculation procedure
derived from the LCBB method has been used for the 2D
systems obtained with either silicon or germanium. In par-
ticular we have documented some differences between the
results obtained with either the LCBB or the conventional
EMA quantization model for silicon inversion layers in the
�001� quantization direction. The LCBB has revealed the ex-
istence of a third valley in this 2D system located at the edge
of the 2D first BZ and stemming from the X symmetry points
of the 3D band structure. Our results indicate that this valley
can significantly contribute to the 2D DOS for energies just a
few hundreds of meV above the absolute minimum of the 2D
energy dispersion relation.
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APPENDIX A

In this appendix we shall show that the quantity

SKK�
�n,n���G� defined in Eq. �12� can be interpreted as the over-

lap integral of the periodic parts of appropriate Bloch func-
tions, where K and G denote a wave vector and a reciprocal
lattice vector, respectively, of the 3D crystal. In fact, for any
K and for any reciprocal lattice vector G in the reciprocal
lattice, we have unK+G=e−jG·RunK that leads to:

unK+G�R� = e−jG·R 1
�V

�
G1

BnK�G1�ejG1·R

=
1

�V
�
G1

BnK�G1�ej�G1−G�·R, �A1�

where G2= �G1−G� is clearly another reciprocal lattice vec-
tor that allows us to rewrite Eq. �A1� as

unK+G�R� =
1

�V
�
G2

BnK�G2 + G�ejG2·R. �A2�

Thus the overlap integral between unK+G and a generic un�K�
is given by

	unK+G�un�K�� = �
G1,G2

BnK
* �G2 + G�Bn�K��G1�

1

V



V

ej�G1−G2�·R

= �
G1

BnK
* �G1 + G�Bn�K��G1� �A3�

that finally demonstrates Eq. �13�.

APPENDIX B

In this appendix we shall show that the base of the VEK2
centered in �0,0� is the first BZ for the 2D systems and that
the kz extension of the VEK1 centered in �0,0� is the first BZ
for the 1D systems.

As for the 2D systems, by recalling Eq. �14� we can re-
write Eq. �17� as

EFB
�n��k,kz�An�k,kz� + �

n�,kz�

	nkkz�U�z��n�kkz��An��k,kz��

= ��k�An�k,kz� , �B1�

where �k ,kz� belongs to the VEK2 centered in �0,0�, hence
�kz��0.5Gzm. Since both the 3D energy dispersion
EFB

�n��k ,kz� and the Bloch functions are periodic in kz with a
period Gzm, the form given in Eq. �B1� is particularly conve-
nient to show that, if the kz range employed in the solution of

Eqs. �17� and �B1� is not centered in kz=0, this implies a
mere reordering of the Bloch functions used in the expansion
that clearly does not change the eigenvalues. In other words,
for a given in-plane vector k, Eq. �17� must be solved by
letting kz vary in a periodicity interval and the results are
independent of the center of this interval.

Let us now consider an in-plane wave vector kex lying
outside the base of the VEK2 centered in �0,0� �i.e., such that
�kex ,0� does not belong to the VEK2 centered in �0,0��. In this
case, by the definition of VEK2 in Eq. �16�, a reciprocal lattice
vector G1nz= �g1�0,g1z� must exist such that kin=kex+g1
lies inside the base of the VEK2 centered in �0,0�. The eigen-
value problem Eq. �B1� written for kex and with �kz�
�0.5Gzm is equivalent to the problem obtained by summing
the reciprocal lattice vector G1nz to all the wave vectors be-
cause both the energy EFB

�n��k ,kz� and the Bloch functions are
periodic in the reciprocal lattice of the 3D crystal. This latter
eigenvalue problem resulting from the translation by G1nz is
the problem for an in-plane wave vector kin=kex+g1 and
with kz� �−0.5Gzm+g1z ,0.5Gzm+g1z�, which is in turn
equivalent to any other eigenvalue problem written for kin
and, in particular, to the one obtained by expanding in the
VEK2 centered in �0,0� which implies �kz��0.5Gzm.

The above reasoning demonstrates that the eigenvalue
problem obtained for any in-plane kex lying outside the base
of the VEK2 centered in �0,0� is equivalent to the problem
written for an appropriate kin inside the base, consequently
the base of the VEK2 centered in �0,0� is the first BZ for the
2D gas.

An entirely analogous path can be followed even for 1D
systems. In fact by recalling Eq. �14� we can rewrite Eq. �21�
as

EFB
�n��k,kz�An�k,kz� + �

n�,k�

	nkkz�U�r��n�k�kz�An��k�,kz�

= ��k�An�k,kz� , �B2�

where �k ,kz� belongs to the VEK1 centered in �0,0� hence
�kz��0.5gzm. If the k range employed in the solution of Eqs.
�21� and �B2� is not centered in k=0, this results in a mere
reordering of the Bloch functions �nkkz

used in the expan-
sion, because both the 3D energy dispersion EFB

�n��k ,
kz� and the �nkkz

are periodic in the in-plane region identified
by the smallest Gp; i.e., the base of the VEK1 centered in
�0,0�. Consequently the results of Eqs. �21� and �B2� are
independent of the center of the k range.

If we now take a kzex such that �kzex�
0.5gzm a G1np
= �g1 ,g1z�0� must exist such that kzin=kzex+g1z has a mag-
nitude �kzin��0.5gzm. The eigenvalue problem written for kzex
can thus be recast in the problem for kzin by summing the
reciprocal lattice vector G1np to all the wave vectors involved
in the solution and by exploiting the fact that the solution in
kzin is independent of the center of the k range.

This demonstrates that the eigenvalue problem for any
kzex with a magnitude �kzex�
0.5gzm is equivalent to the prob-
lem written for an appropriate kzin with magnitude �kzin�
�0.5gzm, consequently the kz range �−0.5gzm ,0.5gzm� corre-
sponding to the VEK1 centered in �0,0� is the first BZ for the
1D gas.
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