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Temperature and sample dependence of the binding free energies of complexes in crystals:

The case of acceptor-oxygen complexes in Si
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The binding free energy Ey of a complex {A,B} in a crystal varies not only with temperature but also the
concentrations of the constituent species A and B in the sample. Except at very low temperatures, E,(T) is a
linear function of 7 with a slope determined by the configurational entropy and free energy terms. This is
quantitatively illustrated for acceptor-oxygen complexes in Si. First principles calculations establish their
structures, vibrational spectra, binding energies at 7=0 K, and electrical activities. The temperature-
dependence is obtained from (Helmholtz) vibrational free energies and configurational entropies. Ej varies
much more with temperature for complexes involving species that are present in low concentrations than in
high concentrations. The implications of these predictions are discussed.
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I. INTRODUCTION

Defects (impurities, native defects, and combinations of
them) affect the mechanical, electrical, optical, and/or mag-
netic properties of materials, especially semiconductors.!-
Defects that are isolated at low temperatures often diffuse
and form pairs, larger complexes, or extended precipitates
upon annealing, electron irradiation, and other external fac-
tors. It is not unusual for the properties of a sample to depend
on its history.

Czochralski-grown (CZ) Si contains about 10'® cm™ in-
terstitial oxygen (0O,). Its activation energy for diffusion is
2.5 eV.* Upon annealing around 450 °C, {O;}, dimers form
and migrate with an activation energy of 1.3 eV in the 0
charge state.>® In p type material, the dimers are predicted’
to have the charge +2 and diffuse with 0.86 eV activation
energy. In the presence of minority carriers, the migration
barrier drops to 0.3 eV (Ref. 7) as {O;}, undergoes Bour-
goin-Corbett® minority carrier enhanced diffusion. In various
temperature ranges, these dimers play a critical role in the
precipitation of oxygen (thermal donors and other aggre-
gates) and/or interact with other defects, leading for example
to the formation of boron-oxygen complexes.

A key parameter in the association and dissociation of
defect pairs or larger complexes is the binding energy. At T
=0 K, it can be calculated accurately from first principles in
periodic supercells using density functional theory.> Such
calculations give the potential energy difference AU between
supercells containing the complex {A,B} and the dissociated
products A and B, all in the appropriate equilibrium configu-
rations and charge states. The difference of total zero-point
energy is often ignored. A and B can be isolated impurities or
defects, or combinations of them. A qualitative potential en-
ergy profile is shown in Fig. 1. Of course, neither the asso-
ciation nor the dissociation reactions occur at 7=0 K, the
temperature at which typical calculations are performed.

The theory of reactions™!® and the phenomenological
modeling of interconversion rates for complexes in semi-
conductors'! have been discussed a long time ago and are not
the focus of the present work. Instead, we calculate free en-
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ergies from first principles and use a specific example
(acceptor-oxygen complexes in Si) to provide numbers for
the vibrational free energies as well as the configuration en-
tropies in situations where vastly different concentrations of
defects are involved.

A typical procedure to investigate dissociation reactions
involves annealing experiments. A sample containing the
{A,B} complex is characterized at low temperatures using for
example a deep level transient spectroscopy (DLTS) or infra-
red absorption (IR) signal with measurable intensity 7(0).
The sample is then annealed for various lengths of time ¢ at
a fixed temperature T\,. The measured drop in the intensity of
the signal I(r)/1(0) provides the dissociation rate at the tem-
perature 7. The results obtained at various temperatures are
fitted to R exp —E4/kgT. An Arrhenius plot (logarithm of this
function vs inverse temperature) gives a straight line, the
slope of which is —E4/kg and the intercept of which (for T
— ) is the logarithm of the dissociation rate. Such experi-

E N

E

P a4

FIG. 1. (Color online) A schematic potential energy profile as-
sociated with the association or dissociation of a complex {A,B}.
The long-range attractive potential (dashed curve, red) may be
caused by a Coulomb or dipole interaction, or simply a strain field.
The diffusing species A hops from one site to the next as it ap-
proaches B until the complex forms at the lowest-energy point. The
dissociation (E4), binding (Ey), and migration (E,) energies are
shown.
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ments can only be performed in a narrow range of tempera-
tures. Indeed, if the annealing temperature is too low, the
complex does not dissociate in reasonable anneal times. If
the temperature is too high, {A,B} dissociates so fast that
impossibly short anneal (then cool) times are required for
quantitative monitoring. A recent example of this procedure
is the substitutional-interstitial copper pair in Si, measured'?
in the range 333-417 K. Note that the simple process out-
lined above ignores the temperature range where the disso-
ciation and association reactions compete and only a fraction
of the {A, B} complexes are bound. Although the results dis-
cussed in this paper could be extended to this general situa-
tion, the basic arguments remain the same and we will only
consider the “low-T” limit where all the possible {A,B}
complexes form and the “high-7"” limit where all of them are
dissociated.

The binding free energy of an {A,B} complex in a crystal
is Ey=AU+AF—TAS o, Where F is the total free energy
and Souf, the configurational entropy. Ey, is not constant but
varies with the temperature and the concentration of isolated
A and B species in the sample. The total free energy can
include a number of contributions. In special cases such as
interstitial H, molecular impurities, the rotational term must
be included.!> When the {A,B} and A far from B configura-
tions lead to different free carrier concentrations, the associ-
ated change in free energy should be considered as well.
However, the former is not present for the complexes con-
sidered here and the latter has recently been shown'? to give
very small contributions under all but the most extreme situ-
ations. In this paper, we consider only the vibrational free
energy F.;, which is always present since A, B, and {A,B}
have different vibrational properties. The vibrational free en-
ergy difference between the complex and the dissociated spe-
cies is temperature-dependent. Further, A, B, as well as
{A,B} are stable at specific sites in the crystal. The configu-
rational entropies depend not just on the spin-orientational
degeneracies but, more importantly, on the number of sites
available and the number of A and B species present. This
contribution to E,, depends on the concentrations of A and B
in the sample and dominates the interactions at higher tem-
peratures.

In Sec. II, we summarize the key features of acceptor-
oxygen interactions and the theoretical results published to
date. Section III deals with the methodology used in the cal-
culations. In Sec. IV, we first compare our 7=0 K results to
those obtained by other authors, then discuss the energetics
at finite temperatures. The key results are summarized and
discussed in Sec. V.

II. ACCEPTOR-OXYGEN COMPLEXES IN SI:
BACKGROUND

Substitutional boron (By) is the most common p type dop-
ant in Si while O; is the dominant impurity in CZ-Si, with
[0,]>10"® cm™3. Although neither B, not O, diffuse up to
rather high temperatures, at least two types of B-O com-
plexes have been observed to form in the 300-400 K range
following irradiation or exposure to light. These defects re-
duce the free carrier concentration and are blamed for a
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~10% (relative) efficiency reduction in both space-based
and terrestrial-based solar cells.'*

In irradiated samples (typically, 1 MeV electrons), the
generated self-interstitials'> interact with B and create the
fast-diffusing interstitial B;.'® The latter is characterized by
an acceptor level'” at E.—0.43 eV which anneals out at 240
K at the rate 107 exp{-0.6 eV/kgT}s~!. This suggests B; mi-
gration with E =0.6 eV. The loss of the B; line at E_
-0.43 eV correlates'® with the growth of a defect near E,
-0.23 eV, the {B;,0;} complex. Its gap level has also been
reported at E,—0.27 eV by DLTS,'®!%20 E_—0.30 eV by Hall
effect’ and in the range E.—0.26 eV to E.—0.30 eV by
photoluminescence (PL), via the temperature dependence of
the bandwidth.?>?3 The PL line at 0.87 eV has been associ-
ated with the {B;,O;} pair. The thermal stability of {B;,
0,} is around 200 °C."% Tt anneals at the rate'® 1.5
X 10" exp{—1.2 eV/kgT}s™! suggesting that the complex
dissociates with Eq4=1.2 eV. This acceptor-oxygen pair is not
seen in Al-doped or Ga-doped material. It is also not ob-
served in nonirradiated samples, in which light-induced deg-
radation is observed.??

The properties of {B;,0;} have been calculated from first
principles by Adey et al.***> We find their structure to be
metastable, albeit very close in energy to ours (see below).
Their binding energy, 0.6 eV, added to the measured activa-
tion energy for diffusion of B;, also 0.6 eV, leads to a disso-
ciation energy of 1.2 eV, exactly the one obtained from iso-
thermal anneals, 1.2+0.1 eV.!? Their calculated donor level
is at E.—0.22 eV, close to the range of the electrically active
level reported by various groups, E.—0.23 eV to —0.30 eV.

In samples exposed to band gap light, different reactions
occurs. Few B;’s are available and almost all of the oxygen
in the sample consists of isolated O;, which has a high mi-
gration energy, 2.5 eV.* However, the samples also contain a
small fraction of oxygen in the form of {O;}, dimers. It has
been shown by minority carrier lifetime spectroscopy that
the concentration of the light-induced defect is proportional
to the concentration of By (Refs. 26-28) and the square of
the concentration of O;,>7?° suggesting a B;+{0;}, interac-
tion. The formation of the defect involves an activation en-
ergy of 0.37 eV, and the gap level of the defect has recently
been determined by advanced lifetime spectroscopy’® to be
at £,—0.41 eV. The complex anneals out at 200 °C with an
activation energy of 1.3 eV.?’3! The degradation also occurs
in the dark when a forward bias is applied, but is not ob-
served in Ga-doped material.’?

A quantitative model for the formation of the light-
induced defect, based on the B,+{0;}, model of Schmidt and
Bothe,?’?%3 has been recently described by Adey et al.”
Upon exposure to band gap light, the {O;}, dimers diffuses
rapidly via the Bourgoin-Corbett mechanism with an activa-
tion energy calculated to be 0.3 eV, very close to the activa-
tion energy associated with the formation of the defect, 0.37
eV. The {O;}, dimer traps at B, and forms a {B,0;,0;} com-
plex, which has different configurations in the 0 and the +1
charge states. The metastable configuration in one charge
state is the stable configuration in the other charge state, each
by the same amount, 0.4 eV. The authors estimate the ther-
modynamic (0/+) level associated with this complex to be
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in the range E.—0.5 eV to E.—0.7 eV, with their lower value
close to the E.—0.41 eV reported experimentally. The bind-
ing energy of this complex relative to B and {O;};* located
several sites apart in the same (144 host atoms) supercell was
calculated to be 0.38 eV. This leads the authors to predict a
dissociation energy of 0.38 + 0.86=1.24 eV in the dark,
where 0.86 eV is the calculated migration energy of {O;};" in
the absence of minority carriers. This dissociation energy is
consistent with the value reported experimentally.?’-3!

III. METHODOLOGY

Our results are obtained from self-consistent, first-
principles theory based on local density functional theory in
64 host atoms periodic supercells. The calculations are per-
formed with the SIESTA code.®-¢ The exchange-correlation
potential is that of Ceperley-Alder?’ as parametrized by Per-
dew and Zunger.*® Norm-conserving pseudopotentials in the
Kleinman-Bylander form*® are used to remove the core re-
gions from the calculations. The basis sets for the valence
states are linear combinations of numerical atomic orbitals of
the Sankey type,***! generalized to be arbitrarily complete
with the inclusion of multiple zeta orbitals and polarization
states.? In the present calculations, double-zeta (two sets of
s and p orbitals) for the B and O atoms and polarized dou-
ble-zeta (add one set of d orbitals) for the Si atoms are used.
The charge density is projected on a real space grid with an
equivalent cutoff of 150 Ry to calculate the exchange-
correlation and Hartree potentials. A2 X 2 X 2 Monkhorst-
Pack k point sampling*? is used to optimize the structures.

The geometries of all the plausible configurations involv-
ing B, or B; and O; or {O;}, are obtained with conjugate
gradients. The binding energies at O K are calculated in the
+1 charge state from the energies of the complexes and their
dissociation products in separate cells. For {B,,0;,0;},
Ey(0 K)={Sig3,B;,0;, 0} +{Sigs} —{Sie3, B}~ {Sies, {0}, )
is negative if energy is gained by forming the complex. In
the case of interstitial boron, the dissociation products are O?
and B;. All these defects have spin 0. An estimate of the
(thermodynamic) gap levels of the defects is obtained using
interstitial carbon (C;) as a marker, a method which predicts
gap levels within 0.2 eV.*3

The dynamical matrices are calculated at k=0 using linear
response theory.*** The quality of the matrices obtained in
this manner is now well documented.**~*® Qur calculations
ignore the long wavelength contribution to the dynamical
matrix arising from the electric fields associated with
charged defects.*” These corrections to the phonon density of
states would mostly cancel out when performing vibrational
free energy differences. In addition to providing all the local
and pseudolocal vibrational modes (LVMs and pLVMs, re-
spectively), the knowledge of all the normal modes of the
cell allows the construction of the phonon density of state
g(w) and therefore Helmholtz vibrational free energy F;,."3
This calculation is straightforward once g(w) is known. This
function is obtained by evaluating the dynamical matrix at 90
g points in the Brillouin zone of the supercell. Note that
F.i,(0 K) is the total zero-point energy.
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The difference in configurational entropy per complex '3 is
ASconﬁgz(kB/[{A’B}]) ln(Qpair/Qnopair)’ where [{A,B}] is the
number of complexes, and (),,;; and ()i, are the number
of configurations with all possible complexes forming and
with all complexes dissociated, respectively. We define
{A,B} to be “dissociated” when no B species is within a
sphere of radius r. of any A. The results are not very sensi-
tive to the actual value of r. which is only loosely related to
a capture radius since it comes into the calculations only in
the high temperature limit. The number of sites for A, B, and
{A,B} is known and the concentrations [A] and [B] are esti-
mated from experiment. If [A] is larger than [B], the maxi-
mum number of complexes is [{A,B}]=[B]. Note that a real
sample often has traps for the dissociation products A and/or
B that are distinct from isolated A and/or B in a perfect
crystal. Any such traps are ignored here.

IV. ACCEPTOR-OXYGEN COMPLEXES IN SI: THEORY
A. Results at T=0 K

We studied the symmetrically inequivalent configurations
of By and {O;},, or B; and O; or {O;}, in the 0 and +1 charge
states. As discussed in Refs. 7, 24, and 25 and summarized
above, the relevant reactions are B;+{0;};" —{B,,0;,0;}*,
B/ +0!—{B;,0}*, and B +{0;}3—{B;,0;,0,}*. The inter-
actions of By and O; (which do not diffuse at the tempera-
tures relevant here) lead to an unstable complex. Systematic
conjugate gradient optimizations lead to four low-energy
structures with comparable binding energies. In this section,
the binding energies E,=AU are potential energy differences
and do not include zero-point energies. Mulliken population
analyses show that all the structures described below involve
threefold coordinated O atoms, with three nearly equal over-
lap populations of 0.3.

The reaction B;+{O0;};"—{B,,0;,0;}* leads to the for-
mation of the structure shown in Fig. 2, with E,=0.54 eV.
The thermodynamic (0/+) level of this defect, calculated
using C; as a marker, is at E.—0.45 eV. This value is very
close to the experimental®® value of E,—0.41 eV. As pointed
out earlier,’® our configuration is different from the one of
Adey et al.” who find O to be bound directly to B with E,
=0.38 eV and a (0/+) level in the range E,—0.5 eV to E,
—0.7 eV. Our calculations predict that the Adey structure is
barely stable. Recent calculations®! confirm our result. Since
the B¢-Si bond length is shorter than the Si-Si one, boron
tends to pull its four nearest neighbors inward towards it. On
the other hand, O; resides at a puckered bond-centered sites
and pushes its two Si neighbors away from it. Thus, with O;
bound to Si at a second nearest site to B, the two impurities
help each other optimize their bond lengths and reduce the
strain.

The reaction B +0) — {B;,0;}* leads to he formation of
the {B;,0;}* complex with C,, symmetry and E,=0.47 eV,
shown in Fig. 3. Here again, O; binds to Si rather than to B.
The thermodynamic (0/+) level of this defect, calculated
using C; as a marker, is at £.—0.49 eV. The experimental
estimates for this level are in the range E.—0.23 eV to E,
—0.30 eV, and our prediction is still within the 0.2 eV error
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FIG. 2. (Color online) The lowest energy structure of the
{B,,0;,0;}* complex. The gray (green) ball is B, the two dark balls
(red) are O, and the light gray (light blue) balls are the Si atoms.

bar associated*? with the marker method for estimating ther-
modynamic gap levels. Note that “B;” is a split-interstitial
complex with B much closer to the substitutional site than Si.
Adey et al.>*? predict a different configuration for this com-
plex, with E,=0.6 eV and gap level at E.—0.22 eV. As men-
tioned above, we find their structure to be metastable, albeit
very close in energy to ours. The existence of two configu-
rations for the {B;,0;} complex could explain why a rather
wide range of gap levels (E.—0.23 eV to E.—0.30 eV) has
been reported by various groups.

FIG. 3. (Color online) The lowest energy structure of the
{B;,0;}* complex. The gray (green) ball is B, the dark ball (red) is
O, and the light gray (light blue) balls are the Si atoms.
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FIG. 4. (Color online) The {B;,0;,0;}] complex. The gray
(green) ball is B, the two dark balls (red) are O, and the light gray
(light blue) balls are the Si atoms.

Finally, two nearly degenerate structures with E,=0.55
eV and 0.61 eV, and (0/+) levels at E,.—0.54 eV and E|
—0.48 eV, respectively, result from the reaction Bi++{0i}g
—{B;,0;,0;}*. These structures, labeled with the indices “1”
and “2,” respectively, are shown in Figs. 4 and 5. The latter
has one O bound directly to B. Note that the low concentra-
tions of both B; and {O;}, in the samples suggest that these
two complexes have a low formation probability. Their bind-
ing energies and electrically active levels in the gap are com-

FIG. 5. (Color online) The {B;,0;,0;}; complex. The gray
(green) ball is B, the two dark balls (red) are O, and the light gray
(light blue) balls are the Si atoms.

165206-4



TEMPERATURE AND SAMPLE DEPENDENCE OF THE...

parable to those of the {B,0;,0;} and {B;,0;} defects. How-
ever, as will be shown in the next subsection, the thermal
stability of both {B;,0;,0;} complexes is very low.

For completeness, we show in Fig. 6 the LVMs and
pLVMs associated with the B and O atoms for the
{B,,0;,0;}" and {B;,0;}* complexes. Most of the modes in-
volve the motion of several atoms and the following descrip-
tions are approximate.

{B,,0;,0}*: the 792 cm™! mode has the two O atoms
moving in opposite directions along the diagonal of the
square; the 773 cm™' mode is a Si-B stretch where Si is
bound to both O atoms; the 686 cm™' mode involves the
motion of four atoms; the 669 and 625 cm~! modes are B-Si
stretch modes with symmetrically inequivalent host atoms;
the 586 and 575 cm™' modes are scissor modes involving
both O atoms; the 271 cm™' pLVM is a wag mode involving
both O atoms.

{B;,0,}*: the 833 cm™' mode is the asymmetric stretch of
0,; the 688 cm™' mode is a B-Si stretch; the 592 cm™' mode
involves substantial motion of O, B, and three Si atoms; the
575 cm~! mode is also a B-Si stretch; the 550 cm™! mode is
a wag mode of B.

We calculated the same structures using Ga instead of B.
The geometries are very similar but the binding energies
much smaller: Ep=0.12eV for {Gay,0;,0;}* and E,
=0.09 eV for {Ga;,0;}", respectively. As will be shown in
the next section, these complexes are marginally stable at
low temperatures while Ga and O repel each other above 200
K or so. This is consistent with the experimental observation
that no O-related lifetime degradation occurs in Ga-doped
solar cells.?®3

B. Finite temperature results

The only contributions to E, relevant in the present case
are the vibrational free energy and the configurational en-
tropy. The (Helmholtz) vibrational free energy is calculated
as described in Sec. III and Ref. 13. The configurational
entropy includes the orientational degeneracies, but the larg-
est contributions come from the concentrations of the various
species involved. We discuss the reaction {B;,0;} — B;+0; in
order to illustrate how we did the calculations.

We assume a sample with N substitutional sites, [O;] and
[B;] interstitial oxygen and boron impurities, respectively. In
a 1 cm® sample with N=5X 10?? substitutional sites, the
number of sites for B, split-interstitial sites for B; and stag-
gered or square configurations’ for {O;}, is 5X 10%, and the
number of (puckered) bond-centered sites for O; is 10%*. We
chose [B,], [O;], [{O;},], and [B;] to be 10'°, 10'%, 10'4, and
10", respectively. The numbers depend on the sample, but
these are realistic values which could correspond to an actual
experimental situation. Note that some concentrations may
change with temperature. For example, O; becomes mobile
around 450 °C leading to a decrease of [O;] and an increase
of [{O;},]. Such changes are ignored here.

At low temperatures, all the B;’s traps one O;. Each B; is
a split-interstitial complex with B and Si sharing a substitu-
tional site. Since the split-interstitial can be oriented along
four equivalent directions, there are 4N possible configura-
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FIG. 6. (Color online) The square of the relative oscillation
amplitude of the B and O atoms vs normal mode frequency for the
{B,,0;,0;}* (top) and {B;,0;}* (bottom) complexes. These ampli-
tudes are obtained from the eigenvectors of the dynamical matrix.
They do not include the dipole moment operator and are not IR
intensities. The modes involving primarily B motion are the dotted
(green) lines and the ones involving primarily O motion are the
dashed (red) lines. The dashed-dotted (blue) line is a mode that has
about equal oscillation amplitude of B and O. The modes are de-
scribed in the text.

tions for B;. Thus, the number of ways one can arrange [B;]
interstitials around N sites is (4N)!/[B;]! (4N-[B;])!. There
are 12 equivalent configurations for each {B;,0;} complex,
thus 12[Bil possibilities. The remaining [O;]—[B;] interstitial
oxygens are distributed among 2N—12[B;] puckered bond-
centered sites. This can be achieved in (2N
—12[B;]) ! /([O;]-[B;]) ! 2N-[O;]-11[B;])! ways. Thus, the
number of configurations for {B;,0;} complexes is

Q

pairs
~ 12[Bl(4N)! (2N - 12[B;])!
~ [Bi] 4N-[B])! ([0;]-[B;]! 2N -[O;] - 11[B])!

At high temperatures, all the {B;,0;} complexes are dis-
sociated. We can arrange [O;] oxygens among 2N bond-
centered sites in (2N)!/[O;]! 2N—[O;,])! ways. If r.=5 A,
no boron is within a sphere of radius 5 A of any oxygen,
implying that 32 substitutional sites around each O; are not
allowed, and these correspond to 128 configurations for B;.
Thus, the By’s are distributed among 4N—128[O;] sites,
which can be achieved in (4N-128[O;])!/[B;]!(4N
—128[0;]-[B;])! ways. Thus, the number of configurations
at high temperatures is

0 - (2N) ! (4N = 128[0;])!
TP T[0T (2N ~[O4]) [[By] ! (4N — 128[0;] - [B])!
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FIG. 7. (Color online) A binding free energies AE,+AF;,
—TAS qnsig Of the {By,0;,0:}, {B;,0i}, {B;,0;,0i};, and {B;,0;,
O;}, complexes in Si. The free energies of the {Gay,0;,0;} and
{Ga;, 0;} complexes (light blue solid and dashed lines, respectively)
start around -0.1 eV at 7=0 K and are positive above 200 K.

Using Sterling’s formula and an expansion for In(1+€)
with €e<<1, we get
6 O; B; B;
NS00 B33
N [0;] 4N

Similar calculations for {B,0;,0;} (with a larger r,=10 A
because of the Coulombic interaction) give

12[B] 278[B,] [{0,-}2]>
+ - .
N N [B,]

ASconfig = kB(]n

Finally, both configurations of {B;,0;,0;} have the same
configurational entropy

24[{0),]  [B)] )
N T [onl)

This gives ASqnh,=-0.515, =0.778, and —1.538 meV/K for
{B,,0;,0;}, {B;,0;}, and {B;,0;,0;}, respectively.

The difference between these situations is huge, and the
reason for it is quite obvious. Consider an {A,B} complex
which dissociates into A and B. If A and/or B are abundant
(as is the case for B and/or O;), there are many configura-
tions resulting in pairs and relatively few configurations with
A away from B. On the other hand, when both A and B are
scarce (as is the case for B; and {O;},), there are far fewer
ways to make pairs and a great number of dissociated con-
figurations. The binding free energies of the {B,,O;,0;},
{B;,0;}, and {B;,0;,0;}, , complexes and their Ga analogues
are plotted as a function of temperature in Fig. 7. None of the
{Ga,0} complexes are stable above ~200 K. Note that
above some temperature T, where E,(T,,) =0, the interactions
become repulsive. For strongly bound complexes, this 7
may well be above the melting point of the material, but in
the present case, several of the complexes readily dissociate
at moderate temperatures.

In all the binding free energies we have considered so far,
the configurational entropy term dominates the temperature

ASconfig = kB<1n
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FIG. 8. (Color online) A comparison of AFy;, and —TAS g,
terms in the binding free energy of the {B,0;,0;} complex. Except
near 7=0 K where AF,;, has zero slope, both contributions are
linear and the configurational entropy dominates.

dependence at all but the lowest temperatures and the slope
of Ey(T) is very close t0 |AS ysg|- This is illustrated in Fig. 8
which compares AF;, to =TAS,5, for the {B,0;,0;} com-
plex. Note that in the harmonic approximation, AF, is a
linear function of 7, even though F.y, is not.

In good approximation, Ey(T)= Ep(0)=TAS;on5e. If R
is a dissociation rate, R exp{-Ey,/kgT}=R exp{AS qnsi/
kglexp{—E,(0)/kgT}, and an Arrhenius plot yields a straight
line with slope —E,(0)/kg and intercept (In R+AS o5/ kp)-
Thus, Arrhenius plots of the dissociation of an {A,B} com-
plex in samples containing different concentrations of A
and/or B produce parallel lines: the slopes are the same but
the intercepts differ. This suggests a way to measure configu-
rational entropies. If we take R=10"" and AS,,5,=—0.5 or
—1.0 meV/K, the intercepts will be at 25.3-5.8=19.5 or
25.3-11.6=13.7, a measurable change.

C. Key results for acceptor-oxygen complexes

We have calculated from first principles the configura-
tions, thermodynamic gap levels and binding energies of
acceptor-oxygen complexes in Si. We find that the {B;,O;}*
complex has two inequivalent configurations with similar
binding energies. Our lowest-energy structure differs from
that predicted earlier.?*> Our gap level is deeper than earlier
predictions. Both configurations could be the defect(s) re-
sponsible for the lifetime degradation in irradiated (space
based) solar cells. We agree with the key features of the
B;+{0;};" interaction discussed in Ref. 7, but their struc-
tures (with O bound directly to B) are higher in energy than
when O is at a second-nearest site to B, (with O bound only
to Si atoms). The key properties of the complex are very
similar to the ones predicted earlier. We confirm that the
{B,,0;,0;} complex is the defect responsible for the lifetime
degradation in light-exposed (terrestrial) solar cells. We also
find a metastable complex {B;,0;,0;} which has a larger
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binding energy than the {B;,0;} and {B,0;,0;} complexes
but is unstable above room temperature. Very similar struc-
tures are realized when Ga is substituted for B, but with
smaller binding energies (~0.1 eV). These Ga-related com-
plexes are unstable above 200 K or so.

V. DISCUSSION

We have calculated the binding free energies of four
acceptor-oxygen complexes in Si, all of which have similar
binding energies at 7=0 K. The free energies were obtained
from the (Helmholtz) vibrational free energies. The configu-
rational entropies were calculated analytically with assumed
impurity concentrations. The conclusions hold for any {4, B}
defect complex that dissociates into products A and B in any
crystal. The key points are the following.

(1) The binding free energy of {A,B} varies linearly with
temperature with a slope largely dominated by the difference
in configurational entropy between {A,B} and A away from
B.

(2) There is a temperature T, where E(T,)=0. This tem-
perature depends on the concentrations [A] and [B] and the
binding energy at 0 K, E,(0). For T>T,, the interaction
between A and B becomes repulsive.

(3) The difference in configurational entropy depends on
the concentrations [A] and [B] in the sample. Therefore, the
binding free energy of a specific complex {A, B} at a specific
temperature will be different in samples containing different
concentrations of A or B. In Arrhenius plots, this will appear
to be a change in the dissociation rate but is really caused by
a difference in ASof,-
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(4) For a given {A,B} complex, the smaller the concen-
tration of A and B, the larger the configurational entropy
associated with the dissociated species and the smaller the
entropy associated with complex formation. Then, the slope
of Ey(T) is much steeper. The opposite holds if A and /or B
exist in high concentrations. In the example discussed in this
paper, changing one component of the complex from By to B;
changes the relevant concentration from 10" to 10'%, which
roughly triples AS -

(5) An Arrhenius plot of the dissociation reaction pro-
duces a straight line, the slope and intercept of which are
very close to —E(0)/kg [not exactly because E,(7T) is not
linear at very low 7] and In R+AS, 5,/ kp (not exactly be-
cause of a small contribution of AF;;,), respectively. Thus, a
carefully controlled series of experiments could provide di-
rect measurements of configurational entropy differences.

Finally, the role of the configurational entropy is critical
when discussing dissociation-association reactions near the
temperature T, where E,(T,)=0. This needs to be taken into
account when discussing Ostwald or reverse Ostwald ripen-
ing processes, during which the concentration of isolated
species and precipitates change substantially as a function of
time. This affects the slope of E,(7) and therefore the value
of Ty, which becomes time-dependent, and E, can change
sign. One would expect Ostwald ripening to occur for T
< T, and more complicated dynamics for 7~ T,
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