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Self-consistent simulations of the electron dynamics and transport in thin metal films are performed using a
semiclassical Vlasov-Poisson model. The Vlasov equation is solved using an accurate Eulerian scheme that
preserves the fermionic character of the electron distribution. Although the thermodynamical properties of the
ground state are accurately described by the bulk theory, the dynamical properties are strongly influenced by
the finite size of the system and the presence of surfaces. Our results show that �i� heat transport is ballistic and
occurs at a velocity close to the Fermi speed; �ii� after the excitation energy has been absorbed by the film,
slow nonlinear oscillations appear, with a period proportional to the film thickness, which are attributed to
nonequilibrium electrons bouncing back and forth on the film surfaces; �iii� except for trivial scaling factors,
the above transport properties are insensitive to the excitation energy and the initial electron temperature.
Finally, the coupling to the ion dynamics and the impact of electron-electron collisions are also investigated.
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I. INTRODUCTION

The ultrafast electron dynamics in optically excited me-
tallic nanostructures is of great importance for both funda-
mental studies and technological applications in materials
science. Thin metal films of submicron thickness are typical
examples of nanostructures and are widely used in modern
high-speed electronic and optoelectronic devices. In such
systems, the switching time can nowadays approach the fem-
tosecond time domain. On this time scale, the electron dis-
tribution is out of thermal equilibrium. In order to control the
energy consumption, it is therefore important to develop a
better understanding of electron transport and energy relax-
ation in the femtosecond temporal regime.

Due to the presence of interfaces, the ion and electron
dynamics in finite-size metallic nanostructures display unex-
pected features. For example, as the elastic and inelastic-
scattering length ��10–50 nm for bulk metals� are much
longer than the size of the system, an electron—or a group of
electrons—can travel coherently through the length of the
system, thus leading to ballistic transport between the sur-
faces. On a longer time scale, the transport generally be-
comes diffusive due to electron-electron, electron-surface,
and electron-ion collisions.

Experimentally, thanks to the recent development of ul-
trafast spectroscopy techniques, it is now possible to monitor
the femtosecond dynamics of an electron gas confined in
metallic nanostructures such as thin films,1–8 nanotubes,9

metal clusters,10,11 and nanoparticles.6,7,12,13 Therefore,
meaningful comparisons between experimental measure-
ments and numerical simulations based on microscopic theo-
ries are becoming possible.

From the theoretical point of view, a number of phenom-
enological models2,14–20—originally developed for bulk
materials—employ Boltzmann-type equations within the
framework of Fermi-liquid theory.21 However, such ap-
proaches fail to describe finite-size systems because the in-
terfaces, which play a crucial role in the ultrafast dynamics,
are not included.

To our knowledge, few comprehensive investigations
based on microscopic models �either quantal or semiclassi-

cal� are available in the literature. Concerning quantal mod-
els, ultrafast electron dynamics in metal clusters was inves-
tigated by Calvayrac et al.22 using time-dependent density
functional theory, both in the linear and nonlinear regimes.
The many-particle quantum dynamics of the electron gas in a
thin metal film was studied by Schwengelbeck et al.23 within
the time-dependent Hartree-Fock approximation. However,
due to their considerable computational cost, these ap-
proaches are limited to relatively small systems.

The semiclassical limit of the previous quantal ap-
proaches is given by the self-consistent Vlasov-Poisson sys-
tem. The Vlasov-Poisson model was used to perform
particle-in-cell �PIC� simulations of the electron dynamics in
metal clusters,22,24 and to obtain analytical results in the lin-
ear regime for metal clusters25 and thin films.26 The PIC
method consists in approximating the distribution function
with a finite number of pseudoparticles. A major disadvan-
tage of PIC simulations applied to Fermi systems is the loss
of the fermionic character of the distribution as time evolves.
This spurious effect is due to the numerical noise inherent to
the PIC method, which is too large to allow a precise de-
scription of the phase space.

The purpose of the present work is to present extensive
computational results on the ultrafast dynamics of electrons
and ions in thin metal films, obtained using a very accurate
and stable numerical method for the semiclassical Vlasov-
Poisson system. The Vlasov equation is solved on a regular
phase-space mesh using a Eulerian code,27 which is not
based on discrete particles such as PIC codes and thus dis-
plays a very low level of numerical noise. Most importantly
for metallic nanostructures, the Eulerian code preserves the
fermionic character of the electron distribution at all times.
Our numerical results provide clear evidence for the impor-
tant role played by the finiteness of the system on the elec-
tron dynamics and transport. In particular, the presence of
surfaces is shown to influence crucially the process of elec-
tron thermalization.

The experimental setup we have in mind for our simula-
tions is that of a typical pump-probe experiment. In this situ-
ation, the following schematic scenario is generally assumed:
first, the electrons absorb quasi-instantaneously the laser en-

PHYSICAL REVIEW B 72, 155421 �2005�

1098-0121/2005/72�15�/155421�13�/$23.00 ©2005 The American Physical Society155421-1

http://dx.doi.org/10.1103/PhysRevB.72.155421


ergy via interband and/or intraband transitions �the establish-
ment of the polarization is instantaneous in a Poisson model
since no retardation effects are included�. Under certain con-
ditions �e.g., not too high energy transfer28� this early stage
leads to the creation of a collective oscillation, the so-called
surface or volume plasmon. Subsequently, the plasmon os-
cillation is damped through coupling to self-consistent qua-
siparticle excitations29,30 �Landau damping�. This damping
occurs on a very fast time scale ��10 fs�: it was observed
experimentally in gold nanoparticles31 and was studied theo-
retically in several works.26,30,32 During these fast processes,
the ionic background remains frozen and the electron distri-
bution is nonthermal. As a result, the electron temperature
cannot be properly defined at this stage of the relaxation
process.

On a longer time scale ��10 fs�, the injected energy is
redistributed among the electrons via electron-electron colli-
sions, leading to the so-called “internal” electron thermaliza-
tion. Electron-lattice �“external”� thermalization was gener-
ally supposed to occur on even longer time scales. However,
the results of Refs. 5 and 14 on thin gold films have shown
that nonequilibrium electrons start interacting with the lattice
earlier than expected, so that a clear separation between in-
ternal and external relaxation is not entirely pertinent.

Other experiments have measured the properties of heat
transport in thin gold films,1,2 showing that it is not a diffu-
sive process �Brownian motion�, but rather a ballistic one
�motion at constant velocity�. These works demonstrated that
heat transport occurs on a femtosecond time scale and in-
volves nonequilibrium electrons travelling at a velocity close
to the Fermi velocity of the metal.

In the present work, we perform Vlasov-Poisson simula-
tions to study the relaxation processes described in the above
paragraphs. Preliminary results on this problem were pre-
sented in a previous paper.33 The self-consistent Vlasov-
Poisson model is described in detail in Sec. II, whereas Sec.
III is devoted to the description of the numerical method. In
Sec. IV, the ground-state properties of the films are investi-
gated. The numerical results on the ultrafast dynamics and
transport are shown in Sec. V �for the electrons� and Sec. VI
�for the electron-ion coupling�. The impact of electron-
electron collisions is investigated in Sec. VII. Finally, Sec.
VIII contains a critical discussion of the results and some
hints at possible future developments of the present work.

II. VLASOV-POISSON MODEL

The electron dynamics in metallic nanostructures �includ-
ing thin metal films� is often described through quantum
mean-field models, such as the time-dependent Hartree equa-
tions. Mean-field models take into account collective effects
due to the global electric charge and current distributions, but
neglect two-body correlations �i.e., binary collisions�. This is
a fairly reasonable assumption for highly degenerate electron
gases in metallic nanostructures at room temperature, as the
exclusion principle forbids a vast number of transitions that
would otherwise be possible34 �this effect is known as “Pauli
blocking”�. Consequently, the electron mean-free-path is of-
ten larger than the size of the system. For instance, for the

sodium films considered in this work, the bulk mean-free-
path is about 34 nm, whereas the film thickness varies in the
range 10–30 nm. In addition, there is a conceptual advantage
in isolating a single physical mechanism �the mean field�,
insofar as the observed results can be unambiguously as-
cribed to that very mechanism.

In the semiclassical limit, the electron dynamics can be
described by the Vlasov equation22

� fe

�t
+ vx

� fe

�x
+

e

me

��

�x

� fe

�vx
= 0, �1�

coupled self-consistently to Poisson’s equation for the elec-
trostatic potential �magnetic fields will be ignored throughout
this work�

�2�

�x2 = −
e

�0
�ni�x� − ne�x,t�� , �2�

where ne=�−�
+�fedvx. We have further assumed that the singly

charged ions form a motionless neutralizing background with
inhomogeneous density

ni�x� =
n0

1 + e��x�−L/2�/�i
, �3�

where n0 is the ion density of the bulk metal and �i a dif-
fuseness parameter22 �simulations with mobile ions will be
reported in Sec. VI�.

The one-dimensional �1D� approximation used in Eqs.
�1�–�3� relies on the fact that a thin film can be viewed as an
infinite slab of thickness L. This assumption holds if the film
size in the directions parallel to its surfaces is large compared
to L. In this case, it is appropriate to use a 1D model, where
only the normal coordinate x and its corresponding velocity
vx play a role. Accordingly, the electric field is normal to the
film surfaces and only volume modes in the electron dynam-
ics can be studied, whereas surface modes are neglected �for
further details, see the introductory paragraph of Sec. V�.

The Vlasov-Poisson equations �1�–�2� constitute a non-
linear self-consistent system, as the electric potential deter-
mines fe in Eq. �1� and is in turn determined by it in Eq. �2�.
This model will be used throughout the present paper to
describe the electron dynamics in a thin metal film.

The system �1�–�2� must of course be supplemented with
boundary and initial conditions. For the electron distribution,
we define a computational box: −Lmax/2	x	Lmax/2 and
−Vmax	vx	Vmax, with Lmax
L and Vmax
vF, where vF is
the Fermi velocity of the metal. We then assume that
f�x ,vx= ±Vmax, t�=0 and f�x=Lmax/2 ,vx�0, t�= f�x
=−Lmax/2 ,vx�0, t�=0. The latter equality amounts to im-
posing zero incoming flux at the x boundaries of the compu-
tational box. The boundary conditions on the electrostatic
potential will be described shortly.

Concerning the initial condition, it is reasonable to as-
sume that the electrons are at thermodynamic equilibrium
with a certain temperature Te. At room temperature, Te is
generally much smaller than the Fermi temperature TF, so
that the relevant equilibrium is given by the quantum Fermi-
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Dirac distribution. In this sense, our model can be referred to
as semiclassical �classical dynamics, but quantum statistics
at equilibrium�.

As was mentioned above, it is appropriate to use a 1D
infinite slab geometry to describe the electron dynamics in
the film. However, at thermodynamic equilibrium, the elec-
trons should be allowed to occupy all available states in ve-
locity space, and there is no reason why states with vy �0
and vz�0 should be unoccupied. Therefore, even in 1D ge-
ometry, the equilibrium distribution should always be de-
scribed by a three-dimensional �3D� Fermi-Dirac function,

fe0
3D�x,v� = const �

1

1 + e�e�−�� , �4�

where �e=1/kBTe, � is the chemical potential, and 
=m�v�2 /2−e��x� is the local single-particle energy �here, v
is the 3D velocity vector�.

However, it is still possible to keep the 1D geometry for
the Vlasov-Poisson system, provided that one uses, as initial
condition, the 3D Fermi-Dirac distribution �4� projected on
the vx axis, fe0�x ,vx�=��fe0

3Ddvydvz. This integral can be per-
formed analytically and yields �restoring the correct multipli-
cative constant�

fe0�x,vx� =
3

4

n0

vF

Te

TF
ln�1 + e−�e�−��� , �5�

with �x ,vx�=mvx
2 /2−e��x�. Note that, at zero temperature,

the above expression becomes linear in the energy �see Fig.
1�,

fe0
Te=0�x,vx� =

3

4

n0

vF
�1 −



EF
	 for �vx� 	 vF �6�

and fe0
Te=0=0, for �vx��vF.

In order to obtain the equilibrium distribution, Eq. �5� is
inserted into Poisson’s equation �2�, which becomes a non-
linear equation for ��x� that can be solved numerically using
an iterative procedure. Once the electric potential ��x� has
been computed, it can be substituted back into Eq. �5� to
obtain the initial equilibrium state. The nonlinear Poisson’s
equation is solved with boundary conditions ���−Lmax/2�
=���Lmax/2�=0 �the apex denotes the x derivative�, which

corresponds to zero electric field at the boundaries. By inte-
grating Eq. �2� on the interval �−Lmax/2 ,Lmax/2�, it is easy to
see that these boundary conditions imply that the total elec-
tric charge in the computational box vanishes, i.e., �nedx
=�nidx.

It must be added that one cannot use the same boundary
conditions on the Poisson’s equation during the time evolu-
tion. Indeed, in this case the electron density ne is an inde-
pendent variable and no longer a function of �. Therefore,
the total electric charge cannot be forced a priori to be equal
to zero �because, in principle, some electrons could have left
the computational box�. Our strategy is to use Dirichlet
boundary conditions ��±Lmax/2 , t�=0 during the evolution
and to choose Lmax large enough so that virtually no electrons
leave the computational box.

Finally, it is convenient to express all quantities in terms
of a few normalized units that represent typical velocity, time
and length scales for a self-consistent electron gas. This
amounts to normalizing time to the inverse of the plasmon
frequency �pe= �e2n0 /me�0�1/2, velocity to the Fermi speed
vF, and length to LF=vF /�pe; in addition, particle densities
are normalized to the ion density of the bulk metal n0.
For alkali metals we have LF=0.59�rs /a0�1/2 Å, �pe

−1

=1.33�10−2�rs /a0�3/2 fs, EF=50.11�rs /a0�−2 eV, and TF

=5.82�105�rs /a0�−2 K, where rs is the Wigner-Seitz radius.
For sodium, rs=4a0 with a0=0.529 Å. The ion plasmon fre-
quency �pi= �e2n0 /mi�0�1/2 is much larger than �pe, due
to the large ion-to-electron mass ratio. In our case, we have
that the electron and ion plasmon periods �defined as 2� /�p�
are, respectively, 0.67 fs �
6.28 �pe

−1� and 137.68 fs
�
1300 �pe

−1�. The simulations with fixed ions are equivalent
to assuming mi→� and thus �pi→0.

III. NUMERICAL METHOD

In this work, we shall present computational results ob-
tained from the numerical resolution of the Vlasov-Poisson
system �1�–�2�. The standard technique to solve this system
is the so-called particle-in-cell �PIC� method, according to
which the electron distribution is represented as a sum of
delta functions, fe�x ,vx , t�=� j=1

N wj�(x−xj�t�)�(v−vxj�t�),
where the wj are constant weights, and xj and vxj are the
position and velocities of N test-particles obeying the classi-
cal equations of motion �characteristics of the Vlasov equa-
tion�, ẋj =vxj and mev̇xj =−eE�xj�. The electric field
E=−�� /�x is computed by projecting the particle density on
a spatial mesh and then solving Poisson’s equation.

For applications to degenerate electron plasmas, this
method presents at least two drawbacks: �i� In the initial
state, the particles are loaded at random so that some statis-
tical noise is introduced, which will pollute the simulation
results at all subsequent times. Statistical noise is propor-
tional to N−1/2, and is therefore difficult to eliminate by sim-
ply increasing the number of particles;35 �ii� More impor-
tantly, PIC methods violate the exclusion principle,36 so that
the initial Fermi-Dirac equilibrium quickly relaxes to a
Maxwell-Boltzmann distribution �this relaxation is caused by
the very same statistical noise mentioned above�. The accu-

FIG. 1. Energy distribution function at t=0 and �pet=1000 for a
case without perturbation. The inset shows a semilog plot of the
same curve. Virtually no variation in the distribution can be de-
tected. The film thickness and temperature are, respectively, L
=100LF and Te=0.008TF.
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racy of PIC simulations can be improved by using finite-size
particles �i.e., replacing the Dirac delta functions with
smoother functions�37 or by introducing ad hoc collision
operators.38 Nevertheless, Maxwell-Boltzmann thermaliza-
tion is still observed after some time. In addition, these cor-
rections make it difficult to separate the collisionless Vlasov
dynamics from the effect of such ad hoc terms.

In contrast, Eulerian codes solve the Vlasov equation us-
ing standard methods developed for parabolic partial differ-
ential equations.27,39,40 The entire phase space �x ,vx� is cov-
ered with a regular mesh and the distribution function is
defined on the mesh nodes �nonuniform meshes have also
been proposed,41 but will not be used here�. As a result,
Eulerian codes display very low numerical noise �even in
regions where the electron gas is rarefied, which is where
PIC codes would be most noisy� and are capable of preserv-
ing the fermionic character of the distribution function for
extremely long times. The latter property is crucial to obtain
meaningful simulation results for a degenerate electron gas.
It must be said that Eulerian codes do require a larger com-
putational effort, both in terms of computing time and stor-
age memory, particularly for fully 3D problems, which re-
quire the meshing of a six-dimensional �6D� phase space.
Today’s computing facilities, however, tend to make these
limitations somewhat less relevant.

In order to illustrate the good properties of Eulerian
codes, we have prepared the system in a Fermi-Dirac equi-
librium at low temperature �Te /TF=0.008� and then let it
evolve following the Vlasov-Poisson system. In this ex-
ample, the film has thickness L=100LF and the ions are kept
fixed. By definition, this Fermi-Dirac equilibrium is a sta-
tionary solution of the Vlasov equation �indeed, all functions
of the energy only are� and therefore should not change in
time. The stability of this initial condition was verified by
monitoring the energy distribution f�E , t�, obtained by aver-
aging fe�x ,vx , t� over surfaces at constant energy

f�E,t� =
� � fe�x,vx,t��„�x,vx,t� − E…dxdvx

� � �„�x,vx,t� − E…dxdvx

, �7�

where �x ,vx� is the single-particle energy defined in Sec. II,
� is the Dirac delta function, and the integration is over the
entire phase space. Figure 1 shows the energy distribution at
times t=0 and �pet=1000. The two curves are virtually in-
distinguishable on the scale of the figure �even on a semilog
scale down to very small amplitudes�, confirming the very
good stability of our Eulerian code. Over the entire simula-
tion, the total energy is conserved within an error of less than
0.05%. In contrast, PIC codes show a rapid deterioration of
the Fermi-Dirac ground state, which relaxes to a Boltzmann
distribution in about 13 electron plasmon cycles ��pet80 in
our units�.37,38 We conclude that the use of Vlasov Eulerian
codes is an effective method to preserve Pauli’s exclusion
principle during the semiclassical evolution of the electron
system.

IV. GROUND STATE

Before attacking the more challenging study of the elec-
tron dynamics and transport, it is useful to investigate the
properties of the self-consistent ground state. As detailed in
Sec. II, this is obtained numerically by solving the nonlinear
Poisson equation �2�, with the electron distribution given by
Eq. �5�. Three cases were analyzed in detail, �i� L=100LF
and �i=0.3LF; �ii� L=200LF and �i=0.3LF; and �iii� L
=200LF and �i=LF. For each case, several calculations were
performed for different temperatures, ranging from Te
=0.003TF to Te=TF. The results were compared to those pre-
dicted by the thermodynamical theory of an infinite system
of noninteracting fermions �Fermi gas�.

Typical profiles for the ground state are shown in Figs. 2
and 3 for the parameters of case �i� and different tempera-
tures. The “spill out” of the electron density �with respect to
the ion density� is visible even for Te�TF and increases with
the temperature. The potential profile is flat inside the film
and displays a steep jump at the two surfaces.

Several energy quantities were considered �all normalized
to the Fermi energy�. The total energy of the electron gas is
given by the sum of kinetic plus potential energy, Etot=Ekin
+Epot. Further, the kinetic energy can be split into two parts,
the Thomas-Fermi energy �energy of the equivalent zero-
temperature state with same density� ETF= 1

5 �ne�x�5/3dx and
the thermal energy Eth=Ekin−ETF. The thermal energy corre-
sponds to the kinetic energy of the electrons located in a
shell of thickness kBTe around the Fermi surface. The ther-

FIG. 2. Density profile �normalized to n0� near the surface, for a
film with L=100LF, �i=0.3LF, and electron temperatures Te /TF

=0.03, 0.5, and 1.0 �the steeper curves have lower temperatures�.
The dashed line represents the ion density profile. The inset shows
the electron density over the entire film.

FIG. 3. Electric potential profile for a film with L=100LF, �i

=0.3LF, and electron temperatures Te /TF=0.03, 0.5, and 1.0.
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mal energy per particle Ēth is obtained by dividing Eth by the
normalization of fe�x ,vx�, which is N=��fedxdvx.

Figure 4 shows the thermal energy per particle as a func-
tion of the square of the electron temperature. The theoretical
estimate for an infinite Fermi gas at low temperature yields

Ēth=C�Te /TF�2, with C=�2 /120.82, which fits very well
the numerical results.42

In Eq. �5�, there is a certain ambiguity on the value of the
chemical potential �, as the electric potential ��x� is defined
up to an additive constant, which can be attached either to �
or to �. We choose this constant in such a way that the
chemical potential is directly comparable to its definition in
the bulk, where ��0. Therefore, we impose that the electric
potential is equal to zero in the center of the film, where the
effect of the surfaces is negligible �see Fig. 3�. Once this
constant is fixed, the value of � is then unambiguously de-
termined. The value of � is plotted in Fig. 5 for the three
cases defined above and several values of Te. The numerical
computations reproduce very accurately the exact theoretical
result �valid for all temperatures� obtained for noninteracting
bulk fermions in three dimensions.

From the results of Figs. 4 and 5, it is clear that the ther-
modynamical properties of the electron gas in the film are
mainly those of an infinite noninteracting fermion gas �at
least for our semiclassical model; deviations from bulk be-
havior were recently observed in a quantal model43�. The

finiteness of the system and the presence of strong self-
consistent electric fields at the surfaces do not seem to play a
significant role. This is far from trivial, as the dynamical
properties of the electron gas �see next section� will turn out
to be mainly determined by the very presence of electrically
charged surfaces. The lesson to be learned is that the fact that
bulk theory works well for the ground state is no guarantee
that it will succeed in time-dependent situations.

In order to investigate the ground state properties that
depend crucially on the finiteness of the system, we need to
monitor quantities that involve the potential �i.e., electric�
energy, Epot=�0 /2�E2dx. An interesting result is obtained by
plotting the potential energy versus the thermal energy per
particle �Fig. 6�. For a wide range of temperatures, we ob-

serve a linear relationship between Epot and Ēth, with the
potential energy taking a finite value as Te→0. By varying
the system size, the points fall on the same straight line,
showing that this linear relationship is size independent. Tak-
ing a larger value of �i �which determines the ion density
profile at the surfaces�, the points still fall on a straight line
with lower potential energy, although the slope is slightly
different.

Another interesting quantity is the electric potential jump
between the center of the film �x=0� and a point far from the
film surface, ��=��0�−��Lmax� �Fig. 7�. e�� represents the
energy needed to bring an electron �initially at rest� from the
center of the film to a point far away from it. At zero electron
temperature, e�� is obviously equal to the Fermi energy. At
finite temperature, e�� increases linearly with Te; this linear
relationship is very well verified up to Te0.5TF. The quan-
tity e�� also represents the energy of the phase-space sepa-
ratrix that discriminates between bound electrons �with ener-
gies ��e��� and unbound electrons ���e���.

The fact that e�� increases with the temperature may
seem surprising, as one would rather imagine that it is easier
to extract an electron from a warmer, rather than colder, elec-
tron gas. The caveat comes from the self-consistency: when
Te is increased �keeping the ion profile fixed�, the electron
density becomes smoother at the surfaces, yielding a larger
charge separation, which in turn increases the electric field
and the potential jump at the surfaces. In other words, one

FIG. 4. Thermal energy per particle as a function of the squared
electron temperature, for three cases, L=100LF and �i=0.3LF �dia-
monds�; L=200LF and �i=0.3LF �triangles�; and L=200LF and �i

=LF �stars�. All energies are normalized to EF. The continuous line
represents the theoretical result for the bulk at low temperatures.

FIG. 5. Chemical potential as a function of the electron tempera-
ture, for three cases, L=100LF and �i=0.3LF �diamonds�; L
=200LF and �i=0.3LF �triangles�; and L=200LF and �i=LF �stars�.
The continuous line represents the theoretical result for the bulk.

FIG. 6. Potential energy versus thermal energy per particle, for
three cases, L=100LF and �i=0.3LF �diamonds�; L=200LF and �i

=0.3LF �triangles�; and L=200LF and �i=LF �stars�. All energies
are normalized to EF. The straight lines are fits to the numerical
data.
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cannot increase the electron temperature without altering the
electric potential profile, as was already obvious from the
results of Fig. 6. Nonetheless, one should keep in mind that
e�� is the energy needed to extract an electron at rest �i.e.,
vx=0�. Obviously, electrons with a finite velocity will need a
lesser amount of energy. For an electron gas at finite tem-
perature, although the potential jump is indeed larger, there
are actually more electrons with higher velocities that can be
easily extracted.

V. DYNAMICS AND TRANSPORT

In order to study the electron dynamics, a small perturba-
tion was added to the electronic ground state. The perturba-
tion was in the form of a uniform shift �v of the entire
electron population in velocity space.22 In this way, an
amount of energy is injected into the system in the form of
kinetic energy of the center of mass of the electron popula-
tion. After applying such perturbation, the electron gas is left
to evolve under the action of the self-consistent electric po-
tential.

We consider situations where no linear momentum is
transferred parallel to the plane of the surface �i.e., only ex-
citations with q� =0 are taken into account�. This situation
corresponds to the excitation of the slab with optical pulses44

and also to the response to a uniform electric field oriented
normal to the surface. The dispersion relation of the slab
collective modes is given by the well-known expression45

�±�q��=�pe��1�e−q�L� /2. For q� =0, only longitudinal
modes �volume plasmon with �=�pe� can be excited.

We shall focus on a reference case, with ion diffuseness
�i=0.3LF, and electron temperature Te=0.008TF300 K.
The perturbation is taken to be �v=0.08vF. Three values of
the film thickness will be investigated, L=100LF118 Å,
L=200LF, and L=300LF. The value of �v has been rescaled
in order to have the same excitation energy for all film thick-
nesses �i.e., �v must scale like L−1/2�.

For all cases, the computational box Lmax is chosen to be
Lmax=L+200LF, i.e., we allow for an empty buffer zone of
100LF on each side of the film. The electric potential is then
set to zero at the boundaries of the computational box, as
was discussed in Sec. II. We stress that the choice of such

boundary conditions is part of the physical problem under
study and thus affects the linear response of the system, as
was nicely shown by Hoh.46 Therefore, typically linear quan-
tities �like the oscillation frequency and damping rate of the
electric dipole� may be quantitatively affected by the choice
of the boundaries, though the qualitative picture remains the
same. Nonlinear effects, such as the slow oscillations of the
thermal energy described later, which are the main focus of
the present paper, are only mildly affected by the choice of
boundaries and are observed, with the same features, for all
values of Lmax.

A. Damping of the electric dipole

The relaxation of the electron gas is frequently studied by
monitoring the evolution of the electric dipole,22 defined as
d�t�=��fex dx dvx /��fedx dvx. The dipole evolution is
shown on a semilog scale in Fig. 8, together with its fre-
quency spectrum, defined as the absolute value of the Fourier
transform of d�t�.

The dipole oscillates at a frequency slightly smaller than
the electron plasmon frequency and is initially damped ex-
ponentially with a rate approximately equal to �
0.0067�pe. The observed frequency is not exactly �pe be-
cause the computational box is necessarily finite �for ex-
ample, we take Lmax=300LF for a film with L=100LF�. In-
deed, it was shown46 that the boundary conditions
��±Lmax�=0 allow normal modes with a frequency less than
�pe. In a truly infinite medium �Lmax→��, the fundamental
frequency should approach �pe, this point has been checked
with our code by taking larger and larger computational
boxes.

The observed value of the damping rate is also sensitive
to the choice of the boundary conditions and therefore we do
not attempt to derive a scaling law with the film thickness.
Nevertheless, we stress that the same qualitative behavior

FIG. 7. Electric potential jump over the film extension versus
the electron temperature, for three cases, L=100LF and �i=0.3LF

�diamonds�; L=200LF and �i=0.3LF �triangles�; and L=200LF and
�i=LF �stars�. The straight line �with a slope equal to 8.0� is a fit to
the numerical data.

FIG. 8. Top, time history of the normalized electric dipole
d�t� /LF on a semilog scale; the straight line is a fit to the numerical
data. Bottom, frequency spectrum of the time history of the electric
dipole, normalized to its maximum. Both figures refer to a film with
L=200LF.
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�exponential damping� has been observed for all choices of
Lmax.

B. Energy relaxation

The long-time electron relaxation is studied by following
the time history of the energy quantities defined in Sec. IV.
The kinetic energy is now decomposed into the sum of the
Thomas-Fermi, thermal, and center-of-mass energies. The
latter is defined as the kinetic energy of center of mass of the
electron distribution, Ec.m.=1/2��je

2�x , t� /ne�x , t��dx �where
je=�vxfedvx is the electron current�. Preliminary results on
this issue were published in a previous paper.33 Several
phases can be identified in the time evolution �Fig. 9�. An
initial phase features damped collective oscillations of the
electron gas occurring at a frequency close to �pe, which
correspond to the damping of the electric dipole discussed
above. These fast oscillations are observed in the behavior of
Epot and Ec.m. up to �pet200. At this time, the center-of-
mass energy is almost entirely converted into thermal energy
�kinetic energy around the Fermi surface�. The Thomas-
Fermi energy �not shown on the figure� remains almost un-
changed during the entire run.

After saturation of the thermal energy at �pet200, a
slowly oscillating regime appears, with period 
100�pe

−1.
These slow oscillations are slightly damped, but still persist
until the end of the run �the total duration of this run was
�pet=3000�. The oscillation period is roughly equal to the
time of flight of electrons traveling through the film at a
velocity close to the Fermi velocity of the metal. Therefore,
we attributed this effect to nonequilibrium electrons bounc-
ing back and forth against the surfaces of the film. In order to
test this hypothesis, we have simulated two other films with
different thicknesses, L=200LF and L=300LF. The results
are plotted in Fig. 10 and confirm that the oscillation period
scales linearly with the film thickness. The propagation ve-
locity across the film can be estimated to be very close to vF.

Similar low-frequency oscillations were recently mea-
sured in transient reflection experiments on thin gold films,
where it was also observed that their period is proportional to
the thickness of the film.47 The explanation provided by the
authors is basically identical to our interpretation of the
present numerical results.

The above simulations have highlighted two important
facts, �i� electron transport is ballistic and occurs at a veloc-
ity close to vF, in agreement with experimental measure-

ments in thin gold films;1,2 �ii� electron-surface interactions
play an important role in the dynamical processes, which
was not unexpected, since the thickness of the slab is smaller
than the electron mean free path �equal to 340 Å for bulk
sodium30�.

In order to check that the above findings do not depend
crucially on the electron temperature, we have repeated our
reference run �L=100LF� with initial temperature Te

=0.08TF3000 K �i.e., 10 times higher than before�. The
time history of the thermal energy �Fig. 11� is virtually iden-
tical to that observed in the low-temperature case, except for
a trivial shift of the curve corresponding to the initially
higher temperature. We have also checked that the same be-
havior does not depend on the ion density profile, by chang-

FIG. 9. Time evolution of the thermal, electric, and center-of-
mass energies for a film thickness L=100LF.

FIG. 10. Time evolution of the thermal energy for three values
of the film thickness, L=100LF �top�, L=200LF �middle�, and L
=300LF �bottom�.

FIG. 11. Time evolution of the thermal energy for �i=0.3LF and
initial temperatures Te=0.008TF and Te=0.08TF �solid lines� and
for �i=LF and Te=0.008TF �dashed line�. The film thickness is L
=100LF.
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ing the diffuseness parameter to �i=LF �instead of the pre-
viously used �i=0.3LF�. The result is also plotted in Fig. 11
and shows little variation in the thermal energy evolution.
We conclude that the observed behavior is robust over a wide
range of temperatures �at least as long as the electron gas
remains fully degenerate� and for different ion density pro-
files.

The energy distribution at �pet=3000 �computed from Eq.
�7�� is displayed in Fig. 12 for the run with L=100LF �quali-
tatively similar results were obtained for the other cases�. For
the sake of comparison, a Fermi-Dirac distribution with tem-
perature Te

final=0.0863TF is also plotted on the same graph.
This final temperature is obtained from the thermal energy of
the electron distribution at the end of the run, using the bulk

estimate Ēth /EF= ��2 /12��Te /TF�2. Clearly, the electron gas
has evolved toward a quasiequilibrium state characterized by
an energy distribution close to a Fermi-Dirac function, with a
temperature higher than the ground state. We note that this
quasiequilibrium has been attained even though no electron-
electron collisions were included in the model, the relaxation
was entirely due to the Coulomb mean field.

The fine resolution of the Eulerian code allows us to in-
vestigate in detail the microscopic electron dynamics in the
relevant phase space. The electron distribution function in
phase space fe�x ,vx , t� is shown in Fig. 13, for the film with
L=100LF. The perturbation propagates coherently from sur-
face to surface with a speed close to the Fermi velocity. For
instance, at �pet=50, the front of the perturbation �small
bump on the outer contour in Fig. 13� has almost reached the
point x=0; the small delay corresponds to an initial phase
shift of half a period � /�pe. Coherent structures �vortices�
are indeed observed around the phase space region near vF
�see the zoom in Fig. 14 at �pet=50�. The vortex size is of
the order of 2�LF �which corresponds to a wave number
qLF=1� and does not depend on the film size. These struc-
tures correspond to nonequilibrium electrons being trapped
in the propagating wave and are known to appear in wave-
particle interactions in classical plasmas.48 When the pertur-
bation reaches the opposite surface, it is reflected back and
interacts with the rest of the nonequilibrium electrons, thus
inducing a loss of the coherence �i.e., vortices are destroyed�.
After several collisions with the surfaces, most of the non-
equilibrum electrons are spread in a region around the Fermi
surface �see Fig. 14 at �pet=1000�, leading to a high-

temperature quasiequilibrium state with a Fermi-Dirac en-
ergy distribution, as was shown in Fig. 12. Nevertheless,
such mean-field thermalization is not quite complete, as the
final energy distribution is not exactly a Fermi-Dirac one and
some periodic oscillations still persist �Fig. 9�.

C. Effect of excitation energy

It is also interesting to analyze how the electron gas re-
sponds to different excitations energies. The excitation en-

FIG. 12. Solid lines, energy distribution functions at t=0 and
�pet=3000 for a film with L=100LF and initial temperature Te

init

=0.008TF. The dashed line represents an analytical Fermi-Dirac
distribution with temperature Te

final=0.0863TF.

FIG. 13. Contour plots of the electron distribution function in
phase space, at different instants, for a film thickness L=100LF.

FIG. 14. Contour plots of the electron distribution function in
phase space at �pet=50 and �pet=1000, for the film with L
=100LF �same as Fig. 13�. This plot shows a zoom near the Fermi
surface.
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ergy per unit area E* is linked to the perturbation in velocity
space �v in the following way: E* /EF=n0L��v /vF�2. In the
simulations shown in the preceding paragraphs, the value of
�v was rescaled ��v�L−1/2� in order to have the same exci-
tation energy for all film thicknesses, E*=0.64EF.

Now, we perform simulations corresponding to different
excitation energies for several values of the film thickness.
Figure 15 shows the evolution of the thermal energy, normal-
ized to the excitation energy, for two values of L. For each
case, the curves are almost exactly superimposed, which
means that the increase in thermal energy scales linearly with
the excitation energy, at least in the range considered here.
This self-similar behavior is also in agreement with experi-
mental measurements on thin gold films.47

VI. ELECTRON-ION COUPLING

The results presented in the preceding sections were based
on the assumption that, due to their large mass, the ions
respond so slowly that they can be assimilated to a motion-
less, positively charged density �jellium model�. However,
for time scales of the order of a few hundred femtoseconds,
or even shorter, the ions will start reacting to the electron
motion, so that the above jellium model becomes no longer
valid. For a correct treatment of the electron-ion coupling,
one should, in principle, adopt a molecular dynamics point of
view, and follow the �classical� trajectory of each ion. Some
interesting results can nevertheless be obtained by supposing
that the ions evolve in the same mean field as the electrons.

Here, we shall focus our attention on alkali metals, and
more specifically sodium films, for which the influence of
the core electrons can be neglected.49 The ion dynamics is
modelled via a Vlasov equation analogous to Eq. �1�,

� f i

�t
+ vx

� f i

�x
−

e

mi

��

�x

� f i

�vx
= 0, �8�

where mi=42 228me is the mass of sodium ions.

As the ions are classically distributed, their initial condi-
tion is given by a Maxwell-Boltzmann equilibrium

f i�x,vx,t = 0� =
ni�x�

�2�Ti

exp�−
mivx

2

2Ti
	 , �9�

where the initial ion density ni�x� is defined in Eq. �3�, and
the ion temperature Ti is taken to be equal to the electron
temperature, Ti=Te=0.008TF. The initial electron distribu-
tion is obtained self-consistently in the same fashion de-
scribed in Sec. V. �We note that the resulting ion-electron
initial state is not, strictly speaking, a stationary solution of
the Vlasov-Poisson system, though it becomes so in the limit
mi→�.�

The inclusion of the ion dynamics does not alter the main
conclusions drawn in the preceding sections. In particular,
we still observe the initial Landau damping of the electric
dipole and the propagation of the perturbation at a velocity
close to the Fermi velocity.

The thermal energies for the fixed and mobile ions runs
are shown in Fig. 16. In the mobile ions case, the electron
density changes significantly, so that the Thomas-Fermi part
of the kinetic energy is no longer approximately constant �as
it was in the fixed ions runs�. For this reason, we now define
the electron thermal energy as Eth,e=Ekin,e−Ec.m.,e−ETF�t
=0� �it was defined as Eth,e=Ekin,e−Ec.m.,e−ETF�t� in the
fixed ions runs�. For the ions, the thermal energy is simply
the kinetic energy, as the center of mass of the ion distribu-
tion is virtually motionless. The total thermal energy is given
by the sum of the ion and electron components. The latter
quantity is plotted in Fig. 16, together with the fixed ions
result for comparison. The low frequency oscillations are
still observed, but decay somewhat more quickly than in the
fixed ions case. This is not unexpected, as the coupling to the
ion dynamics provides an additional channel for dissipation.

It is also interesting to study the evolution of the ion and
electron kinetic energies, which are shown in Fig. 17 for a
film thickness L=100LF. The plots show that the ions gain
kinetic energy at the expense of the electron population.
However, this process is considerably slower, and the elec-
trons are still substantially more energetic than the ions at the
end of the run.

The phase space portrait of the ion distribution function
�Fig. 18� reveals that the electron-ion energy exchange is
localized at the surfaces of the film,12 where the ions are

FIG. 15. Time evolution of the thermal energy, normalized to
the excitation energy E*, for different values of E*. Top frame, L
=200LF; bottom frame, L=300LF.

FIG. 16. Time evolution of the total thermal energy in the mo-
bile ions case �a� and the fixed ions case �b�. The film thickness is
L=100LF.
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accelerated to velocities much larger than their initial thermal
speed �kBTi /mi3�10−4vF. We stress again that the
electron-ion coupling observed here is due to the mean field
alone via Poisson’s equation.

VII. ELECTRON-ELECTRON COLLISIONS

The simulations presented in the preceding sections in-
cluded only the mean field, but neglected the effect of
electron-electron �e-e� collisions. This approximation is valid
for short times, when the collisions have not yet been able to
play a role, but should eventually break down on a longer
time scale. In particular, the slow oscillations observed in
Fig. 9 are expected to be damped by e-e collisions whose
characteristic time is much shorter than the oscillation pe-
riod.

In order to assess the impact of e-e collisions on the non-
linear dynamics, we make use of a simple relaxation model
based on Landau’s Fermi liquid theory. To model e-e colli-
sions, the right-hand side of the Vlasov equation �1� is now
set to

� � fe

�t
	

coll
� − �ee�Te��fe − fe

�� , �10�

where �ee is the average e-e collision rate and fe
��x ,vx� is a

Fermi-Dirac distribution. The rationale behind this model is
that the electron distribution will eventually relax towards a
Fermi-Dirac equilibrium under the action of e-e collisions,
on a time scale of the order �ee

−1. In order to select such
equilibrium distribution fe

�, we note that the electron cloud is
supposed to be isolated from its environment �we neglect
electron-ion couplings at this stage�, so that the total energy
is conserved. Therefore, fe

� can only be given by the Fermi-
Dirac distribution which has total energy equal to that of the
initial electron distribution fe�x ,vx , t=0� �including, of
course, the initial excitation energy�. In other words, we sup-
pose to work in the microcanonical ensemble and require
that fe relaxes to thermodynamic equilibrium under the con-
straint of total energy conservation.

The above prescription allows us to compute unambigu-
ously fe

��x ,vx�. A minor caveat is that the latter is defined in
terms of its temperature Te

�, which needs to be computed
from the total energy. This is done numerically by trial and
error until a sufficient precision is obtained.

For electrons near the Fermi surface, the e-e collision rate
can be written as21

�ee�Te� = aTe
2, �11�

where a is a �dimensional� proportionality constant. The lat-
ter has been estimated from numerical simulations of the
electron dynamics in sodium clusters,50 yielding a
0.4 fs−1 eV−2, which is also compatible with the analytical
prediction given by the random phase approximation.21

In our simulations, we shall use a temperature-dependent
collision rate, where Te is the instantaneous electron tem-

FIG. 17. Time evolution of the ion �a� and electron �b� kinetic
energies. The film thickness is L=100LF.

FIG. 18. Contour plots of the ion distribution
function in phase space, at different instants, for a
film thickness L=100LF.
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perature computed from the thermal energy per particle ac-
cording to the bulk formula �Eth /N�Te

2� given in Sec. IV.
The collision rate can thus be expressed in the nondimen-
sional form,

�ee

�pe
=

b

2

Eth

NEF
. �12�

Intuitively, the thermal energy is a good estimate of the por-
tion of phase space that is open and thus available for colli-
sions. For Eqs. �11� and �12� to be consistent, the dimension-
less constant b must take a value that is very close to unity,
as can be easily shown by employing the physical parameters
given in Sec. II for sodium. Nevertheless, in the numerical
simulations, we will show results for various values of b, in
order to highlight the effect of e-e collisions with respect to
the purely mean-field dynamics.

We note that our model for e-e collisions, though fairly
simple, does not rely on any free parameters and is entirely
determined by fundamental considerations.

In Fig. 19, we show the evolution of the thermal energy
for the reference case of a film of thickness L=100LF �see
Fig. 9�, for different values of b. The initial perturbation is
�v=0.08vF, which implies that the system must relax to a
Fermi-Dirac distribution fe

� with temperature Te
�

0.086 85TF �note that this value is compatible with that of
Fig. 12�. For the realistic value b=1, the slow nonlinear os-
cillations are damped after a time �500�pe

−150 fs. Note

that the e-e damping time �ee��ee
−1 is approximately equal to

3.6�104�pe
−1 at the start of the simulation �when Te

=0.008TF�, but becomes �pe�ee330 at saturation of the
thermal energy. The latter value is consistent with the ob-
served relaxation time.

Figure 20 shows the energy distribution function �see Eq.
�7�� at �pet=1000, for three different values of b. For b=1,
the distribution has virtually relaxed to the Fermi-Dirac equi-
librium fe

�, whereas for b=0.1 and b=0.3 some significant
deviations from the equilibrium still persist.

A similar behavior is observed for a thicker film, L
=200LF �Fig. 21�. As the collision rate scales as the inverse
of the film thickness �as N�L in Eq. �12��, the damping time
is about twice as long in this case. The number of observed
oscillation periods �which scales as L� is thus independent on
the thickness of the film.

FIG. 19. Time evolution of the electron thermal energy for a
case with e-e collisions and three different values of b. The film
thickness is L=100LF.

FIG. 20. Energy distribution function at �pet=1000, for the
three cases of Fig. 19, b=0.1, b=0.3, and b=1. The dashed line is
the analytical Fermi-Dirac equilibrium fe

� with temperature Te
�

=0.086 85TF. The larger the value of b, the closer the curve is to the
Fermi-Dirac equilibrium.

FIG. 21. Time evolution of the electron thermal energy for a
case with e-e collisions and two different values of b. The film
thickness is L=200LF.
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The e-e collision rate is a function of the thermal energy
of the electron population, which in turn depends on the
excitation energy E*��v2. Therefore, we expect the effect of
e-e collisions to diminish for lower excitation energies. This
conjecture has been tested by running two cases at L
=100LF, with �v=0.04vF and �v=0.02vF �previously, we
had �v=0.08vF�, using the realistic value b=1 �Fig. 22�.
Clearly, the damping is less effective for lower excitation
energies, in agreement with our conjecture. For �v=0.02vF,
the nonlinear oscillations are still present at �pet=2000.
These results indicate that, for sufficiently low excitations,
the slow nonlinear oscillations should be observed in spite of
the thermalizing effect of e-e collisions.

VIII. DISCUSSION

In this work, we reported numerical results on the ul-
trafast dynamics of electrons and ions in thin metal films. We
used a semiclassical one-dimensional model �Vlasov-Poisson
system�, which incorporates the effect of the mean Coulomb
field, but neglects electron-electron collisions �the latter were
included at a later stage�. The adopted geometry is appropri-
ate to study volume excitations, although it does not describe
surface modes. The relative simplicity of our model can ac-
tually be a conceptual asset, as it allows one to isolate and
study physical effects that are solely due to semiclassical and
mean field phenomena.

The Vlasov-Poisson model was solved numerically using
a very stable and accurate scheme for the Vlasov equation.
This enabled us to follow the electron dynamics over long
times �well into the nonlinear regime�, without being encum-
bered by the numerical noise that pollutes most test-particle
simulations.

Given the success of the model in explaining previous
experimental findings1,2 �and in predicting effects that were
unpublished when the model was developed47�, it appears

that electron transport in metal films can indeed, to a large
extent, be described by purely semiclassical and mean-field
physics. Of course, further investigations will be needed to
analyze the impact of quantum-mechanical and collisional
effects on the present results.

We first studied the properties of the ground state, ob-
tained via a Thomas-Fermi-type approach. The principal aim
here was to understand whether the standard bulk properties
also apply to finite-size systems. Our results showed that
they do apply, for instance, we verified that, at low tempera-
tures, the thermal energy scales like Te

2, with the correct pro-
portionality constant; the chemical potential also follows the
bulk result, up to temperatures of the order of TF. Thus, the
presence of surfaces does not seem to play a major role on
the properties of the ground state, although, as we have seen,
it is of paramount importance for transport phenomena.

Concerning the dynamical aspects of our study, previous
experimental measurements on thin gold films1,2 had sug-
gested that electron transport is ballistic and occurs at a
speed close to the Fermi velocity of the metal. Our numerical
results confirmed both these conclusions, indeed, contour
plots of the electron phase space distribution clearly showed
that the transport is due to bunches of nonequilibrium elec-
trons traveling through the film with a speed close to vF.

By bouncing back and forth on the film surfaces, these
electrons trigger a regime of slow oscillations in the thermal
energy, with period equal to the time-of-flight L /vF. This
regime is not altered by changing the electron temperature,
the ion density profile, or the initial excitation. After several
collisions with the film surfaces, these electrons get smeared
out on the Fermi surface, giving rise to an apparent tempera-
ture increase in the electron population. We stress that such
heating effect is entirely due to mean-field interactions,
electron-electron collisions having been neglected so far.

Including the ion mean-field dynamics did not change
most of the above conclusions. It was observed that kinetic
energy is gradually transferred from the electron to the ion
population. This results in significant ion accelerations, lo-
calized at the surfaces of the film.

A simple �but parameter-free� model was devised in order
to take into account the effect of electron-electron collisions.
Although the collision term tends to damp the slow nonlinear
oscillations, several oscillation periods were still observed.
In addition, the collision term becomes less effective for
smaller excitations, because a smaller portion of the phase
space is opened up and thus available for collisions.

The present work could be generalized to take into ac-
count quantum-mechanical effects, by replacing the Vlasov
equation with the Wigner equation.51 Comparison with the
present results would allow us to sort out typically quantum
phenomena from the semiclassical dynamics treated here.
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FIG. 22. Time evolution of the electron thermal energy for a
case with e-e collisions �b=1� and two different values of �v. The
film thickness is L=100LF.
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