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The phase diagram of the cuprates is studied in the vicinity of the tetracritical point arising due to the
interplay of superconducting �SC� and orbital antiferromagnetic �OAF� ordered states. SC pairing from repul-
sion results in the two-component order parameter with relative phase associated with OAF order. There are
two SC phases, with and without orbital currents, inside the SC dome. The weak pseudogap is associated with
an OAF ordered state whereas the strong one exhibits developed fluctuations of the order parameter and
enhanced diamagnetism inside this state.
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It is believed that a competition of the antiferromagnetic
�AF� and superconducting �SC� pairing channels determines
the typical phase diagram of quasi-two-dimensional �2D�
doped cuprate compounds.1–3 The SC dome arises in a region
of doping, x*�x�x*, and the SC transition temperature TC
has its maximum value inside this region at x=xopt. The
weak pseudogap state in underdoped �x�xopt� cuprates
manifests itself at TC�T�Tw

* where Tw
* is a decreasing func-

tion of doping corresponding to a broad peak in the
T-dependence of magnetic susceptibility. The strong
pseudogap becomes apparent in the Nernst effect at TC�T
�Tstr

* where Tstr
* �Tw

* and can be associated with a rise of
incoherent SC pairs4 or unbound vortex-antivortex pairs.5

The SC gap has some nodes on the Fermi surface and, just as
the pseudogap, can be referred to as either d-wave or ex-
tended s-wave symmetry.6

We report a phase transition inside the SC dome resulting
from SC pairing at large momentum under repulsive interac-
tion. We argue that such a pairing leads naturally to a coex-
istence of SC and orbital AF ordered states and can qualita-
tively explain the principal features of the phase diagram of
the cuprates.

Doping suppresses long-range spin AF ordering rapidly
but, up to x�xopt, there exists a short-range order as fluctua-
tions of the spin-density wave �SDW�.3 Because of a lack of
SDW nodal points there is an additional interruption of spin
correlations due to electron-phonon interaction �EPI�. On the
contrary, orbital antiferromagnetic �OAF� order7 results in an
insulating gap with some nodal points and turns out to be
more stable with respect to both doping and EPI.

Long-range OAF insulating order as a charge current den-
sity wave with dx2−y2 symmetry �DDW� can compete with
d-wave SC order in a rather wide doping region,2 and the
pseudogap state in the cuprates can be referred to as either
long-range �hidden�2 or short-range8 DDW order. OAF state
with a commensurate AF vector �the toroidal magnetic state9

or the staggered flux state10� in 2D cuprates manifests itself
as staggered current circulations inside a d-wave SC state.11

There is a compatibility of the OAF and SC pairing with the
same large incommensurate momentum being a remnant of
the insulating spin AF state creating superconductivity under
doping.

Singlet SC pairing with a large momentum turns out to be
dominant under the condition that the Fermi surface shows
the mirror nesting feature.12 This pairing channel results in a
periodic orbital structure of the order parameter defined in-
side a domain of kinematical constraint in the momentum
space. Such a domain, in contrast to that arising in the case
of Fulde-Ferrel-Larkin-Ovchinnikov nonuniform SC state,13

maps the crystal symmetry and, due to mirror nesting, does
not eliminate the logarithmic singularity from the self-
consistency equation.

Repulsive pairing interaction results in the two-
component SC order parameter with necessity.14 Complex
components �s�s=1,2� of the order parameter minimize the
free energy which, in the case of a spatially homogeneous
system near the phase transition, can be expressed in the
form of the Landau expansion in powers of the order
parameter:15

F1 = �
ss�

Ass��s
*�s� +

1

2 �
ss�tt�

Bss�tt��s
*�s�

*
�t�t�. �1�

The matrix elements Ass� and Bss�tt� have three and five in-
dependent components, respectively, and depend on the tem-
perature and doping. The free energy �1� is invariant under
SU�2� transformations of the components �s. One can sup-
pose that such a transformation is performed to diagonalize
the first term in Eq. �1�: Ass�=As�ss�.

The mean-field transition temperature Ts�x� should be de-
termined from the condition that det Ass�=0. The coefficients
As vanish when SC order disappears15 and one can assume
that As��1 where �1= �Ts−T� /Ts. The matrix Bss�tt� can be
taken at Ts�x� and is a function of doping only.

The components of the order parameter can be written in
the form �1=�1, �2=�2ei�, where �1 and �2 are the abso-
lute values of the components and � is their relative phase.
At T	Ts, the trivial solution �s=0 corresponds to the mini-
mum value of the free energy whereas the nontrivial one
arises in the opposite case. We restrict ourselves to a special
case when �1=�2��. Such a simplification turns out to be
sufficient to classify all principal peculiarities of the phase
diagram.

One can rewrite Eq. �1� as
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F1 = a1�2 + �B + 2C cos � + D cos �2��4/2, �2�

where a1=A1+A2�−
1�1, 
1	0, and the coefficients B, C,
and D can be expressed in terms of the elements Bss�tt�. Here
B and D are positive by definition. For the sake of simplicity,
we assume that C	0 as well.

At T�Ts, a nontrivial solution minimizing the free energy
�2� corresponds to ��0 and �=� when C�D. In the oppo-
site case CD the relative phase of the components of the
order parameter is determined by the equality cos �=−C /D.
The equation C�x�=D�x� determines a doping level x=x0

corresponding to a qualitative change of SC order.
In a small vicinity of the point x=x0, the ratio C /D

�c�x� can be represented as c�x��1+c��x0��x−x0�. We as-
sume that, in the case when c��x0�	0, doping region x	x0

corresponds to the relative phase �=�. Then, at x�x0, the
relative phase ���. One can define the order parameter
which differentiates the phases with �=� ��-phase� and �
�� ��-phase� as �=�−� ��=0 at x	x0 and 0���� /2 at
x�x0�. Near the point x=x0 of the phase transition, the order
parameter � introduced in such a way is small and one can
obtain an expansion of the free energy �2� in even powers of
�. In thermal equilibrium, we have �2=2c��x0��x−x0� when
x�x0. Thus, one can obtain the difference between the val-
ues of the free energy corresponding to the � and � phases,
F�−F���1

2�x−x0�2.
In the case of the �-phase, repulsive pairing interaction

results in the real order parameter with the components of
opposite sign.14 The relative phase ��� corresponds to the
solution of the self-consistency equation with complex co-
herence factors and makes possible a rather obvious interpre-
tation. Indeed, a change in the phase of the destruction op-
erator of an electron with spin � on a lattice site with radius-
vector n can be associated with a magnetic field,

ĉn� → ĉn� exp�i�e/�c�A�n�n� , �3�

where A is the vector potential. Therefore the phase of the
order parameter in the real space representation can be writ-
ten as

��n,n�� = � − �e/�c��A�n�n + A�n��n�� . �4�

The phase �4� contains a contribution into the phase of SC
condensate, �= �2e /�c�A�R�R, R= �n+n�� /2. It is quite
natural to assume that A is due to orbital currents circulating
inside a unit cell as a result of the relative motion of the pair.
When x�x0, that is near the phase transition, the change in
the relative phase is small and one can represent it as

� �
e

2�c

�Ai

�xk
xixk, �5�

where summation over repeated i ,k=1,2 is understood.
Within the framework of Ginzburg-Landau �GL� phenom-

enology, the SC order parameter should be implied as aver-
aged over the relative motion of the pair. In the case of
pairing with large momentum K, the order parameter period-
icity in the real space is 2� /K. Therefore a mean square
value of the relative phase of the components �s can be
estimated as 2�2���eH /2�cK�2 where H is the strength of

the internal magnetic field of circulating orbital currents.
Thus the deviation of the relative phase from � leads to a
rise of an additional contribution into the GL functional
which has meaning of the energy of the magnetic field of
circulating currents.

The magnetic field resulting in the change in the relative
phase of the components of SC order parameter can be re-
lated to staggered orbital currents that arise in the SC state11

and survive as long-range2 or short-range8 OAF order above
TC in the pseudogap region. In a sense, this internal field A
�H /K�� can be considered as a gauge field linking to-
gether the SC �charge� and OAF �current� degrees of free-
dom similar to the fields introduced in GL functional, for
example, in the bosonic version of the spin-charge separation
scheme.16 Thus in a spatially homogeneous system in the
absence of an external magnetic field, a rise of the relative
phase change � results in an additional contribution into the
free energy following from the gradient term of the GL
functional.15 One can represent this contribution as F12
=b12�

2�2 considering b12�x�	0 phenomenologically.
One can consider � as an order parameter associated with

the OAF insulating state. Therefore, another contribution be-
ing Landau free energy of this state,

F2 = a2�2 + b2�4/2, �6�

should be added into the free energy of the system. Here, b2
is a positive function of doping and the coefficient a2 van-
ishing at the mean-field OAF transition temperature Td�x�,
under the condition that 	�2	�1, can be written as a2
=−
2�2 where 
2	0, �2= �Td−T� /Td. The magnetic field en-
ergy of circulating currents, being also proportional to �2,
can be included into the term a2�2. In the absence of OAF
ordering, a rise of the thermally stable SC �-phase turns out
to be impossible and, in such a case, the condition C�x�
=D�x� should be understood as the equation which deter-
mines the lower boundary x* of the SC dome with only one
possible �-phase.

The free energy, up to the terms of the fourth order, can be
written as

F = a1�2 + a2�2 +
1

2
b1�4 + b12�

2�2 +
1

2
b2�4. �7�

The condition that a1�T ,x�=0 determines the mean-field
temperature Ts�x�. Therefore taking into account that a1

=−
1�1 one can assume that the expansion �7� is valid at
	�1	�1. Both 
1 and b1 are positive functions of doping. At
small x, OAF order dominates decreasing rapidly when x
increases. Therefore one can assume that there is an intersec-
tion of the functions Td�x� and Ts�x� at a point corresponding
to the doping level x=x0 as it is shown in Fig. 1. It should be
emphasized that the expression �7� represents the free energy
inside the relatively small region of the phase diagram where
both 	�1	�1 and 	�2	�1. Therefore the extension of the lines
shown in Fig. 1 outside this region must be considered as
reasonably simulated.

Minimization of the free energy �7� leads to some essen-
tial conclusions relating to the phase diagram. When T
	max�Td ,Ts�, the free energy exhibits a minimum at �=0,
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�=0 �the sector 2c1� in the inset in Fig. 1� corresponding to
the normal �N� phase. A piece of the boundary of this sector,
2c, is a line of the phase transition from the N to OAF phase
��=0, �=−a2 /b2� existing inside the sector 2c3. The lower
boundary of this sector, c3, determined by the equation
b2a1=b12a2, is situated below Ts�x�. This is a line of the
phase transition from OAF to SC �-phase thus c3 can be
attributed to the temperature of the SC transition, TC�x�,
when x�x0. The line c1� in Fig. 1 corresponds to the SC
phase transition from N to SC �-phase and, in the case when
x	x0, TC�x� coincides with the mean-field temperature
Ts�x�. The boundary separating two SC �� and �� phases
corresponds to the phase transition temperature T�� which
turns out to be below Td�x� in the doping region x	x0. Thus
the domains of the phase diagram in which the SC �- and SC
�-phases exist are the sectors 3c4 and 4c1� �Fig. 1�, respec-
tively. We consider the SC �-phase as a phase in which OAF
order coexists with SC � order. Each of four stable phases
discussed here corresponds to a minimum of the free energy
�7�. The intersection point c of the functions Td�x� and Ts�x�,
being also a convergent point of four lines of the phase tran-
sitions, can be referred to as a tetracritical point.17

In Fig. 2, we present schematically a picture of free en-
ergy isolines F�� ,��=const for each of the above-mentioned
sectors. It should be noted especially that both in OAF and
SC � states �the sectors 2c3 and 4c1�, respectively� of the
phase diagram there exist the domains in which, together
with a minimum, the free energy �7� exhibits a saddle point.
Inside the sector 1c3 belonging to the OAF ordered state the
free energy has a minimum with respect to � at �=0 whereas
a saddle point arises at �=0 and the value of � correspond-
ing to the equilibrium order in �-phase, �2=−a1 /b1. In a
small vicinity of the tetracritical point, the values of the free
energy corresponding to the minimum and the saddle point
are close to each other. Therefore one can expect an increase
in the probability of fluctuations giving rise to incoherent
long-living quasistationary states �QSS� of SC pairs with the
relative phase � in the OAF state.18 One can imagine the
decay of such QSS as a creation of unbound pairs of
opposite-sign orbital current circulations which can be also
treated as unbound vortex-antivortex pairs.5 Thus, inside the
sector 1c3, the pairs with a relative phase � can be consid-

ered as intermediate states arising during �-pair decay.
The temperature Ts�x� at x�x0 �1c in Fig. 1� has meaning

of an upper boundary of the region with developed fluctua-
tions of the absolute value of the SC order parameter and
should not be associated with a phase transition. One can
expect a significant enhancement of the Nernst effect19 in
this region therefore the line 1c can be identified with the
upper �crossover� boundary of the strong pseudogap region,
Ts�x��Tstr

* when x�x0. It should be noted that this
pseudogap, perhaps, can penetrate into an extremely low-
doping region, x�x*.

Inside the sector 4c2�, the free energy exhibits a mini-
mum at �2=−a1 /b1, �=0 and a saddle point at �=0, �2

=−a2 /b2 �Fig. 2� with the values close to each other. Thus, in
the stable SC �-phase, one can expect an enhancement of
fluctuations in the form of QSS of circulating orbital cur-
rents. The decay of such QSS is realized via intermediate
states of the SC �-phase.

At x0�x�x* �generally speaking, x0 is greater than the
optimal doping, x0	xopt�, the mean-field temperature Ts�x�
is the temperature of the phase transition from N into SC
�-phase, Ts�x�=TC�x�. In the case of doping level close
enough to x0 �x0�x�xb, Fig. 1�, after the BCS-like phase
transition N→SC�, the system, at first, goes through the
region of developed OAF fluctuations �the sector 4c2�� and
next experiences the second phase transition �the line 4c�
from SC � into SC � phase. This second order phase tran-

FIG. 1. Schematic phase diagram of doped cuprate compound.
Inset shows the phase diagram in the vicinity of the tetracritical
point c.

FIG. 2. Outline of � �horizontal axis�-� �vertical axis� topology
of the free energy. Numbers from 1 to 6 correspond to the sectors
1�c2, 2c1, 1c3, 3c4, 4c2�, and 2�c1� in the inset in Fig. 1.
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sition might be detected in an appropriate heat capacity ex-
periment.

The phenomenological scheme of competing SC and
OAF ordered states allows us to consider the existence of an
enhanced diamagnetism recently observed in the pseudogap
state on the cuprate compound Bi2212.20

Since the equilibrium absolute value � of the order pa-
rameter equals zero in the �-phase, to consider a magnetic
response the free energy must be supplemented by the term
Fm taking into account the coupling between the OAF order
and the external magnetic field. Such a term includes the
invariants, L2B2 and �LB�2, where L has meaning of the
difference between the magnetizations of AF sublattices,17 B
is the magnetic induction. In a 2D system of cuprate layers,
L is always normal to a layer, therefore, the OAF order pa-
rameter turns out to be a scalar, L�� and one can obtain
Fm=��2B2. Here, �=�1+�2 cos2 �, �1 and �2 are phenom-
enological parameters, and � is the angle between B and the
normal to a cuprate layer. The magnetic susceptibility of the
�-phase is given by ������+ �2� /b2�a2, where � is the para-

magnetic susceptibility of the normal phase. One can see that
diamagnetic response arises at T�Td�1−b2� /2����.

The interplay of the OAF and SC ordered states leads
quite naturally to the principal observable features of the
phase diagram of the cuprates including, in particular, the
shape of the SC dome, weak and strong pseudogap states,
developed fluctuations of the order parameter, and enhanced
diamagnetism in the strong pseudogap regime. Apparently,
there is no strong evidence of the OAF order in the cuprates
because it is difficult to detect a very weak magnetic field
associated with orbital currents. We believe that, if the tran-
sition between two SC phases predicted here were detected,
it might be one more indirect evidence in favor of the
concept2 of hidden OAF order and, also, an argument in
behalf of the SC pairing with large momentum under repul-
sion.
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