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The thiospinel Cu1−xInxIr2S4�0�x�0.25� system was studied by the measurements of crystal structure,
electrical resistivity, and magnetic susceptibility. The parent compound was known to exhibit an intriguing
first-order metal-insulator �MI� transition with a simultaneous spin-dimerization and charge ordering at
�230 K with decreasing temperature. Upon indium doping on the copper site, the conduction holes of the
metallic phase are depleted, or the doped electrons occupy the antibonding state of the insulating phase,
suppressing the MI transition. Moreover, the first-order transition is changed into a higher-order one for
x�0.2. Our experimental data suggest that the higher-order phase transition is associated with an electronic
transformation from small polarons to small bipolarons. Comparing the doping effects of Zn, Cd, and In, we
found that the variations of the electrical and magnetic properties depend on the lattice size, i.e., the suppres-
sion of the MI transition becomes weaker for an enlarged lattice. This lattice size effect is mainly explained in
terms of the electron-phonon interactions, which is enhanced by the band narrowing due to the larger ionic size
of the dopants.
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I. INTRODUCTION

The spinel-type compound CuIr2S4 undergoes an intrigu-
ing first-order MI transition at TMI�230 K with decreasing
temperature.1,2 The high-temperature metallic phase crystal-
lizes in a normal cubic spinel structure with the Cu, Ir cat-
ions occupying tetrahedral and octahedral sites of AB2X4,
respectively. On the other hand, the crystal structure of the
low-temperature insulating phase is distorted in such an un-
usual way that charge �Ir3+ / Ir4+� ordering and spin �S=1/2
for Ir4+� dimerization take place simultaneously.3 The unique
spin-dimerization in a three-dimensional structure as well as
the complex charge-ordering pattern that consists of Ir8

3+S24
and Ir8

4+S24 octamers makes the spinel very interesting and
challenging. Moreover, CuIr2S4 shows additional anomalous
characteristics in the pressure effect on TMI,

4 the transport
properties,5,6 electronic structures,7–9 x-ray-induced phase
transition10,11 and doping-induced superconductivity.12–14

Therefore, CuIr2S4 represents another model system on the
topic of MI transitions15,16 in the field of condensed matter
physics.

CuIr2S4 belongs to 5d-transition-metal sulfides. The aver-
age d-d Coulomb energy of Ir 5d electrons is about 3.5 eV,
obviously smaller than those of 3d transition-metal oxides.17

On the other hand, the hybridization between Ir 5d and S 3p
orbitals is very strong, resulting in a large d�-d� splitting
and a broad d� band of 7.0 eV.18 Therefore, the electron
correlation would not play the dominant role in the MI tran-
sition. It was shown that the Fermi level EF lies near the top
of the d� band, leading to the metallic state with the hole
conduction for the cubic spinel CuIr2S4.18 Note that the cop-
per is monovalent, as revealed by the photoemission study,7

the energy-band calculations,18 and the Cu NMR
measurement.19 The electronic configuration of Ir in CuIr2S4
is 5d�5.5, or more precisely, �eg

4��a1g
1.5� when considered the

distortion of the IrS6 octahedra. So, the highest-occupying
a1g state should be regarded as quarter-occupying with holes,
which seems to be important for the simultaneous charge
ordering and spin-dimerization.20 Very recently, band-
structure calculations21 for the insulating phase of CuIr2S4
reveals that the band gap opening is due to the bonding-
antibonding splitting of the atomic d� orbitals at the dimer-
ized Ir sites. However, the driving force of the MI transition
remains unclear.

An elemental substitution study may give useful informa-
tion on the physical mechanism as well as a route to new
materials. In the present thiospinel system, elemental substi-
tutions on different crystallographic sites with specific ele-
ments have been performed.13,22–26 Among them, the A-site
substitution hardly changes the IrS6-octahedron framework
that determines the electronic structure of the valence bands,
therefore, this kind of substitution brings the effects of the
lattice size and the carrier filling. For example, Zn2+ substi-
tution for Cu+ depletes the hole carriers of the metallic
CuIr2S4 phase, resulting in the suppression of the MI transi-
tion and the appearance of superconductivity.13 Substitution
for Cu+ by a larger cation Cd2+ similarly decreases the hole
concentration in the metallic phase, however, a bipolaronic
state appears instead of the superconducting one.26 So, the
electronic property is determined not only by the hole deple-
tion but also by the lattice size. In order to further understand
this finding, one needs to make the Cu-site substitution by
the nonmagnetic cation with different size and valence. In3+

has the same electronic configuration nd10, whose energy
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level is far below EF, as those of Cu+, Zn2+, and Cd2+, but it
is trivalent and it has intermediate size. Therefore, we carried
out the study on the Cu1−xInxIr2S4 system. The result forms a
systematic understanding on the suppression and evolution
of the MI transition by the hole depletion and the lattice size,
which suggests that the strong electron-lattice interaction
plays an important role for the MI transition in the thiospinel
system.

II. EXPERIMENTS

Polycrystalline samples of Cu1−xInxIr2S4�x
=0,0.025,0.05,0.1,0.15,0.2,0.25,0.3,0.5� were prepared
by a solid-state reaction method. First, mixture of Cu
�99.99%�, Ir �99.99%�, In �99.99%�, and S �99.999%� pow-
ders with the nominal stoichiometry was sealed in an evacu-
ated quartz ampoule. Then, the sealed ampoule was heated
slowly to 1023 K, holding for 24 hours, followed by the cal-
cination at 1373 K for a period of 4 days. In order to in-
crease the indium solubility, samples were quenched.26 The
resulting powder was subsequently ground and pressed into
pellets with the pressure of �2000 kg/cm2. Finally, the pel-
lets were sintered in an evacuated quartz ampoule again at
1373 K for 48 hours and then quenched.

Powder x-ray diffraction �XRD� was carried out at room
temperature with Cu K� radiation by employing a RIGAKU
x-ray diffractometer. The crystal structure parameters were
refined by the RIETAN Rietveld analysis program.27 The
electrical resistivity ��� was measured by the standard four-
probe method. The magnetization of samples was measured
by using a Quantum Design SQUID magnetometer. The
measurement was carried out using about 100 mg samples in
both cooling and heating processes between 1.8 K and
300 K under the applied field of 1000 Oe. The background
arising from the sample holder was measured in advance and
then subtracted.

III. RESULTS AND DISCUSSION

A. Structural properties

Powder XRD measurements indicated that samples of
Cu1−xInxIr2S4 with 0�x�0.25 contained only spinel single
phase. When x�0.3, however, impurities started to appear.
So, our study was limited to the range of 0�x�0.25. Figure
1 shows the XRD pattern of the x=0.25 sample, in which the
structure refinement has been made using the Rietveld analy-
sis program.27 The refinement demonstrates that the
Cu1−xInxIr2S4 system crystallizes in normal spinel structure

with the space group of Fd3̄m, in which Cu and Ir occupy A
and B sites, respectively. The occupancy of indium was in-
vestigated by assuming that In3+ and Ir3+ could occupy both
A and B sites. The refinement for x=0.25 sample showed that
In3+ occupancy at the A site was 0.22�2�. For other samples it
was shown that more than 90% of In3+ occupies the A site.
The weighted-pattern factor Rwp for all the monophasic
samples is in the range of 7.3% to 10.0%, and the parameter
S that reflects “the goodness of the fitting” is around 1.8,
indicating the reliability of structural refinements.

As we know, the crystal structure of the cubic spinel is
characterized by the lattice constant a and the structural pa-
rameter u which determines the atomic position of sulfur at
�u ,u ,u�. Figure 2 shows the crystal structure parameters as a
function of indium content. It can be seen that both a and u
increase almost linearly with increasing indium content. The
lattice expansion is due to the hole-filling �or, hole-depletion�
effect13 as well as the larger size of In3+ than that of Cu+. The
value of parameter u would be 0.375 in the ideal case of IrS6
regular-octahedron coordination. In the present system, u
�0.386, indicating the stretch of IrS6 octahedra along �111�
directions. This leads to a negative trigonal coordination for
Ir, which introduces a small splitting of the t2g�d�� level into
eg and a1g levels. Moreover, the increase of u also results in

FIG. 1. �Color online� Profile of the room-temperature XRD
Rietveld refinement for the sample of Cu0.75In0.25Ir2S4.

FIG. 2. Crystal structure parameters as a function of indium
content in the Cu1−xInxIr2S4 system. The upper panel shows the
lattice constant a and the parameter u, while the lower panel shows
the interatomic distances and the Su IruS bond angle. The lines
are guides to the eye.
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the deviation of Su IruS bond angle from 90°, which
weakens the d�-p	 hybridization.

The bond distance and bond angle are thought to be the
important structural parameters for the related interatomic
hybridization. From the lattice geometry, the Cu/InuS in-
teratomic distance dAX can be expressed as

dAX = 	3a�u − 0.25� . �1�

On the other hand, the IruS bond length dBX can be calcu-
lated using

dBX = a	0.0625 − 0.5�u − 0.375� + 3�u − 0.375�2. �2�

One of the Su IruS bond angles �the small one� 
 can also
be obtained by

sin�
/2� = 0.5dXX1/dBX, �3�

where the short SuS bond distance is obtained by

dXX1 = 2	2a�0.5 − u� . �4�

As can be seen in the lower panel of Fig. 2, the Cu/InuS
interatomic distance increases obviously, while the IruS
bond length does not increase so much with the indium dop-
ing. This is in fact due to the distortion of the IrS6 octahedra,
which can be seen from the variations of the Su IruS band
angle. It is here stressed that the related energy band such as
the d�-p	 bands should be narrowed due to the weakening of
the hybridizations.

B. Electrical resistivity

The temperature dependence of resistivity in
Cu1−xInxIr2S4�0�x�0.25� is shown in Fig. 3. As can be
seen, the parent compound CuIr2S4 undergoes an abrupt MI
transition identified by a three-order jump in resistivity
around 230 K with a thermal hysteresis. Upon the indium
doping, the MI transition temperature TMI shifts to lower
temperatures, and the resistivity jump becomes smaller. In
other words, the MI transition in the parent compound is
suppressed by the indium doping. It is noted that the thermal
hysteresis in the transition disappears for x�0.2, suggesting
that the first-order transition is changed into a higher-order
one. The higher-order transition temperature is here labelled
T*, defined as the inflexion point in the log10 �-T curve.

Let us investigate the change of the high-temperature me-
tallic state in some more details. First, the room-temperature
resistivity increases monotonically with the indium doping.
This is mainly due to the hole depletion, since the conduc-
tivity is proportional with the carrier concentration nh �stron-
ger evidence will be given in the magnetic susceptibility
measurement below�. Note that each indium atom depletes
two holes, therefore, nh is 0.5�1−2x� per Ir atom, according
to the ideal stoichiometry of Cu1−xInxIr2S4. Second, the tem-
perature coefficient of the resistivity �TCR� at room tempera-
ture decreases with the indium doping, and it changes the
sign at x�0.2, as shown in the magnifying plot of Fig. 3.
The semiconductinglike conduction at the high temperature
range in x�0.2 samples is rather striking, because the carrier
concentration is still high enough �0.3 per Ir atom�. As a

comparison in the Cu1−xZnxIr2S4 system, metallic conduction
is robust at room temperature up to x�0.9 �i.e., nh�0.05 per
Ir atom�.13 Finally, the sign change of the TCR coincides
with the change of the transition order. Both occur at x
�0.2.

The metal-semiconductor transition induced by the hole
depletion was also observed in the Cu1−xCdxIr2S4 system,
where the high-temperature semiconducting phase was ten-
tatively called “polaronic semiconductor.”26 In fact, the po-
laronic semiconductor can be distinguished from the conven-
tional semiconductor by the electrical transport behavior.28

Resistivity of conventional semiconductor obeys the Arrhen-
ius relation

� = A exp
 Ea

kBT
� , �5�

where Ea represents the activated energy and kB is the Bolt-
zman’s constant. For adiabatic small-polaron hopping, how-
ever, the resistivity is given by28

� =
kB

�e2d2nSP
T exp
 E0

kBT
� , �6�

where E0 is the hopping energy, � is the optical phonon or
attempt frequency, e is the charge of the hole, d is the dis-

FIG. 3. �Color online� Temperature dependence of resistivity for
the Cu1−xInxIr2S4 samples. Note that the upper panel uses the loga-
rithmic scale for the resistivity axis. The lower panel shows the
normalized resistivity in the high temperature range.
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tance between the hopping sites �the nearest Iru Ir distance,
being 	2a /4�, and nSP is the density of small polarons. Fig-
ure 4 plots the high-temperature resistivity according to Eq.
�5� and Eq. �6�, respectively, for the x=0.25 sample. Obvi-
ously, the resistivity data agree the small-polaron hopping
much better, suggesting the small polaron formation. The
hopping energy is fitted to be 280 K and the attempt fre-
quency is about 3.8�1011 Hz.

It is shown in Fig. 3 that the resistivity increases rapidly at
T* for the x=0.25 sample. We argue that this is due to the
formation of small bipolarons �more evidence will be given
in the next section�. The formation of small bipolaron results
in the decrease of the carrier �small polaron� concentration.
On the other hand, since the conduction of small bipolarons
is associated with the two carriers to hop to second neigh-
bors, which is a higher-order process, one expects that the
conductivity coming from the bipolaron pair breaking is
small.29 Therefore, one can see a rapid increase in resistivity
at T*.

C. Magnetic susceptibility

Figure 5 shows the temperature dependence of magnetic
susceptibility �� in the Cu1−xInxIr2S4�0�x�0.25� system.
The MI transition in the parent compound CuIr2S4 is charac-
terized by the abrupt drop in magnetic susceptibility with a
thermal hysteresis. This is due to the quenching of Pauli
paramagnetic susceptibility in the metallic state, while in the
insulating phase Ir4+ is dimerized in spin singlet. With the
indium doping, it can be seen that TMI first decreases rapidly,
and then decreases steadily in accordance with the resistivity
result. Similarly, the thermal hysteresis in the transition dis-
appears for x�0.2, suggesting the change of the transition
order. The thermal hysteresis for the MI transition is associ-
ated with the structural phase transition from cubic to
tetragonal,2 or strictly speaking from cubic to triclinic,3 in
the parent compound. In the triclinic phase, ordered Ir4+

dimers form. We thus argue that such a structural phase tran-
sition should not occur for x�0.2 because of the disappear-

ance of thermal hysteresis. As a comparison, in a similar
system of Cu1−xZnxIr2S4,13 the thermal hysteresis can be ob-
served as long as the structural phase transition occurs. Nev-
ertheless, we expect the detailed low-temperature XRD and
NMR studies which will be able to check the point for the
present system in the future.

One notes that the drop of  can still be seen for x�0.2.
This suggests that disordered Ir4+ dimers �small bipolarons�
forms below T*. At lower temperatures,  increases rapidly
with decreasing temperature, obeying Curie-Weiss law. The
effective magnetic moment is only about 0.1�B per unit for-
mula, which is probably attributed to the lattice imperfec-
tions.

One can also see from Fig. 5 that the high-temperature
susceptibility decreases with increasing the indium content.
Since the magnetic susceptibility in the metallic state is
dominated by the Pauli paramagnetism with Pauli
=�B

2N�EF�, and the Fermi level lies near the top of the va-
lence band, the decrease in the magnetic susceptibility means
that holes are filled by the extra electrons coming from the
indium doping. Figure 6 shows the room-temperature sus-
ceptibility as a function of hole filling x� or hole concentra-
tion nh by the different doping with Zn2+, Cd2+, and In3+,
respectively. Here, x� is defined as the decrease of hole con-
centration �per Ir atom� by the A-site doping, i.e., x�=x
for the In doping, while x�=x /2 for Zn and Cd
doping. According to our previous study, Pauli
�300 K+6.4�10−5 �emu/mol�. When x�=0.5, nh=0.5−x�
=0, thus Pauli value is zero. So, the susceptibility of the three
systems tends to converge at Pauli=0 when x�=0.5. How-
ever, the hole-filling dependence is quite different for the
three systems. The susceptibility of the Zn-doped system de-
creases mildly at x��0.35, but drops rapidly at the high
doping level. The Cd-doped system exhibits the opposite
case, and the In-doped system shows the steady decrease in
the susceptibility.

The systematic variations on the hole-filling dependence
of magnetic susceptibility suggests the band structure modi-

FIG. 4. High temperature resistivity in the Cu0.75In0.25Ir2S4, fit-
ted in terms of the activated conduction �Eq. �5�� and the small
polaron hopping conduction �Eq. �6��.

FIG. 5. �Color online� Temperature dependence of magnetic
susceptibility for Cu1−xInxIr2S4 samples. The applied field is
1000 Oe.

CAO et al. PHYSICAL REVIEW B 72, 125128 �2005�

125128-4



fications upon the different doping, since Pauli=�B
2N�EF�.

First, there is a band narrowing effect mainly due to the
distortion of the IrS6 octahedra associated with the increase
of the lattice constant. The Cd-doped system is expected to
have the narrowest highest-occupying band. Second, the
A-site doping induces Anderson-type disorder, which results
in the distorted band tails. The Cd doping is expected to
induce the strongest disorder potential, leading to the broad-
est band tail. Finally, the electron-phonon interactions en-
hanced by the band narrowing probably play an important
role in the electronic localizations.

Although Anderson localization effect is responsible for
the formation of the band tails, we argue that the Anderson-
type localization is not the main mechanism for the
semiconducting behavior at high temperatures for the
relatively low hole-filling level �i.e., the Fermi level
EF is argued to be below the Mott mobility edges Ec
at the low hole filling. However, at high hole-filling levels
with relatively low hole concentrations, EF level may go
beyond the Ec edge, leading to the Anderson-type
localization.26� This is because that the high-temperature
��T� behavior of Cu0.75In0.25Ir2S4, for example, does not sat-
isfy the expression of variable-range-hopping15 of localized
carriers, �� exp��T0 /T�1/4�. The ��T� curve in Fig. 4 actually
suggests that small polaron formation is mainly responsible
for the high-temperature semiconducting behavior.

One may be surprised at the fact that the high temperature
�T� still exhibits Pauli paramagnetism for the x=0.25
sample �see Fig. 5�. This can be explained as follows. For a
localized electronic state in the nondegenerate limit, the �T�
data should obey Curie’s law. However, in the degenerate
limit, as in the case of small-polaron narrow band, Pauli
paramagnetism is still expected. Therefore, the 300 K data
does not show obvious changes in the metal-semiconductor
boundaries shown in Fig. 6.

D. Electronic phase diagram

The above results can be concluded in a tentative elec-
tronic phase diagram, as shown in Fig. 7. At the low doping
level with x�0.2, the high-temperature phase is metallic,
which can be regarded as a large-polaron state if considered
electron-phonon interactions. The low-temperature phase is
in a charge-ordered and spin-dimerized insulating state,
which can be described as bipolaron crystals. According to
our results the transition from the large polarons to bipolaron
crystals, which provides a possible explanation for the MI
transition, would be of first order.

When the indium doping exceeds 0.2, the system shows
the semiconductinglike behavior in the whole temperature
range. The high-temperature semiconducting state can be
elucidated in terms of small polarons, while the low-
temperature semiconducting state is regarded as a bipolaron
liquid. Based on our results the transition from the small
polarons to small bipolarons, which explains the evolution of
the MI transition, would be second order.

Since our results were obtained in polycrystalline
samples, further experiments are needed to confirm the
above polaronic features. In addition, it should be stated here
that the bipolaron formation is only one possible scenario.
Another possible explanation may come from the nanoscale
phase separation that can be often seen in colossal magne-
toresistence manganite system.30 If one considers the coex-
istence of cubic and triclinic nanophases, both the drop of
magnetic susceptibility at the T* and the absence of thermal
hysteresis in the ��T� and �T� curves can also be explained.

E. Hole-depletion and lattice-size effects

Figure 8 plots the lattice constants and the phase transi-
tion temperatures in the Cu1−xMxIr2S4 �M =Zn, In, and Cd�
system. Although all the doping on the Cu site depletes the
holes in the metallic phase, the variations of TMI or T* are
different. At the low hole-filling level up to x�=0.025, TMI
drops to about 175 K in all three systems. This implies that
the suppression of the MI transition is mainly controlled by
the hole depletion at the low doping level. The hole depletion

FIG. 6. Room-temperature susceptibility as a function of hole
filling x� in the Cu1−xMxIr2S4 �M =Zn, In, and Cd� systems. The
arrows mark the metal-semiconductor boundaries judged by the
sign change of TCR at high temperatures. Note that x�=x /2 for the
Zn-doped and Cd-doped systems.

FIG. 7. Tentative electronic phase diagram in the Cu1−xInxIr2S4

spinel system. The solid line represents the first order transition,
while the dashed line denotes the second order one. It is noted that
the polaronic picture needs further confirmations.
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for the parent compound means that the ratio of Ir4+ to Ir3+

deviates from 1:1, which is not in favor of the formation of
the complex charge ordering �ordered bipolarons�. In other
words, the chemical doping induces extra electrons in the
antibonding d� band for the dimerized Ir. As a result, TMI is
decreased rapidly by the hole depletion, depending hardly on
the size of the dopants at the low doping level.

With the further hole depletion, the charge ordering can-
not be maintained anymore, thus the disordered bipolaron
state �for M =Cd or In� or the phase separation �for M =Zn
�Ref. 13�� appears. When x��0.025, TMI or T* shows differ-
ent hole-filling dependence. At a fixed hole-filling level, the
larger lattice constant, the higher transition temperature. As
discussed in Secs. III A and III C, larger lattice constant cor-
responds to narrower bandwidth for the valence bands. The
energy band narrowing results in the enhancement of
electron-phonon interactions, which stabilizes the polarons

and the bipolarons.31 Therefore, the lattice size effect on TMI
or T* indicates that the electron-phonon coupling plays an
important role in the MI transition in the present system.

It is also noted that superconductivity ground state was
observed in the Zn-doped system for x��0.125. In the case
of Cd and In doping, however, bipolaron liquid state appears
at low temperatures for x��0.125. According to the theoret-
ical works,32,33 Very strong electron-phonon interactions may
lead to the transition from BCS Cooper pairs into small bi-
polarons. Therefore, the variations of the ground state due to
the lattice size effect further suggest the existence of strong
electron-phonon interactions in the thiospinel system.

IV. CONCLUSION

In conclusion, we have studied the thiospinel
Cu1−xInxIr2S4�0�x�0.25� system by the measurements of
crystal structure, electrical resistivity, and magnetic suscep-
tibility. The structural analysis shows that indium preferen-
tially occupies the Cu site. The In doping leads to the devia-
tion of Su IruS bond angle from 90°, which weakens the
d�-p	 hybridization and makes the top valence band nar-
rowed. It was shown that the In doping depletes the holes in
the valence band of the high-temperature metallic phase, and
induces extra electrons in the antibonding d� band for the
insulating phase, suppressing the MI transition in the parent
compound. By further doping up to x�0.2, the MI transition
evolves into a second-order semiconductor-to-semiconductor
transition. The high-temperature semiconducting phase has
the characteristic of small-polaron transport, while the low-
temperature semiconducting phase has lower intrinsic mag-
netic susceptibility. Thus the semiconductor-to-
semiconductor transition is argued to be associated with an
electronic transformation from small polarons to small bipo-
larons. We also conclude that the systematic suppressions of
the MI transitions in the Cu1−xMxIr2S4 �M =Zn, In or Cd�
system are not only related to the hole depletions, but also
linked with the strong electron-lattice coupling that is modu-
lated by the band narrowing due to the large ionic size of the
dopants. This observation implies that the MI transition in
the parent compound is primarily due to a kind of lattice
instability driven by the strong electron-phonon interactions.
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