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We have investigated the yields and emission velocity distributions of neutral In atoms and In2 dimers
sputtered from a pure indium surface under bombardment with Aum

− �m=1,2 ,3� projectile ions. It is shown that
5-keV Au1 bombardment leads to results in full compliance with linear cascade sputtering theory. All poly-
atomic projectiles are found to generate an additional low-energy contribution to the sputtered flux, which
increases with increasing projectile nuclearity and energy and completely dominates the spectra under
10-keV Au3 bombardment. Analysis shows that this contribution cannot be explained in terms of thermal spike
sputtering models. Instead, the results indicate a spike emission mechanism, which closely resembles a free
expansion of a supercritically heated subsurface volume.
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I. INTRODUCTION

If a solid is bombarded with keV ions, particles are re-
leased from the surface due to a cascade of mostly elastic
collisions, a process which is generally termed “sputtering.”
The flux of sputtered particles contains atomic as well as
molecular species in different charge and excitation states
and is in most cases strongly dominated by neutral target
atoms. Under bombardment with monoatomic projectiles,
the physics underlying the emission process appear to be
reasonably well understood.1 In particular, the velocity or
kinetic energy distributions of the emitted particles are found
to carry a characteristic signature of the sputtering process.
For most projectile-target combinations, the dynamics are
generally described as a linear collision cascade modeled by
analytical transport theory,2,3 resulting in a strongly nonther-
mal emission energy distribution,3,4 which has been verified
both experimentally �see Ref. 5 for a review� and by com-
puter simulations.6

Already early on, however, it has been discovered that
deviations from this linear cascade behavior can be observed
when projectiles containing more than one atom are used
instead of monoatomic projectile species �see Ref. 7 for a
fairly recent review�. These effects were first observed to
manifest as a nonlinear yield enhancement,8–12 i.e., the total
sputter yield �average number of sputtered atoms per imping-
ing projectile� measured under cluster impact exceeds the
sum of the yields generated by the individual projectile at-
oms impinging with the same velocity. The prevailing quali-
tative interpretation of this observation is that the projectile
disintegrates upon impact, and the collision cascades initi-
ated by the individual constituent atoms overlap to form a
dense collisional spike, which does not satisfy the linearity
condition �low density of moving atoms� any more.7

More recent work involving gold cluster projectiles con-
taining up to 13 atoms13,14 revealed very large yield enhance-
ment effects, which appear to scale with the projectile nucle-
arity. These results are often interpreted in terms of analytical
models describing particle emission to originate from the
superposition of a linear cascade contribution—ejected dur-
ing the early stages of a collision cascade—and a spike con-
tribution developing at later times.15–19 In that sense, the

definition of a spike means the spatial region in which a very
dense collision cascade is propagating. In many of the pub-
lished spike theories, particle emission is treated as thermal
evaporation from such a region, which is then termed a
“thermal spike.”16,18

So far, only few experiments have been conducted where
the emission energy spectra of sputtered species were mea-
sured under polyatomic projectile impact. Moreover, many
of the existing data were taken for secondary ions, where it is
not clear whether the observed energy spectra are influenced
by an emission velocity-dependent ionization mechanism.
Corresponding data for sputtered neutral species are re-
stricted to only a few publications. Oostra et al.20 measured
the energy distributions of Au atoms sputtered from a gold
surface under bombardment with 8-keV I2

+ and 4-keV I+ pro-
jectiles and used the acquired data to identify a growing
spike contribution to the sputter yield under diatomic ion
bombardment. These experiments are quite similar to those
performed here, but we will show that the results appear to
be questionable. Wang et al.21 measured the energy distribu-
tions of sputtered Cu atoms under bombardment with 3.6-
keV N2

+, CF2
+, and CF3

+ ions in comparison with those pro-
duced by Ar+ and N+ projectiles of the same impact energy.
From our recent findings for 10-keV SFm

+ bombardment of
metal surfaces,22 we conclude that for these light projectiles
the studied impact energy is too low to observe any sizeable
nonlinear enhancement effect.

Therefore, one must conclude that reliable information
regarding the influence of nonlinear spike contributions on
the emission energy distribution of sputtered neutral particles
ejected under polyatomic projectile impact is still lacking. In
the present work, we use gold cluster ions Aum

− with m
=1, . . . ,3 and impact energies of 5 and 10 keV to bombard a
clean, polycrystalline indium surface. We present measure-
ments of the total sputtering yields and the kinetic energy
spectra of neutral In atoms and In2 dimers emitted along the
surface normal. The resulting spectra are compared with the
prediction of linear cascade sputtering theory. Results show
that strong nonlinear yield enhancements are observed which
originate from additional spike contributions producing pre-
dominantly low-energy emission. Comparisons of measured
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energy spectra with published theoretical emission models
reveal that evaporation from a thermal spike cannot explain
the data. Instead, the results constitute strong evidence for a
quasifree expansion of an overcritically heated subsurface
volume with complete disruption of the surface.

II. EXPERIMENTAL

The experimental setup used for mass and energy spectro-
metric detection of sputtered neutral particles is sketched in
Fig. 1. The system consists of an ion source generating clus-
ter ions of a desired element and a laser-postionization time-
of-flight �TOF� mass spectrometer used to detect the neutral
species sputtered from the sample surface under bombard-
ment with these projectiles. All components of the setup are
housed in an ultrahigh vacuum chamber with a base pressure
of about 10−9 mbar rising to several 10−8 mbar during opera-
tion of the ion source.

The newly developed sputter ion source generating the
projectile ions is described in detail elsewhere.23 The work-
ing principle is based on the production of negative second-
ary ions from a negatively biased, selectable target surface
�here gold� bombarded by positive cesium ions of 10 keV.
The generated atomic and polyatomic ions are extracted by a
high-voltage �HV� immersion lens, mass separated by a
Wien filter and focused onto the sample surface �here in-
dium�. The electric field in the Wien filter is employed to
chop the ion beam with selectable pulse lengths ranging from
100 ns to infinity. In the present work, Au−, Au2

−, and Au3
−

projectile ions of 5 and 10 keV impact energy have been
used with beam currents around 200 nA �Au−� and 10 nA
�Au2

− and Au3
−�, respectively. The projectiles impinge onto a

polycrystalline indium surface under an angle of 45° with
respect to the surface normal.

The method and procedures used to obtain TOF mass
spectra and kinetic energy distributions of sputtered neutral
particles have been described in much detail elsewhere24 and
will be, therefore, described here only briefly. Neutral par-
ticles emerging from the sample surface are postionized by
single-photon absorption from an intense, pulsed UV laser
operated at a wavelength of 193 nm �photon energy 6.4 eV�
with pulse energies up to 150 mJ and a temporal pulse dura-

tion of about 20 ns. The laser beam is shaped to a cross
section of about 1 mm2 and steered parallel to the sample
surface at the closest possible distance of about 0.5 mm. Un-
der these conditions, maximum peak power densities around
108 W/cm2 are obtained in the ionization volume. As dem-
onstrated elsewhere,25 this value is large enough to drive the
photoionization process into saturation. The laser intensity
can be varied over several orders of magnitude by a set of
rotatable dielectric attenuators.

The ionization laser is fired at a selectable time delay after
the end of the projectile ion pulse. During ion bombardment
and laser pulse, the sample is kept at a small negative poten-
tial of −300 V with respect to the ground, in order to sup-
press a background signal arising from positive secondary
ions. Negative secondary ions, on the other hand, are accel-
erated by that potential to drift energies which prevent them
from being reflected in the TOF spectrometer. Shortly
��100 ns� after the laser pulse, a HV pulse of +1400 V is
applied to the sample in order to sweep the generated pho-
toions into the TOF spectrometer. During acquisition of en-
ergy integrated mass spectra, a relatively long primary ion
pulse of several microseconds duration is selected in order to
ensure that the ionization volume is filled with particles of all
relevant emission velocities.

To determine the emission velocity distribution of sput-
tered neutral particles, the projectile pulse duration is re-
duced to 200 ns. In addition, the laser beam is positioned at
a distance of 2 mm in front of the surface and focused to a
cross section of about 0.3�0.5 mm2 �full width at half maxi-
mum �FWHM�� with the short dimension along the surface
normal. Moreover, the laser intensity is attenuated to a peak
power density of about 2�106 W/cm2 in order to avoid
saturation of the photoionization process �see below�. The
emission velocity of the detected neutral particles is then
selected via their flight time from the sample surface to the
ionization volume by a controlled variation of the time delay
td between the projectile ion pulse and the laser pulse. The
accurate calibration of the velocity v=r / td requires precise
knowledge of the distance r between the laser and the sur-
face, which is measured by translating the laser beam to the
surface and monitoring the TOF signal generated by laser
ablation once the laser beam hits the sample.

The zero of the delay time td is critical since it depends on
the flight time of the projectile ions from the Wien filter to
the sample surface as well as the firing delay of the ioniza-
tion laser. Both quantities depend on the exact experimental
conditions and, therefore, must be individually compensated
in every experiment. This was done by translating a micro-
channel plate �MCP� detector into the sample position in
order to monitor the projectile ion and laser pulses. An ex-
ample of such a measurement is depicted in Fig. 2. The re-
corded MCP signal track shows the peak generated by the
projectile ion impact along with a second peak generated by
the UV laser stray light. The oscillatory structure, which is
visible shortly after the laser pulse, arises from rf noise gen-
erated by the fast HV switch pulsing the extraction field. The
acquisition of data like that presented in Fig. 2, therefore,
allows a complete calibration of the relevant timing. The
velocity resolution in these experiments is determined by the
temporal duration of the projectile ion pulse, the duration of

FIG. 1. �Color online� Schematic setup of the experimental ar-
rangement used for TOF mass spectrometric detection of sputtered
neutral atoms and clusters.
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the laser pulse, and the spatial extention of the laser beam or
ionization volume in the direction along the surface normal.
Under the present experimental conditions, it is estimated as
�v /v�1.5�10−1�1+0.067�v�km/s��.

The time dispersed �mass separated� photoions are de-
tected by a dual MCP assembly in a chevron arrangement.
The front electrode of the detector is held at −2000 V with
respect to the ground, resulting in a total ion impact energy
of 3.4 keV. As shown previously,25 this energy is sufficient
to detect indium clusters containing up to about 30 atoms
without significant size discrimination effects. The output
current delivered by the detector is directly digitized using a
fast transient recorder. In order to avoid detector saturation,
the gain voltage across the MCP is reduced such as to ensure
that the maximum recorded signal did not exceed a height of
about 100 mV at 50 � termination. All recorded spectra are
averaged over 200 projectile ion pulses for noise reduction.

III. RESULTS AND DISCUSSION

The main goal of the present work is to enlighten the
fundamental mechanisms of nonlinear particle ejection from
a metallic surface under bombardment with heavy poly-
atomic projectiles. In order to estimate the relative role of
nonlinear processes, we first determine the variation of the
total sputtering yield as a function of the nuclearity �i.e., the
number m of constituent atoms� of the projectile by the inte-
gration of the measured TOF mass spectra. Following the
route of a previous work, nonlinear “spike” contributions are
identified as a relative enhancement of the yield measured
for an Aum projectile versus m times that produced by Au
projectiles of the same impact velocity �Sec. III A�. As a
second step, we then investigate the dependence of the emis-
sion energy or velocity spectrum of sputtered neutral indium
atoms and dimers on the projectile nuclearity. The combina-
tion of both types of information allows us to assign a char-
acteristic velocity spectrum to that part of the sputtered ma-
terial which is emitted from a spike �Sec. III B�. These
results are then compared with prevailing spike models in

order to draw important conclusions regarding the emission
mechanism under nonlinear spike conditions �Sec. III C�.

A. Total sputter yield

Figure 3 shows a mass spectrum of neutral atoms and
clusters that are sputtered from a clean polycrystalline in-
dium foil. The spectrum was recorded under bombardment
with 10-keV Au3

− ions impinging under 45° with respect to
the surface normal, using 193-nm UV laser radiation with a
peak power density around 108 W/cm2 for postionization.
As shown in detail elsewhere, this laser intensity ensures
complete saturation of the postionization process, and the
recorded signal, therefore, can be taken as representative for
the number density of the respective particles in the ioniza-
tion volume. The mass spectrometer is operated at a resolu-
tion of about m /�m=250, which appears to be approxi-
mately constant across the whole spectrum.

Two groups of peaks are identified which correspond to In
atoms and In2 dimers with the expected isotopic abundance
patterns. Apart from a very small signal corresponding to In3,
the spectrum does not contain any other significant peaks,
indicating that the sample is clean and free of a possible gold
contamination from the projectiles. In agreement with our
earlier data using atomic projectiles,25 all larger Inn clusters
exhibit signals at least one order of magnitude smaller than
that of the dimers. This finding demonstrates that—also un-
der the cluster bombardment conditions employed to acquire
the data of Fig. 3, which lead to strong nonlinear sputtering
�see below�—indium clusters contribute only negligibly to
the total sputtered flux. Hence, we take the integrated mono-
mer signal—normalized to the respective projectile ion
current—as representative of the total sputtering yield under
the prevailing bombardment conditions.

At first sight, this assumption appears to be at variance
with the conjecture of Rehn et al.26–28 who concluded that in
the nonlinear regime a sizeable fraction of the total sputter
yield is contributed by the emission of mesoscopic clusters.
To discuss this apparent discrepancy, we note that the work
of Refs. 26–28 has been performed under very different ex-

FIG. 2. Monitor signal measured on a second MCP detector
mounted in place of the sample surface for the relative timing cali-
bration of projectile impact, ionizing laser, and pulsed ion extrac-
tion field.

FIG. 3. TOF mass spectrum of neutral atoms and clusters sput-
tered from a pure, polycrystalline indium surface under bombard-
ment with 10-keV Au3

− ions impinging under 45° with respect to the
surface normal. The ionizing laser was operated at a wavelength of
193 nm and a power density of about 108 W/cm−2.
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perimental conditions �transmission sputtering at much
higher impact energies� than employed here. Moreover, our
previous data25 show that for indium, as the bombarded tar-
get material, the n−2 yield distribution measured for larger
sputtered clusters cannot be extrapolated toward small clus-
ters or even monomers.

The resulting yield variation as a function of the projectile
nuclearity is depicted in Fig. 4. Since our TOF spectrometer
is not calibrated in terms of absolute collection efficiency,
only relative yield ratios can be extracted from the measured
mass spectra. In order to arrive at absolute values on the
ordinate axis, the data have been normalized to that mea-
sured for impact of 5-keV Au projectiles and multiplied with
a theoretical sputter yield calculated for these bombardment
conditions by means of the the binary collision Monte-Carlo
computer simulation program SRIM2003.29 The resulting value
of about 12 atoms/ion compares well with that calculated
from analytic sputtering theory ��15 atoms/ ion �Ref. 30��.
The basis underlying this procedure is that for 5-keV Au
bombardment the sputtering process is assumed to be domi-
nated by linear cascades. As shown below, this assumption is
realistic. The theoretical estimate was used since no experi-
mental literature data appear to exist for the gold-indium
projectile-target combination. Note that the normalization
only influences the absolute yield values and, in particular,
does not alter the measured relative yield variation.

At first sight, it is obvious that the polyatomic nature of
the projectile leads to a yield increase with respect to the
isoenergetic monoatomic projectile. It is important to note at
this point that—due to the fact that our experiments are done
under conditions of constant impact energy EB of all
projectiles—this observation alone constitutes no indication
of a nonlinear enhancement effect. In order to illustrate that
point, we have simulated the linear yield generated by an
Aum projectile as the sum of those expected for impact of the
constitutent atoms independently. The latter was again calcu-
lated using the SRIM2003 program for impact of Au projectiles
onto indium at a kinetic energy of EB /m. The resulting yield
values have been included in Fig. 4 as open symbols. In the
discussion of these data, it is important to note that the physi-
cal concept behind the Monte-Carlo SRIM code treats the

collision cascade as a sequence of binary collisions between
a moving atom and a target atom initially at rest. As pointed
out by Andersen in his extensive review of the topic,7 this is
exactly the definition of a linear collision cascade. In the
limit of the validity of the binary collision approximation,
the resulting values, therefore, can be regarded as represen-
tative of the yield contribution expected from linear cascade
theory. Since the kinetic impact energies applied here are
significantly below that at which the maximum nuclear stop-
ping power is reached ��550 keV for the Au→ In system�,
also the linear cascade model predicts a yield increase with
increasing projectile nuclearity, which is, however, much less
pronounced than that observed in our experimental data.
Therefore, we take the difference between closed and open
symbols in Fig. 4 as the nonlinear yield contribution, which
is found to outweigh the linear part as soon as the projectile
contains more than two atoms. Calculating the ratio between
both values, we determine the nonlinear yield enhancement
factors compiled in Table I. Note that the particular value
depicted for 10-keV Au2 impact is determined exclusively
from experimental data in the same way as is done in Refs. 8
and 10–12 and, therefore, is independent of the accuracy of
the computer simulation.

While it is clear that all polyatomic projectiles produce
nonlinear yield enhancement, the data presented in Fig. 4 and
Table I also reveal such effects even for the monoatomic
projectiles impinging with 10 keV. The latter finding is not
surprising; in fact, it is in agreement with many earlier sput-
tering studies where nonlinear yield enhancements were gen-
erally found for impact of heavy atomic projectiles with
large kinetic energies �cf. Refs. 31–33 for reviews�. The gen-
eral conjecture emerging from the available experimental
yield data is that nonlinear effects should occur whenever the
total sputter yield exceeds values around 20.32 As seen from
the data in Fig. 4 and the discussion in the following section,
our results appear to be in very good agreement with that
statement.

B. Energy distributions

As explained in Sec. II, the emission velocity or energy
spectra are determined by a controlled variation of the delay
time td between the projectile ion pulse and the ionizing laser
pulse. In order to convert the resulting flight time distribu-
tions into kinetic energy spectra, it is important to note that
the laser postionization experiment generally detects the su-
perposition of two signal contributions: while the first
�“number density”� part represents those sputtered neutral

FIG. 4. Total sputter yield vs nuclearity m of Aum projectiles
impinging with kinetic energies of 5 and 10 keV onto a polycrys-
talline indium surface. Open symbols: linear cascade prediction
from SRIM2003 computer simulations.

TABLE I. Nonlinear yield enhancement factor, i.e., ratio be-
tween measured sputter yield and that predicted by linear cascade
theory, for nuclearity m and impact energy of Aum projectiles.

m 5 keV 10 keV

1 1.00 1.18

2 1.73 2.03

3 3.17 2.96

5 3.13 3.03
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particles which reside in the ionization volume at the firing
time of the ionization laser, the second �“flux”� contribution
arises from those particles which enter the ionization volume
and get ionized during the laser pulse. Apart from the trivial
conversion from flight time to emission velocity or energy,
this leads to a Jacobian conversion of the measured signal
S�td� according to

f�v� �
S�td� � td

�r + v�t
or f�E� �

S�td� � td
2

�r + v�t
. �1�

Here, �r denotes the spatial extension of the ionization
volume along the surface normal and �t is the laser pulse
duration. A detailed analysis34 shows that the second term in
the denominator of Eq. �1�—arising from the flux
contribution—only needs to be taken into account if the
postionization efficiency is driven far into saturation. There-
fore, the ionization laser was strongly attenuated in these
experiments and this term can safely be neglected here.

The resulting kinetic energy spectra of neutral In atoms
ejected along the surface normal under bombardment with
different projectiles are displayed in Fig. 5. These data can
now be compared with the distribution expected from linear
cascade theory4

f�E� �
E

�E + U0�3 , �2�

where U0 denotes the surface binding energy of the ejected
atoms. In principle, minor corrections to the exponent in the
denominator have been proposed,3 which are neglected here.

Although not rigorously justified, the surface binding energy
is often approximated as the thermodynamic sublimation en-
ergy of the target material. Taking U0 as a fit parameter, we
obtain the best fit for U0=2.3 eV slightly below the respec-
tive value of 2.6 eV for indium. The resulting curve, normal-
ized to the maximum of the 5-keV Au1

− data, is indicated by
the dotted line. It is apparent that the linear cascade predic-
tion is in almost perfect agreement with the energy distribu-
tion measured for impact of 5-keV Au− projectiles. This
finding provides strong evidence for our earlier assumption
of a linear collision cascade for this projectile and impact
energy. If the projectile nuclearity is increased under condi-
tions of constant impact energy, deviations from the linear
cascade distribution are found which manifest as an addi-
tional contribution at low emission energies. Switching to
higher impact energy, Fig. 5�a� shows that such a contribu-
tion is already observed for the monoatomic projectile. It is
found to strongly increase and completely dominate the mea-
sured spectra for polyatomic projectiles.

In combination with the yield data presented in the pre-
ceding section, we, therefore, conclude that the nonlinear
“spike” contribution of the measured yield arises predomi-
nantly from low energy particles. Qualitatively, this observa-
tion is in agreement with the results of earlier energy distri-
bution measurements performed under the impact of heavy
and high-energy monoatomic and, in some cases, polyatomic
projectiles.7 As discussed in Andersen’s review,7 it is also not
surprising since the breakdown of the linearity condition in
the cascade is expected to occur at low kinetic energies. In
any way, the data depicted in Fig. 5 presents clear evidence
that the collision cascade initiated by the impact of heavy
polyatomic projectiles onto a metallic surface is completely
dominated by a dense collisional spike which shows no re-
semblence with a linear cascade any more.

In order to quantitatively test the above conjecture, we
isolate the spike contribution from the measured energy
spectra by subtracting the linear cascade part. This is pos-
sible since the distributions appear to be dominated by the
linear cascade contribution in the high-energy regime. The
normalization of the data presented in Fig. 5 was accordingly
chosen such that the high-energy tails of the different energy
spectra coincide. The pure spike contribution is then ex-
tracted by subtraction of either the theoretical linear cascade
fit curve or the 5-keV Au1

− data. The resulting energy distri-
butions are displayed in Fig. 6. According to the above dis-
cussion, we suppose these spectra to represent the emission
energy distribution of atoms ejected by a spike mechanism
effective during the later stage of the collision cascade. Inte-
gration of the data presented in Fig. 6 and comparison with
the integral of the total spectra shown in Fig. 5, therefore,
should directly correspond to the nonlinear yield enhance-
ment presented in Table I. We examine that conjecture for
10-keV Au2

− projectiles, since this is the only case where the
nonlinear yield enhancement can be identified from the ex-
perimental data alone �i.e., without the uncertainty of the
SRIM simulation�. From the integration of the respective en-
ergy spectra, we obtain an enhancement factor of 1.96, which
is in almost perfect agreement with the value of 2.03 deter-
mined from the yield data.

Looking at Fig. 6, a striking observation is that all spike-
related emission energy distributions peak at very low ener-

FIG. 5. Emission energy spectra of neutral In atoms sputtered
from a polycrystalline indium surface under impact of �a� 10-keV
and �b� 5-keV Aum

− projectile ions. Dotted line: prediction from
linear cascade theory.
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gies of 0.1 eV or below. This is also true for monoatomic
Au1

− projectiles, a finding which appears to agree with early
work by Thompson and Nelson.35 It is, however, at variance
with a body of similar data published later,20,21,36–38 where
much larger peak energies were generally found. In particu-
lar, we note that the energy distributions of sputtered Au
atoms measured in Ref. 20 for impact of 4-keV I+ and
8-keV I2

+ projectiles exhibit maxima at energies of several
eV, which have been attributed to an apparent spike contri-
bution. A possible reason for this discrepancy is given by the
fact that the work of Refs. 20 and 37–39 was performed
using a time-of-flight method in combination with electron-
impact postionization of sputtered neutral particles. From our
own experience with this technique,40 we know that this
method leads to a principally unavoidable discrimination of
low-energy particles due to ion trapping in the space charge
generated by the electron beam. Since this effect is absent in
photoionization, we conclude that velocity distributions
taken with the laser-postionization method employed here
must be more reliable at low energies. Comparing our spec-
tra to those obtained in Ref. 21, we note that these data have
been acquired using a nonresonant multiphoton postioniza-
tion �MPI� scheme as opposed to single-photon ionization
�SPI� employed here. The fundamental difference between
both methods is that the cross section for truly nonresonant
MPI of atoms is generally much lower than that for dissocia-
tive ionization of molecules; therefore, the measured atom
signals are often superimposed by those arising from sput-
tered clusters. It has been demonstrated41 that this fact may

lead to the acquisition of erroneous emission velocity distri-
butions of sputtered atoms. As pointed out a number of times
in the literature,24,41 this problem is greatly reduced in SPI
postionization experiments since the related cross sections of
atoms and clusters are similar. Therefore, we conclude that
the data presented here constitute the most reliable informa-
tion on the energy distributions of atoms sputtered from a
collisional spike available to date. From Fig. 6, it is apparent
that the average emission energy of atoms is much lower
than the sublimation energy of the sample material. The im-
plication of this finding will be discussed below.

So far, only the atomic species among the flux of sput-
tered particles have been considered. As it turns out, another
interesting piece of information on the sputtering mechanism
is gained by comparing the emission velocity spectra of
ejected monomers and clusters. As an example, correspond-
ing data measured for sputtered neutral In2 dimers are plotted
in Fig. 7 along with those of the monomers. Under 5-keV
Au1

− bombardment, a dimer spectrum is produced which
peaks at lower emission velocity and falls off more steeply
toward high velocities than that of the monomers. This result
is in accordance with practically all results of similar studies
conducted in the past24,25,42–46 as well as with simple analyti-
cal models of dimer formation in sputtering.47–49 Therefore,
it represents another manifestation that this case clearly falls
into the linear collision cascade regime of sputtering. Upon
transition to polyatomic projectiles and higher impact ener-
gies, a growing low-velocity component is observed for both
sputtered species, until for 10-keV Au2 and Au3 impact, the
case of a spike-dominated emission process is reached. The
corresponding data in Fig. 7 reveal a striking change of the
measured spectra in such a way that now the sputtered
monomers and dimers exhibit a practically identical velocity
distribution. Translated to emission energy, this means that
now the dimer spectrum peaks at higher kinetic energies than

FIG. 6. Spike contribution of kinetic emission energy spectra of
neutral In atoms sputtered from a polycrystalline indium surface
under impact of �a� 10-keV and �b� 5-keV Aum

− projectiles. Dotted
lines: least-squares fit of a Maxwell-Boltzmann distribution �Eq.
�3��. Solid lines: least-squares fit of Sigmund-Claussen �Ref. 16�
thermal spike model.

FIG. 7. Emission velocity spectra of neutral In atoms and In2

dimers sputtered from a polycrystalline indium surface under bom-
bardment with �a� 5-keV Au1

− and �b� 10-keV Au3
− projectile ions.

Dotted line: linear cascade theory �Eq. �2�� with U0=2.3 eV.

SAMARTSEV, DUVENBECK, AND WUCHER PHYSICAL REVIEW B 72, 115417 �2005�

115417-6



that of the monomers. The relevance of this observation will
be discussed in Sec. III C.

C. Comparison with theoretical spike models

The energy spectra depicted in Fig. 6 are now compared
to predictions from published spike sputtering models, a re-
view of which can be found in Ref. 50. We first examine the
thermal spike approach, which has been cast in a variety of
different formulations. In its simplest form, the velocity
spectrum of atoms emitted by thermal evaporation from a
locally heated surface is predicted as a Maxwell-Boltzmann
distribution according to

f�E� � E exp	−
E

kT

 . �3�

Corresponding fits have been made to some of the cited
experiments and were claimed to agree quite well.37,38 If we
fit Eq. �3� to the data presented in Fig. 6, we obtain the
results included as dotted lines. It is immediately evident that
the measured spectra cannot be explained by such a model,
since the Maxwell-Boltzmann distribution severely underes-
timates the data in the energy regime above 0.3 eV. As
pointed out in Ref. 16, this finding is not surprising due to
the strong temporal and spatial variation of the spike tem-
perature, leading to a significantly modified energy spectrum
as compared to Eq. �3�. Least-squares fits of the more sophis-
ticated distribution predicted, for instance, by the Sigmund-
Claussen model16 are, therefore, also included in Fig. 6 as
solid lines. Although the results fit the experimental data
slightly better than Eq. �3�, it is evident that also this func-
tional dependence is not capable of describing the measured
distributions, in particular for higher impact energy. The
problem with thermal spike models becomes even more evi-
dent if the extracted fitting parameters are used to estimate
the relative magnitude of the nonlinear yield contribution. As
is already evident from the observed most-probable emission
energies ��0.1 eV�, the initial spike core temperature value
obtained from the energy distribution measurement is of the
order of 1000 K. Inserting that value into the respective yield
formulae of Ref. 16, the model predicts a ratio between the
thermal spike and linear cascade yield contributions
Yth /Ylin�10−11, which is by many orders of magnitude at
variance with the measured data depicted in Table I. As a
consequence, one has to conclude that the experimental data
obtained here cannot be consistently interpreted in terms of a
thermal evaporation mechanism.

Another piece of evidence against thermal spikes is given
by the data presented in Fig. 7. If particle emission would be
governed by thermal evaporation, one would expect identical
emission energy distributions of all species leaving the sur-
face, which is clearly not the case. Instead, we observe simi-
lar emission velocity distributions for sputtered monomers
and clusters under spike conditions. This finding reminds one
of the situation in a nozzle expansion, as is often employed
for the generation of cluster beams.51 In fact, molecular dy-
namics studies19,52–56 have revealed that concepts of fluid
dynamics rather than thermal evaporation from a heated sur-
face must be employed in the description of the sputtering

process under strongly nonlinear spike conditions. Based on
that observation, several analytical models taking up that pic-
ture have been proposed.19,57 They show that the emission
process can be understood as a quasifree expansion of a sub-
surface sample volume which has been heated to tempera-
tures above the critical point and, hence, become gasified in
the course of the collision cascade. Since the density is still
close to that of the solid, immense pressure builds up which
leads to a complete disruption of the surface, typically fol-
lowed by the formation of a crater. In order to emphasize the
distinction to an ordinary thermal evaporation mechanism,
Averback and Ghaly54 as well as Jakas et al.57 have de-
scribed such a scenario as a “microexplosion.” As demon-
strated in Ref. 57, the resulting emission velocity field re-
sembles that of a point source located slightly below the
surface, leading to relatively broad emission angle distribu-
tions as observed experimentally by Andersen et al.58 In a
way, the process implies a significant reduction of the effec-
tive surface binding energy of the emitted particles and does
in that sense agree with an idea put forward by Thompson et
al.31 In principle, such a scenario should develop under con-
ditions where the energy density in the collision cascade
greatly exceeds the sublimation energy per atom. For rare
gas targets, due to the low sublimation energy, this situation
is already achieved under low-energy impact of rare gas at-
oms. For metallic targets, a similar situation is apparently
realized under heavy polyatomic projectile impact.

Unfortunately, most of the published spike models con-
centrate on a description of the sputter yield and do not make
an explicit prediction of the emission velocity or energy dis-
tribution. A noteable exception is the “gas flow” model of
Urbassek and Michl,19 which predicts the emission energy
spectrum of sputtered atoms as19,52

f�E� �
1

�� � � � �* � �
	��5

2
,� � �1 + tc/t0�
 − ��5

2
,�

 ,

�4�

Here, �=E /kT is the reduced energy and � denotes the in-
complete Gamma function. The reduced critical energy

�* =
M�l/t0�2

2kT0
�5�

corresponds to a particle of mass M moving with critical
speed v*= l / t0, i.e., traveling the cascade depth l within the
“quenching time” t0. The physical meaning of t0 is a time
constant describing the dissipation of energy out of the cas-
cade volume into the bulk of the crystal by a power law
decay term �1+ t / t0�−v with v=1 for cylindrical symmetry.19

The quantity 1+ tc / t0= �T0 /Tcon�1/v approximately determines
the time tc at which freezing �recondensation� starts. Here T0
is the initial temperature of the energized volume and Tcon is
the temperature of condensation.

The model has originally been compared to experimental
results59 on the kinetic energy distributions of neutral atoms
sputtered from condensed rare gases under Ar+, Xe+, and Kr+

ion bombardment.19 It was demonstrated that the shape of
the energy distribution—including its maximum at very low
energies—could be correctly reproduced. Here, we fit the
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prediction of Eq. �4� to the data presented in Fig. 6, using the
initial spike core temperature T0 and the recondensation tem-
perature Tcon as adjustable parameters. The results are shown
in Fig. 8. It is clearly seen that our experimental data are in
much better agreement with the prediction from the gas flow
model in comparison with the thermal spike model. In the
case of diatomic and triatomic projectiles, the best fit is
found for T0=18 000 K and Tcon=700 K. For monoatomic
projectiles, the parameters are determined as 9000 K and
650 K, respectively. As outlined in Ref. 19, the initial spike
core temperature may be estimated theoretically from the
�nuclear� stopping power S of the solid for the projectile as

T0 =
S

�C��
2 �6�

where C=3/2nk is the heat capacity of the target material
and �� is the lateral width of the energized volume. For a
rough estimate, we will take the density of indium �n
=38.3 nm−3� and ���3 nm, which is about the mean di-
mension of the emission area obtained from molecular dy-
namics �MD� simulations,60 and use the stopping power pre-
dicted from SRIM2003 calculations. At the impact energy of
10 keV, the calculated values of S=203, 297, and 361 eV/Å
for Au1, Au2, and Au3 projectiles, respectively, result in T0
=14 600, 21 400, and 26 000 K in reasonably good agree-
ment with the values extracted from the fits.

It should be noted that the magnitude of the initial spike
core temperature T0 calculated by Eq. �6� is in all cases

larger than the critical temperature of indium �6323 K�.
Similar values are obtained if the core temperature is esti-
mated in the framework of the thermal spike theory.16 On the
basis of this finding, an emission mechanism described as
thermal evaporation from a flat, hot solid or liquid surface
must clearly be ruled out. This fact was also realized by
Oostra et al.,20 who argued that the discrepancy between the
high temperature values extracted from their experiment and
a thermal evaporation mechanism might be caused by the
very short time scale of the spike evolution. Going one step
further, we note that the high energy density in the cascade
volume leads to a fundamentally different situation where the
criteria for the applicability of phase explosion dynamics de-
scribed, e.g., by the gas flow model appear to be fulfilled.
There are, however, still a few details where our results de-
viate from the prediction of the theoretical model. For in-
stance, the parameter Tcon was originally estimated as the
boiling temperature of the target material.19 In our fit, this
parameter is determined to be significantly lower, i.e., some-
where between the boiling and melting temperatures of in-
dium �2345 K and 430 K, respectively�. The reason behind
that discrepancy is unclear at the present time. It should be
kept in mind, however, that the model was originally devel-
oped to describe the sputtering process of frozen noble gases.
These materials exhibit extremely low sublimation energies,
critical temperatures, etc., and, therefore, are very much dif-
ferent from the target material studied here. Although the
resemblence between both spike emission mechanisms ap-
pears to be remarkable, we stress that it is by no means clear
whether the underlying physics can simply be scaled from
frozen noble gases toward metallic targets.

The gas flow model in its published form does not make
any prediction regarding the emission energy distribution of
sputtered clusters. This situation is unfortunate, since the re-
markable similarity of monomer and dimer velocity distribu-
tions visible in Fig. 7 seems to represent a characteristic
feature of the spike emission mechanism. In order to exam-
ine the underlying dynamics in a little more detail, we
present results of MD computer simulations performed for
self-sputtering of silver surfaces under impact of small silver
clusters.60,61 As an example, Fig. 9 shows temporal snapshots
of the collision cascade developing under impact of a 6
-keV Ag3 projectile onto an Ag�111� surface. For details re-
garding this calculation, the reader is referred to our original
publication.60 In order to reveal more insight, the crystal of
140�140�70 Å3 dimension is cut such that only atoms lo-
cated in a central slab of 14 Å thickness are visible. The
presented trajectory represents a case leading to large action,
resulting in a total sputter yield of about 70 atoms. The sur-
face disruption and crater formation, which have also been
observed experimentally26 and, therefore, seem to be typical
for spikes, are clearly visible. In fact, these dynamics closely
resemble those calculated by Postawa et al. for impact of a
20-keV C60 cluster onto the same silver surface.62,63 Close
inspection reveals that during the later stage of the cascade,
all particles within the crater area—atoms and clusters—tend
to move collectively away from the surface with similar ve-
locities. These collective dynamics agree with our experi-
mental findings and appear to be typical for the particle
emission mechanism induced by a collisional spike.

FIG. 8. Spike contribution of kinetic emission energy spectra of
neutral In atoms sputtered from a polycrystalline indium surface
under impact of 10-keV Aum

− projectiles. Solid lines: least-squares
fit of Urbassek-Michl �Ref. 19� gas flow model.
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IV. CONCLUSION

The yields and energy distributions of neutral particles
sputtered from a metal surface under bombardment with
heavy gold cluster projectiles present clear evidence for the
formation of collisional spikes. Our results show the relative
importance of a spike-induced emission mechanism to
strongly grow with increasing nuclearity and energy of the
projectile. While bombardment of indium with 5-keV Au1
still leads to observables which are in excellent agreement
with the prediction of linear cascade sputtering theory, the

impact of 10-keV Au2 or Au3 apparently generates com-
pletely spike-dominated dynamics. However, it is also evi-
dent that the particle emission mechanism prevailing under
these conditions cannot be interpreted in terms of thermal
evaporation from a locally heated solid. This finding is easily
rationalized by the fact that spike temperatures producing the
observed nonlinear yield enhancement would necessarily
have to be of the order of 104 K, i.e., larger than the critical
temperature of the target material. Therefore, the material in
the core of the developing collision cascade is rapidly trans-
formed into a gas-phase state, leading to a phase explosion of
the overheated and, hence, strongly pressurized cascade vol-
ume. MD simulations reveal that the surface is completely
disrupted in such a process, followed by a quasifree expan-
sion of the material into the vacuum. In fact, our experimen-
tal data are found to agree quite well with a “gas flow” model
designed to describe such a scenario. In particular, the model
explains the experimental observation of most probable
emission energies to be much lower than both the “thermal”
energy in the cascade volume and the sublimation energy of
the target material. The gas expansion scenario is corrobo-
rated even more by the fact that under spike conditions the
emission velocity distributions of sputtered monomers and
clusters are found to be practically identical. This result,
which would be highly untypical for linear cascade sputter-
ing, appears to be another key feature of collisional spikes
developing under polyatomic ion bombardment of metal tar-
gets.
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