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Surface-acoustic-wave single-electron interferometry
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We propose an experiment to observe interference of a single electron as it is transported along two parallel
quasi-one-dimensional channels trapped in a single minimum of a traveling periodic electric field. The experi-
mental device is a modification of the surface-acoustic-wave-based quantum processor. Interference is achieved
by creating a superposition of spatial wave functions between the two channels and inducing a relative phase
shift via either a transverse electric field or a magnetic field. The interference can be used to estimate the
decoherence time of an electron in this type of solid-state device.
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Constructing a solid-state single-electron interferometer
poses many challenges, especially single-electron transport
through the device. Recent experiments on electron
interferometers'> and double quantum dots® have demon-
strated interference, but do not deal with single electrons.
These experiments have to take into account many-particle
effects, the behavior of electrons as quasiparticles, and the
validity of the application of theories such as Fermi liquid
theory. In addition to not showing true single particle inter-
ference, these factors obscure the fundamental electron co-
herence time, which is of crucial importance for many pro-

spective solid state quantum information processing
schemes.*8

Electron quantization using surface-acoustic waves
(SAW), originally studied in the context of current

standards,'? has recently lead to a proposal for the imple-
mentation of a quantum processor in the solid state that uses
this mechanism.!! Advantages of the proposed SAW devices
include the unique feature of creating a completely polarized
initial state and of making ensemble measurements over bil-
lions of identical computations. Additionally, these systems
are similar to quantum dots, but have the advantage that
manipulation of qubits can be done with static potentials on
surface gates without the need for expensive high-frequency
pulse generation.’ Furthermore, the mechanism of SAW
transport eliminates the problem of backscattering from dis-
continuities in the electron trajectory which also detracts
from the ideal interferometry experiment.'>"'> This opens up
the range of mechanisms for inducing relative phase shifts
required to observe interference fringes.

The acoustoelectric devices we consider in this paper are
fabricated on modulation doped GaAs-AlGaAs heterostruc-
tures. Because GaAs is a piezoelectric material, applying a
radio-frequency potential difference between a pair of inter-
digitated transducers produces vibrations that propagate
through the structure as longitudinal waves (SAWs), which
in turn induce an electrostatic potential. The SAWs then
travel across the two-dimensional electron gas and through a
mesa patterned with surface gates that define two parallel
quasi-one-dimensional channels. By altering the static poten-
tial on the surface gates it is possible to trap a single electron
in each SAW potential minimum in each of the two channels
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with an accuracy greater than 1 part in 10°.'° A two level
quantum system (qubit) can be defined by the presence of a
single electron in either the lower or the upper channel (|0)
and [1), respectively). Single qubit rotations can be imple-
mented by variations in the static potentials defined by sur-
face gates. The probability of the presence of an electron in
either channel can be measured directly from the current out-
put of each channel via Ohmic contacts.

A Mach-Zender single particle interferometer can be con-
structed from a single qubit SAW processor by a combina-
tion of o, and o, gates. The size of the interference fringes
gives an indication of the fidelity of device which is a com-
bination of the individual gate fidelities and decoherence. By
varying the effective length of the interferometer, the dephas-
ing time of single electrons in this system can be estimated,
which is expected to be the limiting factor for coherent ma-
nipulation of these systems.

Decoherence of qubit can be characterized by two time
scales, the T; and the T, time, which are a measure of the
rate at which the system experiences unwanted transitions
and dephasing between quantum levels respectively. In the
Bloch sphere picture,!”"!” the T, (amplitude damping) time is
associated with the contraction of the Bloch sphere along the
Z axis, in conjunction with a symmetrical contraction along
the x and y axes consonant with complete positivity.?’ This
transforms a pure state to a completely mixed state. The 7T,
(phase relaxation) time is associated with the contraction of
the x and y axes only, resulting in a shrinkage of the Bloch
sphere to a line along the z axis. In the Markovian regime, an
initially pure state |)=a|0)+8|1) evolves under phase re-
laxation as
la]*  ape™™ ) X
a*ﬂe—l/Tz |B|2 ( )

The off-diagonal terms (coherences), responsible for interfer-
ence, decrease in magnitude exponentially, where 7, is the
1/e time constant.

A Mach-Zender interferometer is shown in Fig. 1. Ini-
tially, a particle is in the localized state |0) traveling horizon-
tally towards the first beamsplitter. The actions of the beam-
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FIG. 1. A Mach Zender interferometer. A single particle at a
time is sent horizontally towards the first beamsplitter. We label the
state of the particle in the upper and lower arms of the interferom-
eter [0) and |1), respectively. A phase shift is introduced into the
upper arm. The two paths are directed to interfere at a second beam-
splitter. Particle detectors determine from which direction the par-
ticle exits the interferometer.

splitters, having transmittances r=cos’6 and reflectances r
=sin’#, and phase shifter can be expressed as unitary opera-
tions

U (cos@ sin 6 ) d (1 O)
BST\oivsin 0 —eVcos0) 0 FT\0 ei¢)

respectively. The state may experience dephasing for a pe-
riod of 7, the transit time between the two beamsplitters. The
final state after the second beamsplitter is

Poo=cos* O+ sin* 6+ %v sin? 260 cos(y + ¢),

Po1 = P1o

= 1e7 sin 26[cos 26+ ve' " ? — 2v cos? O cos(y + )],

P11 = %Sin2 29[1 -V COS(')"" (b)],

where v=¢"""2. The probabilities of each detector clicking
therefore are

Py =cos* 6+ sin* 6+ %v sin® 26 cos(y + ¢), (2a)

P, =%Sin220[l —vcos(y+ ¢)]. (2b)

By varying ¢, interference fringes can be observed (Fig. 2).
Using the standard definition of visibility v=(P .
= Ppin)/ (P ax+ Pmin)» We find that

v sin? 26

Vo=s——F 71—, 3a
0 2(cos* 6+ sin* 6) (32)

vi=v, V 6. (3b)

Therefore v, only depends on the dephasing.

We now describe a procedure for calibrating the beam-
splitters so that they are both 50:50. If the beamsplitters have
different splitting ratios #; and 6,, the interference pattern
will depend on v and the two angles #; and 6,, so that

Py =cos’ #;cos’ 6, +sin® 6;sin’ 6,

+ 2v sin 6;sin 6, cos 6;cos 6, cos &,
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FIG. 2. Interference patterns showing reduction in visibility as
decoherence increases, as well as divergence of the two detector
curves if the beamsplitter is not 50:50. The upper figure is for 6
=1/4, the lower one for 6=1/8.

Plzl—Po,

where &£=y+ ¢. The average values of Py and P, with respect
to ¢, given by P(av)=(Pmax—Pmin)/ 2+ Ppins

Po(av) = cos? 6,cos? 6, + sin® 6;sin® 6,

Pl(av) = 1 - Po(aV)

will be % if at least one of the beamsplitter ratios is 50:50.
If initially this is not the case, one can adjust the angle of

the first beamsplitter until such a condition is achieved. One

can then proceed to adjust the visibilities in general given by

2v sin 6 sin 6, cos 6, cos 6,

(4)

Vo= . .
cos? 6, cos? 6, + sin® 6, sin” 6,

2v sin ;sin B,cos 6,cos 6,

(5)

V= sin?@,cos” 0, + cos*fsin6,’
where v is the intrinsic visibility of the system. Having cali-
brated 6, to m/4 we have that vo=v,;=2v cos 6, sin 6,. The
value of 6, that maximizes v, and vy is 6,=m/4. When both
beamsplitters are 50:50, therefore, v is equal to the visibili-
ties given by the interference patterns. Adjusting the angle of
the second beamsplitter until the detected visibilities are
maximum therefore calibrates it to a splitting ratio of 50:50.

A two-channel SAW device is shown in Fig. 3. One chan-
nel is blocked off so that only one electron is carried in the
wavefront of each SAW potential minimum. Information is
encoded on the position of the electron, so that localisation to
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FIG. 3. Single-electron interferometer. A surface acoustic wave
propagates from left to right. Single electrons are transported by the
SAW along 1D channels defined by surface electrodes parallel to
the direction of SAW propagation. By lowering the potential be-
tween two channels (by a suitable gap in the surface electrodes), an
electron may coherently tunnel laterally like in a beamsplitter. Bi-
asing the channels relative to each other induces a phase gate.

the upper and lower channels corresponds to the qubit states
|0) and |1), respectively. A superposition of the two states can
be created by lowering the potential barrier between the two
channels with the aid of a gap in the surface gates. While the
electron is in the region of the gap, it can tunnel between the
two channels. Its dynamics can be described by the effective
Hamiltonian

H= %450'z + %A(rx, (6)

where o, and o, are the Pauli matrices acting on |0) and |1),
and € is the energy splitting between the localized electron
energy levels in each well. For small € and for |¢(t=0))
=(0),

|y4(t)) = cos(ar)|0) — i sin(ar)|1), (7)

where a=A/(2%). If the tunneling barrier opened up sud-
denly it could be characterized directly by a tunneling energy
A; in a real device, the tunnel barrier opens up gradually so
integration over the barrier length is needed in order to de-
termine the effective A. The evolution of the state according
to this tunneling Hamiltonian only occurs as the SAW carries
the electron through this region, so that the tunneling time is
determined by the velocity of the SAW and the length of the
tunneling region. If we now rewrite Eq. (7) as the map
|0)—cos 6|0)—i sin 6]1), it is evident that the tunneling re-
gion acts, in fact, similarly to a beamsplitter, with the beam-
splitter angle 6 depending on A, the length of the tunneling
region, and the SAW velocity.

In order to observe single-electron interference, we intro-
duce a relative phase shift ¢ between the two paths which
can be achieved in several ways. One can induce an asym-
metry in the double well potential by means of a transverse
electric field, as shown in Fig. 3, or by narrowing the 1D-
channel confinement potential. Alternatively, one could em-
ploy the Aharonov-Bohm effect, which has already been ob-
served in GaAs/AlGaAs heterostructure devices.?!

Introducing an asymmetry to the double well potential via
a transverse electric field separates the eigenstates of the sys-
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tems into localized single particle eigenfunctions, evolving
with different energies:

[y = cos e Eo"™|0) — i sin GeE17A|1). (8)

The relative phase difference between the two paths is there-
fore given by the energy difference e=FE,—FE; between the
two localized states

A¢:6=%det, (9)

where V is the voltage difference between the two channels
and e is the electronic charge. Since the electrons are trans-
ported by the SAW, [ dt=7=[/v where [ is the length of the
channel region experiencing the electric field and v is the
velocity of the SAW (~2700 m/s in GaAs). We can then
rewrite Eq. (9) as

e|Eld |
hov’

Ag= (10)

since V=E-d, where E is the the electric field and d is the
displacement between the two channels, and therefore ex-
plicitly calculate A¢.

The lowest electron temperature achievable in a
He-*He dilution refrigerator is realistically around 100 mK
(~10 peV), assuming that microwave heating is minimized.
We take this thermal energy as the resolution of the experi-
ment. In order to obtain clearly defined oscillations, the mini-
mum transverse potential change needed for each 27 phase
change is ~100 wV, corresponding to a maximum phase
gate length of 0.1 um. We cannot have a longer gate without
decreasing the number of readings per fringe, given the volt-
age resolution due to thermal noise. We also require obser-
vation of several periods in order to obtain a good estimate
of the visibility.

If the relative phase shift is introduced via the Aharonov-
Bohm effect,?? we have that

Ad):%fﬁ-ﬁd& (11)

where S is the surface enclosed by the two paths of the
interferometer. In our setup, in order to obtain a 27 phase
shift, if the area enclosed by two paths is of the order of

~0.2 um?, a |B| field change of the order of ~20 mT is
required. Interference of electrons has already been observed
in the presence of large magnetic fields in Ref. 1; we thus
expect that this small magnetic field should not produce
much additional decoherence.

To measure the dephasing rate, we need to subject the
superposition of localised electron states to increasing
lengths of time and measure for each length the reduction of
the visibility. This can be achieved by lengthening the effec-
tive path length of the interferometer, as shown in Fig. 4. We
require at least five different times to obtain a reasonable
estimate of 7. The longest interferometer transit time should
be of the order of 2.3 X T, if we require the minimum vis-
ibility to be 10% of the initial visibility. Although absolute
estimates the 7, time do not exist, recent experiments place a
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FIG. 4. Configuration for measuring the decoherence rate. By
varying the central gate bias, the gaps in the central barrier are
opened and closed in such a manner that the path length can be
varied, hence varying the time the electron is in superposition be-
tween the upper and lower channels.

lower bound on decoherence of ~1 ns°. Using this value, we
find that the longest channel setting needs to be of the order
of v7~6 um. Increments in channel distance between each
setting thus need to be of ~1.2 um or less. This is easily
achievable using current electron-beam lithography technol-
ogy.

The T, time, corresponding to unwanted tunneling, can be
made extremely long in between the two beamsplitter re-
gions and may be ignored. In the tunneling regions, effects
such as scattering from fluctuating impurity potentials (ran-
dom telegraph noise) do become important. Estimates of the
T, decoherence time (a lower bound to the 7—1 time) for
similar tunneling regions have been made for a double dot
system and found to be at least 1 ns’. Since our tunnel re-
gions are ~300 nm long, the electron traverses them in a less
than 100 ps, so we expect these errors to be small. In any
case, these gate errors are constant and thus one can factor
out their effect to determine 7,. Since the electron trans-
ported by the SAW is shielded from many particle effects,

PHYSICAL REVIEW B 72, 085329 (2005)

our system may show higher coherence than multielectron
quantum dots.?

Increasing the channel length to estimate the dephasing
time will be a challenge. A main concern will be that the
environment of the qubits will change. However, the increase
in static impurities will be small (for an average impurity
density of ~1 um™') and techniques exist to “delete” their
effects on the qubits, once their presence is located.>* Cali-
bration of the beamsplitters is vital to eliminate the contribu-
tion of mismatched splitting ratios to the variation in inter-
ference visibility.

We do not include in our analysis decoherence arising
from spin-orbit coupling. This, however, we expect to be
negligible because of the much longer decoherence times
supported by the spin degree of freedom.?*

Finally, this device can also be used as an electric field
measuring device, since changes in the transverse electric
field will result in changes in the interference pattern. By
means of a feedback circuit, the absolute size of the field can
be_ measure_d. This measurement will be subject to shot noise
VN/N=1\N, where N=fAt is the total number of electrons
collected in time At with SAWs of frequency f. There is a
trade-off between increased sensitivity, by using a longer Az,
and measurement bandwith.
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