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Nonequilibrium theory for a quantum dot with arbitrary on-site correlation strength
coupled to leads
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An analytical expression for the current through a single level quantum dot for arbitrary strength of the
on-site electron-electron interaction is derived beyond mean-field theory. By describing the localized states in
terms of many-body operators, the employed diagrammatic technique for strong coupling between localized
and delocalized states enables inclusion of electron correlation effects into the description of the local dynam-
ics, which provides transport properties that are consistent with recent experimental data.
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I. INTRODUCTION

Electron transport through few electron islands is strongly
influenced by electron correlations between its atomic like
states. A variety of correlation effects, including Kondo
effect' and resonant current peaks,* have been observed.
For low conductance of the tunnel junctions one can employ
“orthodox theory,”®’ which treats the tunneling in lowest
order perturbation theory (golden rule). In the strong cou-
pling regime, however, this theory collapses since then the
transport is not dominated by sequential tunneling. While
effects of coherent tunneling have been extensively
studied,®"!? the question of a general description which in-
cludes correlation effects and is valid both for strong and
weak coupling regimes remains open.

In this paper, an analytical formula for the current through
a single level quantum dot (QD) is derived for arbitrary on-
site correlation strength, beyond mean-field theory [e.g.,
beyond self-consistent Hartree-Fock, or Hubbard I,
approximation'3-13 (HIA)]. This formula includes local cor-
relation effects which provide the well known renormaliza-
tion of the localized level.'>! The theory and formula pre-
sented are shown to be consistent with previous model
results for interactions between localized and delocalized
electrons, e.g., atomic limit, noninteracting limit (on-site
Coulomb repulsion U—0), and the strongly correlated limit
(U— ). While these limits have been treated several times,
and the last limit has been treated in detail concerning Kondo
physics,?>?7 it is important that the material here presented
includes these limits. It is also important to note that the
renormalization of the localized level often discussed in scal-
ing theory,’>?! is included into the present formulation.

Already in 1987 Larkin and Matveev®® suggested a simple
formula for current through a single resonant level,

Iire

~ | ————=f(0) - frlo)]do.

Here, 'R TL4+TR=T, defines the coupling between the
resonant level &, and the leads, whereas f;p(w)=f(w
—uyr) is the Fermi function for the left/right (L/R) lead at
the chemical potential w7z The formula provides a very
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simple description of the single level QD with no on-site
interaction, i.e., U—0. Since then, this description has been
further generalized to arbitrary interactions in the interacting
region,>3? however, given in terms of nonequilibrium Green
functions (GFs) of the localized levels. Although this formu-
lation provides a general framework and starting point for
studies of mesoscopic quantum systems in nonequilibrium, it
nevertheless lacks the simplicity of the single resonant level
case. Starting from the formulation in terms of nonequilib-
rium GFs, it is therefore motivated to derive an analytical
formula for the current through a single level QD for arbi-
trary on-site correlation U, explicitly given in terms of the
parameters of the system, e.g., localized state energies, on-
site Coulomb interaction, and couplings to the leads.
Thereto, it is desired that this formula goes beyond any
mean-field theory, e.g., HIA, and includes effects of electron
correlations of the localized states. However, one should not
expect that, for instance, the Kondo effect may be included
into this formula, since the simplicity of the intended expres-
sion would be lost by an adequate treatment of nonequilib-
rium Kondo physics. Effects related to Kondo physics are
hence omitted in this paper.

One objective with the paper is to show the relation be-
tween the presented approach with many-body (Hubbard)
operator GFs and the standard decoupling technique for
Fermi operator GFs, both in equilibrium and nonequilibrium.
Hence, it is shown that the QD GF resulting from both ap-
proaches are equivalent in the HIA for arbitrary on-site Cou-
lomb interaction. On the one hand, this equivalence should
be obvious since the physics of the system should not depend
on the method. On the other hand, it is not obvious how to
establish this equivalence between the results, since the Hil-
bert space spanned by the eigenstates used in the Hubbard
operator formulation is higher dimensional than the corre-
sponding space in the Fermi operator approach. Accordingly,
this relation between the two methods has to be established.
Moreover, it is shown in the paper that the description of the
QD in terms of Hubbard operators is naturally and directly
applicable to the well-known “machinery” of nonequilibrium
GFs.3132 Introducing Hubbard operators is motivated for
three reasons: namely (i) the formulation provides a com-
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plete freedom in the strength of the on-site Coulomb inter-
action, e.g., 0 < U< o, (ii) a renormalization of the QD level
similar to the scaling relation, for instance, see Refs. 15-21,
is included in the QD GF, which cannot be obtained within
traditional standard methods, and (iii) the theory is valid in
the whole range from weak to strong coupling between the
QD and the leads.’® Furthermore, the formulation in terms
of Hubbard operators enables the use of diagrammatic
technique®*** for the QD GF in which the HIA is the zero
order approximation.

While most of the material in the present paper is differ-
ent, a few results which have already been published, see
Refs. 33 and 34, are included for completeness. The dia-
grammatic technique employed in the paper was developed
and discussed in Ref. 33 for the treatment of strongly corre-
lated electrons in connection with density functional theory
calculations. While the content of that paper provides a gen-
eral overview of the method with Hubbard operator GFs
used here, it is restricted to equilibrium physics. This method
was applied to nonequilibrium situations in Ref. 34, where
the renormalization of the localized QD state energies was
derived and included in the QD GF. It was also shown that
the renormalization is strongly spin-dependent which leads
to a spin split of the localized states whenever ferromagnetic
leads are coupled to the QD. However, the considerd case in
Ref. 34 was restricted to infinite on-site Coulomb repulsion.
The present paper provides a description of the nonequilib-
rium physics of QDs, with arbitrary on-site Coulomb repul-
sion, coupled to leads.

The outline of the paper is as follows. The general model
used for calculations of the current is introduced in Sec. II,
whereas the specific model used in this paper is discussed in
Sec. III. In Sec. IV this model is discussed for the case of
Hubbard’s approximation. Then, in Sec. V, the formulation
of the problem is discussed in terms of many-body operators,
where the HIA is rederived as well as a more advanced ap-
proximation of the system (loop correction), in which effects
from electron correlations are included. Here also the for-
mula for the current through the system is derived, both in
the HIA and in the loop correction. Charge and current con-
servation of the discussed approximations is proved in Sec.
VI, a few numerical examples are considered in Sec. VII,
and the paper is finally summarized in Sec. VIIIL.

II. MODEL

In many cases of transport through mesoscopic systems, it
is reasonable to regard the leads and interacting region as
separate subsystems which interact via a tunneling Hamil-
tonian Hy. Single or coupled QDs attached to leads are ex-
amples of often studied systems where such an approxima-
tion is appropriate, where the generic model is given by

H:HL+HR+Him+HT‘ (1)

Since the properties of the interacting region, H;,, often gov-
ern the transport properties of the system as a whole, the lead
Hamiltonians are normally modeled as simple non-
interacting electron gases, e.g., Hr=Ziye/REkoClaChon
where c}zg (cyy) creates (annihilates) an electron in the left/
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right (L/R) lead at the energy &, and spin o=1,]. The
tunneling interaction, Hy, accounts for the tunneling of elec-
trons between the leads and the interacting region and in the
simplest case only single electron tunneling is taken into
account. Hence,

HT = 2 (Uknocltadna + HC) > (2)

kno

where v,,, is the hybridization between the localized and de-
localized electrons in the leads and interacting region, re-
spectively, and dZJ (d,,) creates (annihilates) an electron at
the nth level in the interacting region.

The model for the interacting region, H;,, may be of a
more or less complicated structure. Nevertheless, it is nor-
mally possible to separate it into a single electron zero
Hamiltonian term and an interacting term, i.e., H;,="Hy
+H,;, where Hozi,wsm,dzadw, and where H; includes
electron-electron interactions that take place in the interact-
ing region.

With these basic as§umptions, along with the anticommu-
tation relations {c;,, ¢}, 1} = S Ogrs {dg,dz;,}=5w,, and all
others equal to zero, it is possible to derive an exact expres-
sion for the stationary current through the system>°

J=- itr Im J {[FL —_ FR]G<((U) + [fL(w)FL —fR(w)FR]

X[G'"(w) - G*(w)]}dw. 3)
Here, I 5:5”:2772,(5 LRV iUk’ o @—€;5) s the coupling be-
tween the leads and the interacting region, whereas G="%(w)
are the lesser, retarded, and advanced forms of the GF matrix
for the interacting region.

The model for the current given in Eq. (3) is the basic
equation for the calculations of transport properties in this
paper. In the rest of the paper, the GF of the interacting
region will be investigated for single QDs in different ap-
proximations.

III. SINGLE LEVEL QUANTUM DOT

Consider a single level QD with on-site Coulomb repul-
sion U, e.g.,

Hin = > £0didy+ Unyn, (4)

where & is the single electron level and n(,:df',d,,. Introduce
the GF G,(t,1")=(-i){Td(t)d!(t")). The equation of motion
for the operator d, is given by

d -
(i; - 80>d0= Ungd,, + E UtoChors (5)
k

where & is the opposite spin of . Further, the equations for
nzd, and c;,, are given by
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d
e —Uln-
(2 == 0 s,

= E (- Ukﬁdadacig + UZonECkU + UZ&dudj}Cka), (6)
k
and

('ﬁ ) ~viud ™)
l(% €ko | Cko = Vkolo>

respectively. These equations lead to a coupled system in-
cluding both one- and two-electron GFs, like for instance
(—i)(Tn(;(t)d(,(t)dZ(t')), (—i)(Tck(,(t)dg(t’)), etc. In order to
proceed analytically (and/or numerically), one has to resort
to one or another approximation. This will be done in the
next subsection. However, the aim of this paper is to estab-
lish the equivalence between the described method and the
method of using Hubbard operators. Thus, before embarking
into the details of the approximation schemes, the concept of
using Hubbard operators is introduced.

As is well known, the Fermi operators d, (df,) can be
expanded in the eigenstates of the interacting region. In the
present case this is done by introducing the empty, singly,
and doubly occupied states, e.g., |0), |o), and [2)=|1 | ), and
the outer products (projection operators) X?/=|p}g|."* By
resolution of unity one has

dy= 2 [pXpld,laXal = 2 (pld,lg)xP
rq rq

= (0|d |} X7 +(ald,|2)X 7, (8)

and d! =(a|d,|0)X70+(2|d |)X?°, giving dld,=X""+X?
and nn 1=X22~ Henceforth, Fermi-like transitions (changing
the total number of electrons by an odd integer) will be de-
noted by XP9, whereas Bose-like transitions (changing the
total number of electrons by an even integer) are denoted by
7Pi=|p){q|, while diagonal transitions are denoted by h”
=Z7PP. The single level QD can then be written as

Him= > E, )

p=0,0.2

where Ey=0, E,=¢g(, and E,=2g,+U.
In terms of the Hubbard operators, the tunneling Hamil-
tonian takes the form

Hr= 2 (V0ch [ X% + 7,X72] + Hee), (10)
ko

where 7,=(|d,|2) (7, =+1) and (0|d,|o)=1 account for
the selection rules between the different transitions. In a
similar way, the GF for the QD can be expanded according to

Go(t.1") = (= IT(XO7 + 5, X7 (1) (X7 + 9, X°°) 1))y
=Goo(t,1") + 1,G5200(t,1") + 7,Gopa5(t:1")
+ Gz(t,t") (11)

(the subscript U signifies the dependence of the generating
functional, to be used later), where Gy,=Gj,m0 and Ga
= G 7,5 In this example, the generating functional is defined
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by the action S=exp|[—if ;g_iﬁ H'(£)dt],31-333% where the distur-
bance potential is given by

H' (1) = Ug(Dh* + 2 Uy (DZ77 + Upp(h*. (12)

’
oo

The equation of motion for the operators X°” and X2 are
given by

J
i— - A )xolf
(l g 0
=2 (= D0i5€1 52 + 0B + W) e+ 0,27 C15),
k

(13)

and

J ) .
i——A),|X7?
( ot 20
= 2 (_ Ukﬁczazoz + 77<r01tg(h6+ hz)ck(r+ nﬁ'vkazaack&)’
k

(14)

where A‘;():EU—EO and A2&=E2—E5 are the bare transition
energies in the interacting region.

In the following treatment, terms like c] . Z%% are ne-
glected, since these terms give rise to propagators like
(—i)(TcZU(t)c}ZU(t’)), (=i{TX()X°(t")),), similar to those
considered in the theory of superconductivity,’3-*> which is
beyond the scope of the present paper. While such propaga-
tors provide additional contributions for systems in the su-
perconducting state,® they vanish in normal metallic and
semiconducting systems. However, the propagators describe
the transfer of two conduction electrons in the leads to local-
ized electrons on the same site (or vice versa) and appear
only as perturbational contributions. More details can be
found in Ref. 33.

IV. HUBBARD’S APPROXIMATION

One of the simplest approximations of the GF for the QD
is obtained within Hubbard’s approximation of the two-
electron GF, henceforth referred to as the Hubbard I approxi-
mation (HIA). For completeness, the result is derived in both
the Fermi operator and the Hubbard operator representations,
in order to elucidate the correspondence between the two
approaches. The equation of motion for the two-electron GF
Goilt,1") = (=i)(Tng(t)d (0)d (1)) is given by, cf. Eq. (6),

d ,
(lat —&y— U)gm;(t,t )
= 81— 1" )ns(1)) = 2 vis(= DT(dgd e s) (1) (1))
k
+ 2 V(= DT (nge40) (Ddi(1"))
k
+ 2 U= T(d i) () ().
k

The HIA corresponds to the decouplings!3-13
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(= T (e (Od(t)) = (na(D)Fi(t,t"),
(= iIXT(dsd el ) (1)d} (1)) =0,
(= IXT(dodyers) (03 (1)) = 0,
where Fk[,(t,t’)=(—i)(Tckg(t)djT(t’)>, which yields

J
(i; —gy— U)Qm,(t,t’)

= 81— 1" )ng(0) + 2 vponal ) Frolt,t').
k

Using Eq. (7), the equation for the transfer GF F;(,") can
be integrated to
t0-if
Fro(t,t') =vkof Sro(t,1)G,(1",1")dt", (15)
lo
where g,m(t,t’)=(—i)(Tck(,(t)c§(t’)) is the GF for the elec-
trons in the leads satisfying (id/dt—ey) g (t,1')=8(t—1").
Hence the (Fourier transformed) QD GF G (z,t’) reduces to
the well known result!#

iw=gy=(1-{(nx)U
[lw —&)— Vrr][lw — &~ U] - <I’L5.> UV{r

Goliw) = . (16)
where V, =V (iw)=2|vo]*/ (io—g;,).

The HIA for arbitrary U contains three important limit
results for, namely, the atomic limit v, — 0, the noninteract-
ing limit U— 0 and the strongly correlated limit U —, e.g.,

1 _<nﬁ> <”5>
lim G, (iw) = - + - , (17)
vko.—>0 LW — €p LW — &) — U
lim G, (iw) 1 (18)
im =,
g0 0 G- go— Vy(iw)

e.g., the result from the exactly solvable Fano-Anderson
model, 3037 and!®

) . 1—{(nz
ulfigv(’w) Ciw—gy— (1= (n))V,liw)’

(19)

respectively. The results in Egs. (16)—(19) will now serve as
a basis to compare the analogous result obtained within the
approach with Hubbard operators.

It should be noted that the decouplings corresponding to
the HIA were first introduced in order to achieve the correct
result for the GF in the atomic limit.!? In this limit there are
no interactions between the localized and delocalized elec-
trons and the exact solution of M, is given by Eq. (17). It
should, however, also be noticed that the HIA is the simplest
possible, or crudest, approximation for the GF of the local-
ized states satisfying Eq. (17).

V. FORMULATION IN TERMS OF MANY-BODY
OPERATORS

The expansion of the operator d, in terms of Hubbard
operators, Eq. (8), provides the basic rules for the expansion
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of the QD GF G, given in Eq. (11). In the latter expansion
the propagators are constructed to depend on the generating
functional, Eq. (12), through the definition

(TSX*7()X7°(1"))

Goolt,1") = (= iXTX ()Xt )y = (- i) s)

k)

and similarly for the other GFs. In taking the time derivative
of the GF with respect to # one must also differentiate S, i.e.
(cf. Ref. 31),

PSS L B 9 00
l,gtTSXO (t)_T[<l&tS>XO (t)+S(l&tXO (t))}
=TS[X%(1), H + H'(1)].

With the disturbance potential given in Eq. (12) the commu-
tator [X%,’H'], a=00 or a2, becomes

[X°7, H'] = AU ()X + U,5(1)X"°,

[X72H']= AU (X7 = U (X,
where AU (1) =U ;,(t) = Upo(?) and AU, (1) = Uyy(1) = Ug5(1).
Hence, omitting transitions like Z°?, the equations of motion

for the GFs Gy,;(t,t") and Gzy(t,t"), where a denotes the
conjugate of any of the transitions 0o and 62, become

(i,;% - AYo- AUoo(f)>Gom7(t,l’) = Uqs(1)Gogalt,1')
= Ot = 1")Pyos(1)

+ 2 (o= TR + BDer ) (X)) y
k

+ 05— T(Z7¢, ) (DX ))y), (20a)
(i% - Agﬁ_ AUZU(t)>GO'2a(t7t,) + Uga(t)nga(t,t')
=8t —1")Psy5(1)
+ 2 (0= TR + W 1er ) (X))
k
+ D5055(— IXT(Z77 ) (DX ))y). (20b)

Here, Po,z(1)=(T{X*",XD(1)y and  Pzg(1) =(T{X"* X%}
X(1))y (end factors) are spectral weights of the respective
GFs, playing an important role in this formulation of the
theory. Also, let Py,= Py,,0 and Pz = Ps,5, for a shorter
notation. Physical quantities are drawn out of the involved
GFs in the limit U(r) —0, since the sources are only intro-
duced in order to generate a diagrammatic expansion of the
GFs.

The present diagrammatic expansion of the GFs is gener-
ated through functional derivatives of the GFs with respect to
the source fields U(1), £ €{00,00",22}, in Eq. (12), where
the functional differentiation operators arise from the three
operator propagators (—i){TZ&(t")c;,(1)X"(¢')),. To see this,
consider the variation of the GF, say, G(z,t") with respect
to the source fields Ug(1), e.g., 6Gy,(t,t"). Through an analo-
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gous procedure as described in Ref. 31, one finds that

(= iIXTZH)X 7 ()X 7(t))y

1)
= ((ng(t")>y+ im)Goa(l‘,t'), (21)

and likewise for the other propagators. Hence, the equations
of motion in Eq. (20) can be rewritten in terms of the normal
two operator GFs and functional derivatives thereof. Using
that the transfer GF Fy(,1')=(=i){Tc;,(1)X°°(¢")),, can be
integrated similarly as F;, giving

Fka'u()(t’t,)

to—if3
= vka’f gk(r([?t”)[GOa'(t”’t,) + 77UG<7200(t"J')]dt”,
i1

0

(22)

and Eq. (21), the equation of motion for the matrix GF can
be written as

N ,
(z&tl— A’ - U(t))G(t,t )

19-iB
=8(t—1t)P>t) +[P(r') + R(t*)]f V(t,"G(",t")dt",

(23)

where I is the identity, A0=diag{A?0,A?o,Ag i’AgT} (diagonal
matrix) contains the bare transition energies A_,=FE,—E, and
Ag(-rzEz—El;. The source fields are contained in U(z)
=diag{U,(r),U,(1)}, where U,(t), n=1,2, are 2 X2 matrices
defined by

_ (AU Um(f))

Ul(t)‘(uu(z) AU () ) (24)
(AU (1) —U“(t)>

Uz(l)_(—Uu(t) AU, (1) . (240)

The end factor P(r)=diag{P,(z),P,(¢)}, which arises due
to the noncommutativity of the Hubbard operators, contains
the spectral weights of the components. Here, each entry
P,(t), n=1,2, is given by

[ Por(® P(mo(l))
Fi(0) = <P0uo(l) Py (1) )’

[ PR P¢m(¢)>
P:(1)= (Pnzl(f) Pio(0) )’

where the vanishing off-diagonal components are inserted
for completness. It may be noted, though, that the off-
diagonal components in P,, n=1,2, are nonvanishing when-
ever spin-flip transitions occur in the system. In the spin
degenerate case the system reduces to a 2 X2 matrix equa-
tion, since the spin T and | equations are equal.

The functional differentiation operator matrix R
=diag{R,,R,} has been introduced, arising by the same ar-
guments as P(¢), where R,, n=1,2 are defined by
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Ro0(t)  Ropo(t) )

Ri(0)= <R0uo(t) Ry 10()

_ R (1) Ruﬂ(ﬂ)
R2(t)_(RT221(t) Ripi(0) )’

with the components

s o N o
77 8Ug(t)  OU 41 o (1)

ROG'U’O(t) = l( ), (253)

J +6 0 ) (25b)
SUs(1) 778U (1))

Note the order of the spin indices in the second term of Eq.
(25a). Finally, the tunneling interaction matrix V is given by

(er'(t,t’)>
Vit )’

where  V'(r,1")=diag{V(z,¢'),V|(¢,¢")}, with V,(z,1)
=3 cLrlVral*grolt,1"), and o is the z component of the Pauli
spin vector which accounts for the selection rules defined by
770=<5-|d0'|2>~

This concludes the definitions of the equations for the QD
GF in terms of many-body operators in its general form. The
next step is to find valuable approximations of the local
properties that can be used in the nonequilibrium description
of the system.

Rz (1) = i(

V'(t,t")

Vi) = (0' V'(t,t)

(26)

A. Hubbard I approximation
The HIA corresponds to omitting all functional deriva-
tives, and in addition, putting all the averages (TZ(f)),, but
the diagonal ones, (T(h°+h°)(t)), and (T(h%+h?)(t)),, equal
to zero (off-diagonal averages vanish due to the absence of
spin-flip transitions in the system). Hence the Fourier trans-

formed equation of motion for G in the HIA becomes [as
Ug(t)—0]

(iwl - A)G(iw) =P + PV(iw)G(iw) (27)
which yields the solution

PO(T

GO(r(iw)= P VP
0oV ol a2

i =AY = PpyVy— —— o
O - A) — PV,

(o8

and

a2 Vo’

—— Gy lio).
iw-A) PV, ooli)

Gapolio) =7,

The end factors Py,, P, interpreted as spectral weights,
have to add up to unity, i.e., Py,+Psz=1 (proved in Sec. VI).
For later use, one also notes that the occupation number
(nyy=(h’+h*)=P,_,, hence P,,=1-(nz). By simple alge-
braic manipulations one thus finds that
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(i0 = Ays = PV Pog
Goolio) = —————— . (28)
[iw—Ay - Vollio—Ay-]- P5UV,
Therefore, the sum Gy,+ 7,G 50 gives the expression
Goo(iw) + 175G z940(iw)
(lw - A(Z)E-)POO'
(29)

" iw- A=V liw=AY]- PHUV,

Similarly, one finds that the sum 7,G(,,5+Gs can be writ-
ten as

77rrG0(72(7(iw) + G&Z(iw)
(io- A?fo)P&z
Cliw-A% -V, Jlio-AS ] PLUV,

(30)
Thus, one finally arrives at (recalling that Ag(,:EU—E():so
and AY_=E,~E,=&"+U),
Goolio) + 175G 5240(i0) + 17,G 5025(iw) + G (i)
B (i — Agg) (P, + Pyy) — UPy,
lio-A% -V, lio-AY]- PxUV,

e (U
liw-eg- V,lliw—ey— Ul- (n)UV,’

(31)

which is identically equal to the expression for the QD GF
given in Eq. (16). Hence, the QD GF expanded in terms of
the Hubbard operator GFs gives exactly the same result in
the HIA as for the GF given in terms of Fermi operators.
This implies that the results in the noninteracting and
strongly correlated limits are recovered, as well as the trivial
atomic limit on which the use of the Hubbard operators is
based.

In the limit of strong on-site interaction (U—o0; doubly
occupied state excluded) the result in Eq. (19) is easily ob-
tained in the many-body formulation, since the Hamiltonian
Hine can then immediately be reduced to Hiy=2,- ,E,h"
and the tunneling term to H;=3,(v,;,X"?+H.c.). In this case
it is only necessary to solve for the GF G, since then Gz,
G540 Gogos=0 which leads to that G,=G,. For G, one
directly finds that

Golio) = ——- 25—,

iw—A = PysV,

that is, exactly the same expression as the one given for G in
Eq. (19).

It may be seen from the above analysis that a correct
treatment of the GFs necessarily leads to self-consistent cal-
culations of the quantities G and P involved in Eq. (27)
(assuming that the effects on V from the QD are negligible).
This is clear since the end factors Py,=(T(h°+h%))=N,
+N, and Pz =(T(h"+h?)=Nz+N, (Udt)—0), where N,
p=0,0,2, are the occupation numbers of the corresponding
states |0), |o), and |2), respectively. These occupation num-
bers are calculated from
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Ny=-— 1 Im>, J Gy (w)do, (32a)
2o 7
N,= 1 Im f (G (0) — G h(w)]dw, (32b)
2T
N, = € Im>, f Go(w)dw, (32¢)
2T .

in nonequilibrium, where the lesser or greater form of the
GFs are defined in the following section. Hence, the end
factors and GFs self-consistently depend on one another.

B. Transport equation in the Hubbard I approximation

Clearly the GF in Eq. (27) is given as a Dyson-like equa-
tion which is better seen by introducing the bare GF g satis-
fying the equation (iw/—A°)g(iw)=P. Then Eq. (27) can be
rewritten as

G=g+gVG. (33)
Diagrammatically Eq. (33) can be represented as

=p—e = —>—0 + —3>—e VNV VN—T—2

where single and double straight lines terminated by a dot

denote g and G, respectively, whereas the wiggles denote the

interaction V. From this equation it is easy to find the

retarded/advanced and lesser/greater forms of the GF, that is
Gr/a rla

=g’y gr/avr/aGr/a’ G</> — Grv</>Ga’

where V==i[f;(0)T + fr(0)T'X] and V7 =—i{[1-f,(w)]T'*
+[1-fr(w)]TR}, with TYR defined such that I'“+I'R=I
=—2TIm V’(w). The expression for G~ is found by direct
application of the Langreth rules for analytical continuation
to the Dyson equation in Eq. (33). The retarded/advanced
and lesser GF are then inserted into the formula for the cur-
rent, Eq. (3), where the trace now is taken of the 4 X4 ma-
trices, whereas in the case of Fermi operator representation
the trace only runs over the spin indices. To show that the
formula for the current coincide in the two representations, it
is convenient to introduce G**, where the superscript stands
for either of < or r/a. The trace of I'*G**, a=L,R, is then
given as

tr FG™™ = T(Goi" + G13to) + T{(GH = G35))
+ F?(GS% |+ G+ (= Gyl + G
=TH(GH" + G + Gifs, + G
+TT(G - Gitlo = Githy + G
_ T aaux @ ~aux
=176+ TG
The last line equals the trace over the spin indices of the QD
GF in the Fermi operator representation. Hence the formula
for the current given in Eq. (3) is valid irrespective of

whether the Fermi or Hubbard operator representation is cho-
sen, as expected.
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Here it is useful to establish a formula for the current that
is valid for arbitrary U. From the Dyson equation of the GF
G it is easily shown that G{ + 7,[G%, 0+ Gzl + G5 =G0,
cf. Eq. (16). Defining V, =A,—il',/2, where A,=Re V and

TUR= 5, L loolow—e,)  such  that TE+TR=r,
=-21Im V., gives the last term in Eq. (3) as
tlf (@) = fr(@)TF][G(0) - GY(w)]
== i [fu(@)T — fr(@)TEIT,|Gh(w) 2, (34)
where
. (w=A% —P LU)?
Gr(w)?= S

(=AY - Vi) (w=AY) - UPH VP
Likewise the first term of Eq. (3)
[T - TR]G~(w)

=i, (L =TT+ frl@5|G (@), (35)

since  tr POGT(f, I +frI ) GO== TUf, Th+ £.IR)| G (w) .
Summing the two terms in the current amounts to the for-
mula

Ol VAR

" (0= A% — Py,U)>
(=A% =V ) (w=AY) - UPV.|?

dow. (36)

In the noninteracting limit this formula reduces to the well
known result®®

J—EEJLW ) — fe(w)ld
_h(, |(w—A?,0—VfT)|2 (w) — frlw)]do.

However, also in the strongly correlated limit, U— %, the
formula for the current becomes particularly simple, e.g.,

e [,
h - d
! h% j |“’_A?70—P00V;|2[f’“(w) fr(w)]dw,

since mathematically the only difference between the QD GF
G, in the two limits is the presence of the end factor Py, in
the strongly correlated case. Physically, the appearance of the
end factor ensures that the QD is populated by at most one
electron, as expected.

C. Renormalization of the transition energies—loop correction

As was seen in Sec. V A, the use of the Hubbard opera-
tors in the HIA may seem as an undesired complication to
the problem, due to the presence of the source fields U(t)
and the nontrivial substitution of the three operator propaga-
tor in terms of functional derivatives of the GF. Nevertheless,
the HIA served to establish a relation between the two dif-
ferent methods and to see that they provide equivalent re-
sults. The analysis presented in this section will provide a
glimpse of the power enabled within the introduced frame-
work.
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From scaling theory one finds that the localized states
should be renormalized'>?! due to correlations between the
QD states. Within the present approach it is possible to ob-
tain a similar result in a rather straightforward manner and
include this renormalization of the transition energies into
the GFs. The result is obtained by effecting the functional
differentiation once to the GFs, neglecting the fluctuations of
the end factors. As in the HIA, all averages (TZ(t)),, but the
diagonal ones are zero. The same holds for the GFs Gy,
and G 5,,, although functional derivatives thereof may not be
zero, as seen below. The fluctuations of the spectral weights
can safely be omitted in the present case since their lowest
order contribution to the self-energy appears in the fourth
order with respect to the hybridization v,,,** whereas the
renormalization of the transition energies appears already in
the second order. In general, the QD GF self-energy is ex-
panded in terms of even orders of the hybridization
parameters—here this expansion is terminated after inclusion
of the full second order contribution.

The structure of the equation of motion, Eq. (23), suggests
that the GF G is given on the form G=DP, where D denotes
the locator,*® carrying the local on-site properties of the GF,
e.g., its position and width. Hence the variation of the GF
amounts to varying both the locator and the end factor; how-
ever, any fluctuation of the spectral weight will be omitted
which then gives §G=(8D)P. The locator satisfies the matrix
property DD '=/=D"'D, hence &(DD™')=(sD)D!
+D(8D1)=0 which leads to the identity SD=-D(SD~")D.
Thus it is necessary to study the locator and its inverse.

In general, the equation of motion for the locator appears
very similar to Eq. (23), however, replacing G by D, and P
by I in the first term on the right-hand side of Eq. (23). The
resulting equation of motion for the locator suggests that the
inverted locator D~! can be written as

D '(t,")=d"(1,t') - S(1,t'),

where the bare locator d satisfies the equation [id/dt—A°
~U(n)]d(z,t')=8(t—1")1, whereas the self-operator®® is iden-
tified by

19-iB
S(t,t') = {[P(f) +R(r")] f V(t,tl)D(th)}

XD~ (t,,t")dtydt,.

In the present case it is sufficient to replace the inverted
locator by its corresponding bare quantity, i.e., letting D!
—d~! giving SD=-D(8d~")D. This means that the diagram-
matic expansion of the GF is terminated after the first func-
tional differentiation, giving the so-called loop cor-
rection. 33343940 The above observations then lead to 8G=
-D(5d™")G. Continuing the functional differentiation to
higher orders generates higher order diagrams that account
for additional many-body correlation effects,3>#° for instance
contributions from the Kondo effect.

Application of the functional derivative, say, Ry,,7¢ tO
the inverted bare locator gives Ry,,o(t")d ™ (ty,13)=—8(t,
—13)R550(t7)U(2,). It is then easy to see that
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Byot = 0y Byt = Oyr1 Oy, 0 0
. — 8,8y Byyi—8y 8y O 0
Roggro(t)U(ty) == id(t" — 1)) 0 0 50,80, S0 | (37a)
0 0 301801 1Oy
B511851 8310 0 0
‘ 85,851 85,01, 0 0
Ri2050(t)U(ty) =i (¢~ 1,) 0 0 Sy = S Bsy = OO, , (37b)
0 0 - 050511 55— 0510511

in general.

As was previously pointed out, the GFs G,5=0 and
G5,=0, which implies that also G;,s=0 and Gzz,=0.
Therefore, the functional derivatives R ,o and Rzy,5 applied
to the GFs give zero contribution, whereas R,5y and Rz,
acting on the GFs give the loop correction. Applying the
results in Egs. (37a) and (37b) to the GF G,j give

Roo0(t")

Gp(1",1")
Rt | ¢

to—if
= if Aty = 13) 8ty = 1) (D y0(1" . 12) G (13.1")
1,

0
D o ot",1) G iap(t3,1") ) dtydts. (38)

Hence, in the limit U(r) -0 the Fourier transformed com-
ponents G,z and Gz of Eq. (23) reduce to

(io = Ay = PoyVe) Gopalio)

= POUE+ [770'P00'V0' + 77&5A25]G62E(iw) > (393-)
(io=Ay5—P5V,)Gaglio)
=Para+[1:P 7V o+ 1500 50]Gopalio), (39b)
with A=A+ 5A; and
f(gko) f((!))
OA 0= 2_ 2 |kar|2 J
TreLR Ekg— W
X{=2 Im[Dy;(w) + 75D, ,5o(w)}dw, (40a)
5 fleg) — flw)
OAy5=~— o 2 |Uko|2 -
TkeLR Eg— W
X{=2Im[Dy, (@) + 75D »(w)}dw, (40b)

where D;;(w) is the retarded form of the locator D ,;(iw).

The loop corrections to the transition energies arise due to
kinematic interactions between particles in the different lo-
calized states which is induced by the presence of the delo-
calized conduction electrons. This is a characteristic feature

of systems with interactions between localized and delocal-
ized electron states.>>3* The effects of the loop correction on
the transport properties of mesoscopic quantum systems
(single and double QD, and for spin-dependent systems)
have been discussed in Refs. 34, 39, 40, and 44. The expres-
sions given in Eq. (40) are derived from Eq. (38) multiplied
by V,.(t,7") and integrated over ?’, e.g., if ;g_’ﬂ Veal(t,?")
X[Doz0(t" 1) Goup(t*, 1) + Do (t" , 1) G 50(¢7,¢") df”. This
expression is then handled by standard methods, e.g., Fourier
transforming to frequency space and thereafter performing
frequency summation of the propagators in the Lehman rep-
resentation; for example, see Izyumov and Skryabin*! for
more details. In the limit U— o0, the propagation of an elec-
tron with spin o can be graphically represented by the Dyson

equation
Dy = —> + —> VA +
[ 3 g [} < o

which illustrates the loop correction diagram (last term)
added to the HIA, where the interactions between localized
electrons with different spin occur due to the presence of the
delocalized electrons in the leads. Here, single and double
straight lines (without dots) denote the bare (d,,) and
dressed (Dy,) locators, respectively.

Now, Eq. (39) can be written as

iw— Aza. - Pa.zvo.
Gooliw) = ——————

Denom,(iw)

7]0'P0'2V + 7]0'5A00
iw-— A2(r (r2Vrr

Gaoolio) = Goolim),

where
Denom,(iw) = (iw — Ago —V)io—Ayz— 6A )
—U(Pz»Vs— 6Ay). (41)
Similarly one derives
iw—Ay—PysVe,

Ga- j =
2(i) Denom,(iw)

a2
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n(rP()UVa'+ 77(75A217

Gopslio) =
0025(i) io—A,o—Py,V,

Gplio).
The result for the QD GF G,, thus becomes (using that P,
+Ps=1, 72=1, and 7,7;=-1)
Goliw) = Goolio) + 7, Gaa00(i®) + Gopraliw)] + Gz lio)
iw— AO’O - 5A25'_ UPOO’

Denom,,(iw)

(42)

It is necessary to check that the three basic limit results
are consistent within this approximation. The atomic limit is
again trivial since the renormalization of the transition ener-
gies explicitly depend on the strength of the hybridization
v, between the localized and delocalized electrons in the
system, cf. Eq. (40). Hence, SA,y, SAz—0 as vy,—0,
which then reduces Eq. (42) to the result from the HIA, e.g.,
Eq. (17).

The noninteracting limit, U— 0, is straightforward to ob-
tain. The denominator, Eq. (41), Denom,(iw) —>(iw—A20
V) (iw=A%—S5A 0~ 8A5;5), as U—0. Hence, in this limit
the expression in Eq. (42) reduces to

iw—A% — 6A,0— 8y
(io=A% -V ) (iw— A% — 6A 0 — 80s5)
1

:T’
iwn-A,-V,

gu—(iw) -

which is identically equal to Eq. (18), as expected.

Before moving on to the third limit, it is relevant to see
whether the sum JA o+ 8A,;— 0 as U—0, since the renor-
malization of the transition energies has to be small in sys-
tems with weakly correlated particles. From the definition,
Eq. (40), it follows that

A o + 0oz~ = Im{Dy 5 + 75D 5550 = M5Dgz20— Do
=-Im{[(0 - ;= Py V5)
+ 175 15P 12V + 17500 50)
= 75 15P0zV5 + 15009,)
— (0= Az~ PyzV;))/Denom(w)}
Aso— 6o Ay + 5Dy,

=—Im

Denom, (w)
A= A%, U
=—Im =1m .
Denom, (w) Denom, (w)

Hence the sum of the renormalization energies tends to zero
as U—0, as expected.

In the third limit, U—c, one should not expect that the
resulting expression of the GF equals the corresponding re-
sult from the HIA, since the HIA does not contain the renor-
malization of the transition energies. The form of the result-
ing GF, however, should be similar as in the HIA, since the
energy of the doubly occupied state tends to infinity whereas
its population number N, — 0. Indeed, dividing the GF in Eq.

PHYSICAL REVIEW B 72, 075314 (2005)

(42) by U, the numerator of the GF becomes
(iw=A% = 8A o — 6My5)/U = Py,
whereas the denominator equals
(o= A% - V) (io—A) = 6A - 8A,5)/U
= (P3Vo— 000).
From Eq. (40) it follows that SA, and SA,; are finite for all

U and since A,;/U— 1, as U— o, the final result becomes

POU’
lim G (iw)=T—"——"—"—
U*}Wg ( ) iw—Aa’O_PO(TVO'

Formally, this result equals the one obtained in the HIA, e.g.,
Eq. (19), with the replacement A% — A, and where?**

flers) = flw)

Erg— W

1
Aao=Ago+_ 2 |Uk&|2
27TkeL,R

X[-2Im Djz(w)]dw.

In this limit it is fairly simple to find an analytical expression
for the population number {n,), since N,—0 giving (n,)
=P =N, +N,— N,. From Eq. (32b) one then obtains (at T
=0 K)

P 1 -A 1
(nyy=—2 re ~ arctan 2= 200 L~ 4
1—‘0' a=L,R T POO'FO'/Z 2

This GF (U— ) was derived in Ref. 34 and is consistent
with the result in Ref. 16. Letting A,o— A% in the GF and
population number shows that these equations are consistent
with the equilibrium result by Varma and Yafet,'> as ex-
pected.

As in the HIA, the equations for the GFs and the end
factors have to be self-consistently solved for each bias volt-
age in order to ensure an accurate nonequilibrium treatment
of the system. In addition, the renormalized transition ener-
gies have to be found from self-consistent calculations, since
for instance the transition energy A, depend on all the other
transition energies, through the dependence of the locators,
cf. Eq. (40). In principle, this amounts to defining the GFs
and then calculate the renormalized transition energies which
should be inserted into a redefined GF, from which the oc-
cupation numbers are calculated. Self-consistency is, hence,
required for the GF both with respect to the end factors as
well as the renormalized transition energies. In this sense, the
presented solution with the loop correction goes far beyond
the HIA, since the values of the end factors will be influ-
enced by the renormalized transition energies. This is further
analyzed in Sec. VIL

D. Transport equation with the loop correction

Similarly as in the HIA, the matrix equation for the Hub-
bard operator GFs can be set in a Dyson-like equation in the
same form as Eq. (33), replacing the bare matrix A° by the
renormalized matrix A. This implies that the same results for
the retarded/advanced and lesser GF hold also in this case.
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Hence, the terms in the formula for the current, Eq. (3), are
again given by Egs. (34) and (35) while G/ (w) now is given
by Eq. (42), replacing iw and V,, by w and V., respectively.
Summation of the two terms then gives the current expressed
as

J= %2 f LolSf (@) = fr(@)]|Go(w)dw.  (43)

In the noninteracting limit this formula reduces to the same
expression as in the HIA, as expected from the discussion
above, and in the strongly correlated limit (U— o) the cur-
rent becomes
e [
=-> (@) = frlo)]dw,
h [ f |w_Ao'O_P00'V¢rJ-|2UL fR ]

that is, the same expression as in the HIA apart from the
transition energy here is renormalized.

VI. CHARGE CONSERVATION

Before demonstrating the charge conservation it is rel-
evant to show the relation Py, + Pz =1, previously used in
order to derive Egs. (29)—(31) and (42). A general proof for
this relation is achieved by a direct calculation, i.e., using Eq.
(32) one obtains

1
P+ Prp=5—Im 2, f [Goo= Goo+ G = G ldw
1 r a r a

=——1Im> | [G}, -Gt +G—Glldw

27 -

1 r
=——Im> | [Gj,+ Gpldw

™ g

1
=——trIm J G'(w)dw=1,
s

since G"-G~=G"-G“,

Any approximate scheme used for transport calculations
has to be charge conserving, and here it will be shown that
both the HIA and the loop correction indeed are. In the sta-
tionary case it is sufficient to check that §/3tN,=0. In order
to show this equality, first consider the temporal derivative of
the occupation number N,, whereas the result for the others
is obtained in a similar way. Hence,

V= = O HD = ) == 2 1S ;X7 )
=2Re, v, Frp(ts1).
ko
Using Eq. (22) one obtains
Fryoo(t,) = Uk f (8ot VG (1) + 1eGy o' 1)]

+ 8 (1 [GE (1) + 1yGlyo(t' D]t

where

PHYSICAL REVIEW B 72, 075314 (2005)
grs(et) = F ifxt 1) ool

8oy (1,1) = if(8yp)e ko=,

This gives the equation of motion for N, as
(9 t
%NO =2Re> i|Uk0'|2f (Flera[Goolt' 1) + 1G5 (1 1)]
ko -

- [G(Ta'(t,’t) + n(rG(;zoo(t, s [)])e_igka'([_t,)dt’

=i oo (Fler){i2 Im[ G (e10) + 76G g0 Era) I}
ko

+ [G()<g—(8ko') + ﬂUG;ZO'O(SkO')]) .

Then, using [X%=273, _, plv, A w—€,), one finally finds
that

d

N,
o

i
- 27Ta=LE,R;U
< <
+[Go@) + 7,G=, (@) Ndw.

By the given expressions for the GFs in the loop correc-
tion, one has that (omitting the denominators for brevity)

Fo(fa(@li2 Im[ G (@) + 1,G, (@) I}

Goo(®) + 175G ()
~ i(f ()T + fr(@)TR) (0= Ay — 6 )
X(@ = A= 8825 = UPys)Pos
and
12 Im[Gjp(@) + 7,G, ()]
~ =il (@ = A5 = 8Ag0) (@ = Ay = 8Ag5— UPy,) Py,

The denominators of the two expressions are equal and,
therefore, by summing over the left and right contacts one
finds that

J
ENO ~ 2 ([fiTE+ foTRIC = T L, 5 + f202] = 0,

showing that the occupation number N, in the loop correc-
tion is conserved in the stationary regime. This also follows
for the HIA by removing the renormalization energies in the
expressions above. Similar equalities can be shown for the
other occupation numbers, e.g., N,, N,. Accordingly, this
shows the current conservation J;=—Jp, where J;p is the
current in the left/right lead, and the validity of the formula
for the current in Eq. (3) in the given approximations.

VII. NUMERICAL RESULTS

In this section some of the qualitative differences between
the HIA and the loop correction will be analyzed. The inves-
tigation is restricted to a few cases clearly showing qualita-
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FIG. 1. (Color online) Transport characteristics of the QD for
{e9,kpT}/Ty={3,0.014} as U-—oo, calculated within the HIA
(dashed) and the loop correction (solid). (a) The differential con-
ductance and (b) the current, as functions of the bias voltage.

tive deviations between the two approximations. A complete
analysis of such differences, however, is beyond the scope of
the present paper.

In both approximations, the GF along with the end factors
are self-consistently calculated for each value in the param-
eter space {&), U,T'2® V4, kzT}, where Vg is the bias voltage
applied over the system. In the loop correction, the self-
consistent calculations also include the renormalization of
the transition energies. The current is then calculated from
knowing the QD GF, whereas the differential conductance
(dJ1dV) is calculated as the numerical derivative of the cal-
culated current. This approach has been chosen since the QD
GF depends on the bias voltage in a highly nontrivial way.

A. Nonmagnetic system

First, consider the system defined by the model, e.g., Egs.
(1) and (4), to be in the nonmagnetic limit, i.e., £,=¢,
Fﬁ’szo/Z, and no external magnetic field. Then, as dis-
cussed, in the noninteracting limit U— 0 there is no differ-
ence between the HIA and the loop correction. In the oppo-
site limit, U— o, the difference between the HIA and loop
correction is the renormalization of the transition energies,
ie., 5A00=A00—A20 which tend to lower the energy for the
localized state |o). For A?70>0 (A(()r()<0) it is expected that
the current in the low bias voltage regime |Vyy| — 0 is smaller
(larger) in the HIA than in the loop correction. This is ex-
pected since the transition |0){o| becomes resonant for lower
(higher) bias voltages in the loop correction, due to the
renormalization. Apart from this, the qualitative current-
voltage (J-V) characteristics within the two approximations
are expected to be very similar, which is verified in Fig. 1.

In contrast, tuning the system into the regime |1
<A /TG<A)ITy (or A%/Ty<AJ /Ty<-1) and 0.5
=U/Ty=1, for low temperatures, one finds significant
qualitative deviations in the transport characteristics between
the HIA and loop correction. The current given in the HIA is
peaked for bias voltages such that either of the chemical
potentials u;,r lies between the two transition energies; see
Fig. 2 (dashed). Consequently, there will be a region of a
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dJ/dV (e /h)
o o
o o
o =

o

b) loop correction
= 06} T =
5 04f -
2 02} g
S~
5/6 5/2 25/6

bias voltage (eV4/T} )

FIG. 2. (Color online) Transport characteristics of the QD for
{e9,U,kgT}/T(y={5/6,0.5,0.014}, calculated within the HIA
(dashed) and the loop correction (solid). (a) The differential con-
ductance and (b) the current, as functions of the bias voltage. The
small ripples in the solid line in (a) are due to that dJ/dV is the
numerical derivative of the calculated current.

clear negative differential conductance (NDC) between the
two conductance peaks corresponding to the transitions A(()ro
and Ag&. Such a behavior of the transport characteristics,
which is inconsistent with recent experimental data,*** is
however not expected to occur in spin-degenerate single
level systems. Rather, it is expected that there is a plateau in
the bias voltage range where the one-particle state is resonant
while the two-particle state is out of resonance. This charac-
ter is captured within the loop correction; see Fig. 2 (solid).

The qualitative difference of the two approximations in
this regime may be understood as follows. To be specific,
consider the case 1<<A%/T)<A9_/T, (whereas the case
ASO/ ry< A(Z)&/ I'y<-1 can be understood from analogous ar-
guments). The renormalization of the transition energies
yields AUO$A?TO and A,;= Ag5. Hence, in the loop correc-
tion the state |o) begins to populate at lower bias voltages,
see N, in Fig. 3 (solid), than in the HIA (dashed), whereas
the state |2) remains unoccupied for higher voltages (N,).
(Notice, however, that the empty and one-particle states have
a lower respectively higher population almost throughout the
whole range of bias voltages. This does nonetheless not alter
the following arguments, since it is the variation of the popu-
lation numbers that gives rise to the changes in the resulting
current or differential conductance.) Therefore, the one-
particle state almost fully saturates for voltages such that the
two-particle state is out of resonance. In the HIA, on the
other hand, the one- and two-particle states compete about
the available population in the QD, since the transition ener-
gies lie closer to one another. This, in turn, leads to a de-
population of the empty state and an overpopulation of the
one-particle state. In general, a high population number in
the one-particle state in combination with a significant reduc-
tion of the population (N,) in the empty state |0), tends to
reduce the tunneling probability of the one-particle state.*
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loop correction /

08} —— HIA /

5/6 5/2 G
bias voltage (eV  /I},)

FIG. 3. (Color online) Population numbers for the states N,,, p
=0,0,2 (N;=N)) (faint) and average population {n;+n ) (bold) of
the QD, as functions of the bias voltage calculated within the HIA
(dashed) and loop correction (solid). Parameters the same as in
Fig. 2.

Hence, the overpopulation in |o) affects the transport prop-
erties of the system such that the current decreases. Eventu-
ally, for bias voltages sufficiently large so that the two-
particle state becomes resonant, the population in |o)
decreases to its “normal” saturation value which leads to an
increasing current. In summary, correlation effects between
particles in the different states of the QD tend to remove
overpopulation of the one-particle state which, in turn, re-
moves the NDC for voltages such that |0} and |2) is resonant
and out of resonance, respectively.

B. Ferromagnetic leads

In spin-dependent systems there is a more significant dif-
ference between the HIA and the loop correction, than in the
nonmagnetic case. This is seen already by studying the
renormalization, Eq. (40), from which it is clear that the
transition energies A, A,, nonlinearly depend on the prop-
erties of the spin & subband. Hence, by coupling ferromag-
netic leads to the QD where, say, spin | is in majority, causes
a stronger renormalization of the transitions A, A,; than
what is experienced by A, A,,. That is, the ferromagnetism
in the leads induces a spin split of the transition energies in
the QD. This fact has been analyzed previously,*** for col-
linear and noncollinear alignment of the magnetization direc-
tions in the leads. However, these studies focused on the
large U limit, whereas the present analysis concerns the dif-
ference in transport properties between the HIA and the loop
correction for arbitrary U with collinear ferromagnetic leads.

The effects considered here are related to the effective
spin-dependent coupling parameters F(L,/ R These coupling pa-
rameters can be viewed as to account for spin-dependent
tunneling probabilities for electrons through the left/right in-
terface and/or different density of spin /| electrons in the
leads. However, using the effective couplings permits a
qualitative analysis of the resulting transport properties with-
out specifying the actual spin dependence of the leads and/or
the tunneling interfaces.

The spin dependence of the coupling I, a=L.R, is pa-
rametrized in terms of p, = (I'{=I'")/(I'{+T'{) e [-1, 1], let-
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ting I'f) =T'o(1£p,)/2, where T'y=I'{+I'{. No essential
physics is lost by this procedure, as was discussed by
Martinek et al.? In terms of the parameters p,,, one can study
the transport properties of the system for parallel (p;pg
>0) and antiparallel (p;pr<<0) magnetic alignment of the
leads. Parametrizing in this way also allows one to study the
transport properties for symmetric (|p;|=|pg|) and asymmet-
ric (p; # pg) spin dependence of the couplings.

In the present paper, the QD is coupled to a nonmagnetic
and a ferromagnetic lead, specified by p; =0 and pp #0. As
in the nonmagnetic case, the bare transition energies A?,O,
Ag(; are spin degenerate. The dressed transition energies,
however, are spin split due to the spin-dependent couplings
['L/R 3444 5 can be understood from Eq. (40), and the discus-
sion above.

Consider the right lead being half-metallic, e.g., pg=1 (or
pr=—1). Then from Eq. (40), the dressed transition energies
are then expected to be spin split such that A <A, and
Ay <Ay (or AjgsA|jand Ay;<A,|). While this behavior
of the dressed transition energies is general, the renormaliza-
tion for the transition energy A is stronger for large on-site
Coulomb repulsion®*** (U — =) and weakens as U— 0. This
is also the expected property of the renormalization from
scaling theory.!”2!> The spin split of the dressed transition
energies then leads to that a current starts to flow in the spin
T channel for lower bias voltages than in the spin | channel.
However, in the example presented here, there will not be
any current in the spin | channel since there are no available
spin | states in the right lead. Hence the total current solely
consists of spin T electrons. Therefore, one cannot expect
any difference in the spin polarization of the current calcu-
lated in the HIA and in the loop correction.

Nevertheless, by tuning the system into the regime
A% /Ty<0, A)_/Ty=0 (or A%/Ty=0, A)_/T (> 0), for low
temperatures, one finds significant qualitative deviations in
the transport characteristics between the two approximate
schemes. Most interesting is that the current calculated in the
HIA shows a resonant peak and associated NDC for negative
biases (eVy=pu;—ugr<0) not far from equilibrium, see Fig.
4(c), whereas this feature is completely absent in the current
and differential conductance resulting from the loop correc-
tion, Fig. 4(d). In these plots, the peaks around +10 and 0
are associated with the transition energies ATO and A, | Te-
spectively, where A; refers to Ag in the HIA and to A; in the
loop correction.

As in the nonmagnetic case, Sec. VII A, the difference in
the two results can be traced down to the population numbers
N,, p=0, o, 2, Figs. 4(a) and 4(b). In both approximations,
the population number N, has finite values for eV /I'y=
—10, and tends to zero for eV /T'y<<—10. This is plausible
since the transition energy AIO lies below the chemical po-
tential of the left lead whenever eV 4/I'y=-10, which per-
mits a leakage of spin | electrons from the left lead into the
QD. Due to this population, there is a finite probability for a
double occupation of the QD, that is, that the state |2> ac-
quires a population number N, >0. In equilibrium, then, the
population numbers N;=N =N, in the HIA, which reflects
the fact that the transition Ag >=m(=0). In the loop correction
N;>N;=N,>0, since 0<<A, <A,;. As the bias voltage is
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FIG. 4. (Color online) Transport characteristics of the QD
coupled to one nonmagnetic lead (p;=0) and one half-metallic lead
(pr=1) resulting from the HIA (a) and (c), and the loop correction
(b) and (d). (a), (b) Population numbers N,, p=0,0,2 (faint) and
(ny+n)) (bold). (c), (d) Differential conductance (dJ/dV). Insets
show the J-V characteristics of the system. Here, {gq,U,kzT}/T
={-5,5,0.08}.

turned on, such that u; — ur <0, one expects the spin | elec-
trons to exit the QD for rather low voltages. Hence, the
population number N, is expected to approach zero, since
there are no new spin | electrons entering the QD from the
right. Here, the two approximations differ in the sense that
N, approaches zeros much faster in the loop correction than
in the HIA, as the amplitude of the bias voltage increases. In
addition, as seen in Figs. 4(a) and 4(b), the population num-
ber N, is smaller in the loop correction throughout the whole
negative bias voltage range, than in the HIA. In turn, the
more rapid decay and lower values of N, in the loop correc-
tion leads to a faster increase of N; up to its saturation value
close to unity, as long as A;q is not resonant. Hence, when
the state |o) is almost fully occupied the current through the
QD is suppressed since there is almost no weight of the state
[T) that can transfer electrons from the right to the left lead.
However, due to the fast decay of N, the current hardly
grows larger than its value in the range where N; is saturated.
Therefore, there is no resonant peak in the current calculated
in the loop correction.

Apart from the removal of the resonant peak and associ-
ated NDC, found in the HIA, there is another distinct differ-
ence between the resulting transport characteristics in the
two approximations. For positive bias voltages (w;—ug
>0) around eV,/I'y= 10, the transition A?O becomes reso-
nant. Hence the differential conductance is expected to be
peaked around this voltage, Figs. 4(c) and 4(d), since A?O
being resonant opens a second channel for electrons to flow
through, in addition to A5 |- Opening the transition |0)(1| for
transport leads to a reduction of the population of spin T
electrons in the QD. However, the population number N;
~() in almost the whole range of positive voltages, see Figs.
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4(a) and 4(b). The reason is that the one-particle state is fully
occupied by spin |, thus there cannot be any accumulation of
spin T electrons in the QD since up < A; | < pr, meaning that
any spin | electron entering the QD from the left will imme-
diately exit the QD to the right through the transition || )(2|.
The reduction in the population of spin T electron in the QD
is possibly seen implicitly through a slight reduction of the
population number N,; see Figs. 4(a) and 4(b). The small
redistribution of the population numbers of the QD states
gives rise to a small peak in the differential conductance.
Nonetheless, the conductance peak is more apparent in the
loop correction than in the HIA, which again is attributed to
the inclusion of correlation effects in the former approxima-
tion scheme.

The double peaks in the differential conductance at
around eV/I'y=-10 in Figs. 4(c) and 4(d) are due to the
similar effects, that is, the transition |0){o| becoming reso-
nant which leads to a redistribution of the population num-
bers. In addition, the double peaks in the differential conduc-
tance around zero bias voltage calculated within the loop
correction are due to the spin split of the transition energies;
here Ay <A,,.

Finally it is worth noticing that other regimes have been
considered elsewhere, for instance, the empty orbital regime
0< A?;() < Ag& for similar arrangements of the spin-dependent
couplings.**#7 The result found from these studies is well
confirmed within the present approach (not shown here), as
expected, since the present theory goes far beyond both any
master equation approach or, as shown, the HIA. Neverthe-
less, one notices that the transport characteristics calculated
within the loop corrections in general give slightly lower
height of the resonant current peak (shallower NDC in the
differential conductance) than what is obtained in the HIA.
The arguments for this character are the same as given in the
analysis of the above examples. Thus it seems as correlation
effects tend to reduce, or completely remove, features like
NDC in the current-voltage characteristics of the QD system.

VIII. SUMMARY

An analytical formula for the current through a single
level QD was derived beyond mean-field theory (HIA) for
arbitrary on-site correlation strength. Using a diagrammatic
technique based on the atomic limit properties of the inter-
acting region, enabled an expansion of the QD GF in the
strongly coupled regime. The local properties, e.g., QD GF,
are solved in a self-consistent fashion with respect to the
transition energies and on-site population numbers. The de-
rived formula is consistent with previous results for single
resonant level’®3" in the noninteracting limit (U—0) and
with results from strongly correlated systems (U — o).!3-3

By means of the derived formula it was shown that reso-
nant current peaks and associated NDC found in the HIA are
removed by effects from electron correlations that are in-
cluded into the present description (see Sec. VII). In the non-
magnetic case, the NDC in the HIA is found to arise due to
an exaggerated accumulation of electron density in the QD
for bias voltages such that one transition is resonant whereas
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the other is not. The exaggerated population, in turn, leads to
a reduced conductivity of the available transitions. However,
the overestimation of the QD electron density is removed in
the loop correction which then leads to a plateau in the J-V
characteristics, in agreement with recent experimental
data.*>* In the spin-dependent case, a similar overpopula-
tion of one of the spin states |o) in the HIA reduces the
transmission through the QD. Again, this enhanced popula-
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tion of the QD is removed in the loop correction, whereas the
resonant current peak in the J-V characteristics vanishes.
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