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By multimillion-atom classical molecular dynamics simulations employing an embedded atom method po-
tential, we investigate shock-induced phase transformations in body-centered cubic Fe single crystals caused
by shock loading along [001],c, [011],ce, and [111],. directions. Significant dependence of the developing
microstructure on the crystallographic shock direction is evident, but we see only a weak dependence of the
transition pressures for the body-centered — close-packed and solid — melt transitions on the shock direction.
The Hugoniots obtained by simulations of samples with lengths approaching one micrometer are compared to
experimental work for pressures and temperatures above shock-induced melting. Crystallographic relationships
between the parent and product phase found in the simulations are common for martensitic transformations. We
discuss the influence of different embedded atom method potentials on the dynamics of the transformation. We
see solitary waves ahead of the shock front. The velocities of these waves decrease in time, such that they are

absorbed into the shock front within a distance of propagation of one um or less.
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I. INTRODUCTION

Classical atomistic simulations on shock-induced plastic-
ity in crystalline solids have a history of a quarter
century.'~!° Plasticity in a general sense can manifest itself in
a variety of manners: dislocation generation, twinning, melt-
ing, structural phase transitions, chemical reactions, etc. The
ultimate goal of such atomistic simulations is to understand
the underlying physics at the atomistic level and thus be able
to help guide and interpret experiments. However, one al-
ways has to carefully consider the limitations of atomistic
simulations and their consequences when drawing conclu-
sions. The three main problems of classical atomistic simu-
lations are the limited length and time scales, as well as the
assumptions made in the interatomic force law (including
electronic contributions). All of those problems are coupled
to computational time, and therefore simulations have
greatly improved over the years. For instance, the theoretical
length scale that can be simulated has now approached the
um scale!” and interatomic force models have improved
from simple hard-sphere systems'® to (modified) embedded-
atom method [(M)EAM] potentials for the description of
metals and semiconductors.'922 However, it is noteworthy
that general aspects of atomistic processes can be studied,
even in systems having simple interactions like hard spheres
or Lennard-Jones pair potentials,!->#6-914.16

Iron has a ferromagnetic body-centered cubic (bce)
ground state (a-Fe), and hydrostatic compression experi-
ments at room temperature show a transition to the nonmag-
netic hexagonal close-packed (hcp) € phase at 13 GPa, with
the reverse transformation taking place at 8 GPa.?® This hys-
teresis declines with increasing temperature and disappears
at the triple point at about 800 K and 10.5 GPa. Here, the
antiferromagnetic fcc y-Fe phase appears. The shock-
induced bcc to hep transition in Fe was first discovered in
1956 by Bancroft et al.?* at pressures? that are also around
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13 GPa.?~2% Upon unloading, a complete reversal of the
transformation can occur. For Fe, as well as for other mate-
rials exhibiting structural phase transitions under shock load-
ing, a split two-wave structure has been observed, where an
elastic precursor is followed by the transformation wave.?%?’
Split two-wave structures have also been observed in atom-
istic simulations for dissociative transitions,? elastic-plastic
behavior,® and for the polymorphic phase transformations in
Fe.'3 In a previous paper,'? we reported atomistic simulations
of the shock-induced a— € transition in iron single crystals
shocked in the [001],. direction. Here, we will extend that
study to explore shock loading in other crystallographic di-
rections, both for the &« — € and solid — melt transitions. The-
oretical results will be compared to the available experimen-
tal data, to shed light on the dynamics and the underlying
atomistic processes in such transformations, including the
influence of the interatomic force model.

II. METHODS

We will focus on shock-induced transformations'? in Fe
as described by two different EAM potentials: a Voter-Chen
(VC) potential?® and the Meyer-Entel (ME) force-field.?°
Both potentials accurately reproduce the lattice constant, co-
hesive energy, elastic properties, and the vacancy energy of
bce Fe by their construction. In addition, the ME potential
has been fit to zone-boundary phonon frequencies that are of
particular importance when describing temperature-driven
martensitic transformations from one solid phase to
another.3'3> However, under compression this potential is
too stiff as compared to ab initio electronic structure
calculations,®® resulting in an unacceptably high shock-
induced transition pressure of 55 GPa for shocks along the
[001]p direction (Fig. 1). The VC potential uses the empiri-
cal Rose equation of state’* and compares well to electronic
structure calculations of the ferromagnetic bcc ground state
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FIG. 1. Cold curve for the Meyer-Entel potential (dashed line)
and the Voter-Chen potential (full line). The circles correspond to
FLAPW (full potential augmented plane wave) with GGA (gener-
alized gradient approximation) electronic structure calculations of
the ferromagnetic bee ground state of iron (the ab initio cold curve
has been been shifted to the experimental ground state volume)
(Ref. 33). Arrows indicate where the shock-induced transformation
along the [001],,. direction occurs for each potential.

of iron, yielding a lower shock transition pressure of about
15 GPa.'? The cold curve transition pressures (i.e., the inter-
section of the enthalpies H=FE+ PV for two crystallographic
structures) for the VC potential at 7=0 are 9 and 13 GPa for
the bcc—hep and bee— fee transitions, respectively. More
details of the VC potential are given in the Appendix.

Molecular dynamics (MD) simulations® were performed
with both potentials, in order to compare their response to
shock waves traveling through a perfect bcc crystal in the
[001]pees [011],, and [111],, directions. However, most of
the results presented here are based on the VC potential,
except where the ME potential will be noted. While the
quantitative results differ a lot for the two potentials, the
qualitative nature of the phase transformation is very similar.

Nonequilibrium molecular dynamics (NEMD) simula-
tions used the Scalable Parallel short-range molecular dy-
namics (SPasM) code!”3%37 with shock waves induced by
slamming the sample up against a specularly reflecting wall
at piston velocity u, (the so-called momentum mirror
method*3®). In NEMD no additional coupling of the atoms to
a heat bath is done, since shock waves are assumed to be
adiabatic (i.e., no heat exchange with the environment).
Other approaches to the impact process have been tried,
where the atoms are not reflected so perfectly in order to see
whether the perfectly flat mirror produced artifacts. The ini-
tial lattice temperature of the samples was set either to 50, or
300 K to see if initial temperature matters. The sample sizes
ranged from about N=1 million to 8 million atoms and the
sample length in the shock direction from about
60 nm to 1 wm. The CPU-intensive calculations were per-
formed on Los Alamos’ QSC-machine!” using up to 512
CPUs.¥

Since the computational cost for NEMD simulations goes
like Nt, where ¢ is the time simulated, the cost of shock
simulations by NEMD rises quadratically with the duration
of the physical shock simulation time (a doubling of the
system length is required for a doubling of the shock com-
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pression time). In uniaxial Hugoniostat MD simulations,” N
is independent of the shock propagation time and can be
much smaller than in NEMD. The uniaxial Hugoniostat
modifies the classical Newtonian equations of motion, such
that the system relaxes to a state on the Hugoniot (i.e., the
locus of final shock states). Starting with a perfect crystal the
simulation cell is uniaxially compressed instantaneously to
its final value before the individual motions of the atoms are
switched on. This leads to an infinite strain rate in the
uniaxial Hugoniostat simulations as compared to a high but
finite strain rate in shock experiments or NEMD simulations.
Therefore, these simulations yield by their construction the
correct Hugoniot for the system but have an upper limit on
shock strength for their applicability to the dynamics of
shock-induced plasticity and phase changes. We have run
Hugoniostat simulations for up to 420 000 time steps (about
300 ps), which corresponds to a shock traveling almost
2 pm.

In the MD simulations presented here (containing N at-
oms in three dimensions) a coupled set of 3N second-order
differential equations is solved numerically by the symplec-
tic leapfrog algorithm.3>#" The integration time step we used
for the shock simulations varied from 0.73 to 1.46 fs for pro-
duction runs, and was cut in half for some runs to check for
convergence.

Analyzing the huge amount of data produced by such ato-
mistic simulations is a daunting challenge, requiring special
techniques. For example, in order to distinguish between bcc,
uniaxially compressed bcc, grain boundaries, and the close-
packed phase, we count the neighbors n for each atom within
2.75 A (between the first and second peak of the bcc-Fe
radial distribution):'3 bee (n=8), uniaxially compressed bcc
(n=10), grain boundaries (n=11), close-packed (n=12). We
calculate the centrosymmetry parameter*! for all atoms that
are denoted as close-packed (by the neighbor counting). By
setting the centrosymmetry threshold to 0.074 (the threshold
for partial dislocations in a fcc lattice with lattice constant )
we can distinguish between fcc and hcp. We also calculated
the time-dependent profiles of the particle velocity and other
quantities like temperatures and pressure components (e.g.,
the pressure in the shock direction and the maximum shear
pressure). After looking at the profiles, a suitable threshold
can be determined, in order to identify the moving shock
front and thus the shock velocity. A video (30.5 MB) of a
typical run can be viewed here.*?

II1. RESULTS
A. bee—hep/fec transition

The behavior previously reported'® for VC Fe crystals
shocked in the [001];. direction remains qualitatively simi-
lar for the ME potential or for other loading directions. In
particular, for low piston velocities a perfectly elastic shock
front with an atomically sharp front is observed. Above a
critical shock strength, within the uniaxially compressed bcc
phase, small nucleii of the hcp/fcc phase start to first form,
then grow on a picosecond time scale, leading to a second
(transformation) shock front, which is not as atomically
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sharp as the leading elastic wave. At larger shock strengths,
when the transformation wave catches up with the leading
elastic wave, this split two-wave character vanishes. We ob-
serve an initial homogeneous nucleation of the hcp/fcc
phase, followed by continuous growth of this phase, forming
the transformation shock wave (for a shock strength right at
the threshold for homogeneous nucleation, multiple nucle-
ation sites have been observed). A similar mechanism has
been identified for shock-induced plasticity in fcc crystals'*
under [ 100];.. compression, although [111];.. loading results
in a “galloping” plastic wave, with new dislocations periodi-
cally nucleated.'®

Although VC and ME potentials both exhibit essentially
the same crystallographic structures, and split two-wave
shocks in an intermediate shock strength regime, properties
such as the quantitative Hugoniot are quite different: VC Fe
transforms for shocks in [001],.. direction at pressures
around 15 GPa into a close packed phase, and ME at about
55 GPa. There is a slight dependence of the VC Fe transition
pressure with respect to the crystallographic shock direction:
Whereas the [001],. direction transforms at a longitudinal
pressure of about 15 GPa, the [011],.. and [111],.. direc-
tions transform at somewhat higher pressures of about 18
and 20 GPa, respectively. A closer look reveals a large de-
pendence of the evolving microstructure on the crystallo-
graphic shock direction (Fig. 2). For shocks in the [001],..
direction, the evolving grains consists mostly of the hcp
structure with occasional stacking faults (i.e., local fcc) and
are relatively large (Fig. 3). Here, two twinned variants of
the product phase are observed that are separated by grain
boundaries (noncoherent twin boundaries). Well below the
melting transition, the evolving grains for shocks in the
[011]y, and [111],. directions are smaller and contain
larger amounts of fcc (Fig. 4). In the latter cases, the variants
contain hcp and fcc material and are slightly rotated relative
to one another. As described above, the cold curve transition
pressure of the VC Fe is higher for the bcc— fcc transition
than for the bcc—hep transition, which might explain the
slightly different dynamic transition pressure for different
shock directions. We should emphasize that within the EAM
formalism the differences between fcc and hcp are not well
described, so the relative amount of transformed hcp and fcc
might not be reliable.

The observed transformations have  martensitic
character,>** i.e., temperature-driven structural phase trans-
formations that occur in a collective (shear/shuffle-like) man-
ner, where the parent and product phases have specific crys-
tallographic orientational relationships.*> The transformation
mechanism for shocks along [001],.. appears to be shuffle
dominated, whereas the mechanism for shocks along [011 ],
and [111]y, have large shear contributions (see the shape
changes in Fig. 5). By looking at the neighborhood of the
atoms before and after the transformation, we can see that
the neighborhood is almost conserved after the transforma-
tion, with the most perfect conservation for shocks in the
[001],. direction. This means that the atoms do not have to
move large distances in order to achieve the transformation;
hence the observed transformation is prompt and occuring on
a picosecond time scale (see Sec. Il B). A closer look at the
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resulting crystallographic orientational relationships between
the two phases reveal differences: for shocks in the [001 ],

direction we observe [OOI]bcCII[l_l_ZO]flcp (hcp analog to

[110]g) and (110)pe1(0001),e, ((111)g. analog), and for
shocks in the [011]y direction [011]yeI[0001 ], ([111]¢

analog) and (IOO)bCCII(l_l_ZO)th ((110). analog). This is
called the Nishiyama-Wassermann relation (or its hcp ana-
log). However, in the case of shocks along [011],.. we ob-
serve minor deviations from the aforementioned relation, and
also observe regions (with a much reduced occurrence) with
a different transformation mechanism, where the (011).
planes transform into (001);,.. For shocks in the [111];.. di-
rection we observe the Pitsch relation that is common for
thin bec Fe films deposited on a Cu [001]g, substrate:*®

(1117 II[110]gc and (110),1(001)... Again, we observe
minor deviations from this relationship in this shock direc-
tion. All of these relationships have been observed in Fe and
its alloys and suggest that the transformation path can be
described as a combination of the Bain transformation,
shuffle-and-shear, and a rotation.*?

The grain size of the transformed material in the over-
driven region (but well below the melting transition) is much
larger in the [001].. shock direction than in [011],, and
[111];.. (Figs. 2-4). With increasing shock strength the grain
size decreases,® and close to the shock melting transition it
is similar for the three directions investigated. In the [011];..
and [111],.. orientations, the grain size is much less depen-
dent on the shock strength than in the [001],.. direction. The
radial distribution function of the transformed material re-
veals that the structural difference at a moderate shock
strength (u,=1087 m/s) is much more strongly dependent
on the crystallographic shock direction than for a shock
closer to the melting transition (u,=2174 m/s) (Fig. 6).

In all directions the grain size directly at the shock front is
smallest and increases on the nanometer length scale to
larger, energetically more favorable grains. However, espe-
cially for shocks in the [011]};,. and [111],.. directions we
cannot exclude further relaxation that may take place on
much longer time and distance scales than are accessible to
our simulations. The different dynamics for the three differ-
ent crystallographic shock directions are also reflected in the
longitudinal pressure profiles (Fig. 7), particularly in the re-
laxation of the shear stress. Hayes observed experimentally
different time scales (depending on the crystallographic
shock direction) for the dynamics of shock-induced phase
transformations in KCI single crystals,*” and Knudson and
Gupta for CdS crystals.*

In our simulations, we observe oscillatory signals in all
three directions near the shock front. For particular shock
strength regions (depending on the shock direction) these
oscillations can move out ahead of the shock front. In Sec.
I E we will discuss this in detail for the [111],,. direction.
These oscillatory waves have already been observed in other
atomistic simulations for fcc crystals.®®

Shocks directed along the [001],,. direction can show an
over-relaxation of the shear stress (i.e., a shear state of op-
posite sign, where the lateral stress is larger than the longi-
tudinal stress in the shock direction) for shock strengths not
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FIG. 2. (Color) Shocked samples (with u,=1087 m/s) contain-
ing approximately 8 million atoms (=40 nm X 40 nm X 57 nm) af-
ter 6.57 ps. The shock front moved from left to right for shocks in
[001]pe, [011]4ee, and [111],,. directions (top to bottom). Color
coding was obtained by counting neighbors (1) in combination with
the centrosymmetry parameter (see the text for details): gray: bcc
(n=8), blue: uniaxially compressed bce (n=10), yellow: grain
boundaries (n=11), red: hcp (n=12, no centrosymmetry), green:
fce (n=12, centrosymmetry). The region near the piston (left) was
removed so that bulk rather than surface properties can be seen at
the left side of the samples.
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too far above the transformation threshold. This is due to the
transformation mechanism in this particular shock direction:
The ideal (001),,.. plane distance is about 10% larger than the
(110)g. plane distance into which the (001),. planes are
transforming, which can result in an overshoot for not too
high shock strengths.*” However, in time this overshoot is
partly reduced by creating a mixed phase region (i.e., back-
transforming close-packed material into bec).

For shocks along [001 ], upon reflection at the free sur-
face, the transformation is almost ideally reversible for shock
strengths that are not too large (for example, u,=1.45 km/s).
In this case the release wave has two parts: a nonshock re-
lease that is faster than the backtransformation wave that
steepens to a shock front. This mechanism was suggested by
Zel’dovich and Razer, as well as by Hayes’! in the case of
polymorphic materials. For a higher shock strength (for ex-
ample, u,=2.18 km/s), no backtransformation was observed
on the time scales accessible and therefore no release shock
wave was present. For even higher shock strength, but still
lower than the shock-induced melting strength, a melting
transition on the release was observed. However, we have
not systematically investigated the release behavior, nor spal-
lation.

B. Nucleation for different EAM potentials

The initial homogeneous nucleation as observed for
shocks in the [001],. direction can be described as a lateral
movement of groups of atoms (Fig. 8). These initial nucle-
ation sites are activated by thermal fluctuations, grow in time
until different sites touch each other, and different variants
evolve, separated by grain boundaries. The transformation
front is created on a picosecond time scale. The growth of

the initial nucleii is faster in the [110],. and [110],. planes
than perpendicular to these planes, which makes the initial
nucleii more flat than round. A simple theory for homoge-
neous nucleation of martensites*> assumes the nucleus to be
a thin oblate spheroid. The Gibbs free-energy gain of a
nucleus is due to the Gibbs free-energy gain of the volume of
the new phase. This is opposed by the interface energy of the
nucleus with the embedding parent phase and the elastic
strain energy. The minimization of the two latter contribu-
tions to the Gibbs free energy determines the form of the
nucleus: if the elastic strain energy is dominant, the shape is
flat such that the elastic energy is minimized. On the other
hand, if the interface energy is more important, the shape is
more spherical to minimize the interface energy. This can be
nicely seen in the simulations using the ME potential that
should have a large elastic strain contribution due to its stiff-
ness: the nucleii are flat (Fig. 8). The much softer VC poten-
tial exhibits rounder nucleii, demonstrating the lesser impor-
tance of the elastic strain energy with respect to the interface
energy. With increasing shock strength, the number of homo-
geneous nucleation sites increases and the process is even
more prompt. Eventually for high shock strengths, the initial
nucleation process is virtually instantaneous with the shock
front, and cannot be observed.

We should emphasize that the transformation shock front
develops on a picosecond time scale in the present case of
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FIG. 3. (Color) Cross section of the sample shocked along the [001],.. direction shown in Fig. 2: two twinned variants of the product
phase can be identified by looking at the diagonal green lines (local fcc, stacking faults in the red hep structure). It can be seen that the
yellow grain boundaries indeed separate regions with different crystallographic orientation. Color coding as in Fig. 2.

homogeneous nucleation, i.e., when the Gibbs free-energy
barrier between the bcc and the hep/fcc state can be over-
come by thermal fluctuations. By introducing defects, the
transformation threshold can be lowered, which we have
seen in preliminary simulations that include defects. The
threshold is lowered by locally reducing the Gibbs free-
energy barrier, which makes it possible for the new phase to
nucleate at defects. This means defects can lower the thresh-
old down to the pressure where the Gibbs free energy of the
two phases are equal. Between the lower thermodynamic
equilibrium pressure of the bcc and the hcp/fcc phases and
the higher pressure where homogeneous nucleation takes
place, it might take much longer to build the transformation
shock front. For shocks along [001],., this region can be
estimated to be bracketed by the cold curve transition pres-
sure of 9 GPa and the dynamic transition pressure of
15 GPa. It could be expected that in the presence of defects,
the dynamic transition pressure can be reduced to about

9 GPa—too low compared to experiments. In this region the
typical time scale for the shock-induced transformation
should depend on the defect density and the pressure above
the threshold. Gas gun experiments on polycrystalline Fe
samples show a different time scale for the a—e€
transformation®'3? for shocks with pressures of 16.5 and
14.5 GPa.

C. Hugoniot

In order to measure a steady wave velocity with good
statistics, we have found that the sample length should be
0.5 um, corresponding to about 60 ps simulation time (Fig.
9). The shock front velocity u, is obtained by following the
drop in the particle velocity profile (Fig. 10). Transformation
waves in the two-wave region and oscillatory fronts are more
difficult to analyze. In these cases long systems help to av-
erage out statistical fluctuations. In order to exclude any ar-
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FIG. 4. (Color) Cross-sections of the samples shocked along the
[011],. (top) and [111],.. (bottom) directions shown in Fig. 2:
smaller grains are formed and the amount of fcc atoms (green) is
increased as compared to shocks along [001];,... Color coding as in
Fig. 2.

tifacts that might be associated with the perfectly flat mo-
mentum mirror we use for generating the shocks, we did
some runs where the shocks were generated by a symmetric
impact of two equivalent pieces of material. No difference in
the shock wave propagation was observed. The only differ-
ence observed is a higher temperature (=20% for intermedi-
ate shock strength) in the vicinity of the momentum mirror.
These differences vanish about 10 lattice constants away
from the impact plane.
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For piston velocities below the melt transition, the front
velocities overshoot at the beginning and relax to a lower
steady value. The higher the shock strength, the faster the
relaxation process (10—30 ps; see the four largest shock ve-
locities in Fig. 10), while for shocks exceeding the melt tran-
sition point the front velocity is observed to be steady from
the beginning (on a sub-10 ps time scale; not shown in Fig.
10). However, for low shock strengths we cannot observe a
relaxation to lower front velocities, which could be due to
the limited simulation time (see the smallest shock velocities
in Fig. 10).

Figure 11 shows the Hugoniots obtained by NEMD simu-
lations and uniaxial Hugoniostat MD for single crystals to-
gether with experimental polycrystalline data.’® The initial
velocity of the solitary waves we observe for shocks in
[111]pe are also shown (see Sec. Il E). The experimental
data has only points for the overdriven region and therefore
no comparison for the low shock strength region can be
done. The overdriven region compares well in general with
the experimental data. However, the slope of the shock ve-
locity as a function of the piston velocity is somewhat larger
for the experiments, suggesting that the VC potential is a
little too soft upon compression, as is suggested by the com-
parison of the cold curve for the Voter-Chen potential and
ab-initio electronic structure calculations (Fig. 1).

Although the elastic part> and the split two-wave region
of the Hugoniot exhibit similar features for all three direc-
tions, they differ quantitatively. For large shock strength they
converge for all investigated directions. However, the con-
vergence is not complete at the point where all directions are
overdriven as one might expect, which has to do with a dif-
ferent microstructure (including a different size of evolving
grains of the close packed material). Another interesting fea-
ture, especially pronounced for shocks in the [001],.. direc-
tions, is the convexity of the Hugoniot above the overdriven
region: as described above, the front velocities seem to over-
shoot and then relax to a lower value in time. However, right
above the overdriven regime these time scales do not seem to
be accessible to our simulations, or this mechanism does not
exist in this regime. In a certain regime uniaxial Hugoniostat
simulations for up to 300 ps (corresponding to shock travel-
ing about 2 um) yield a lower shock velocity than the
NEMD (see Fig. 11, inset). There the lower shock velocity is
due to a somewhat different microstructure for the uniaxial
Hugoniostat simulations. It is still an open question whether
the convexity of the Hugoniot would vanish for simulations
of much longer samples. Especially for shocks in the [001 i,
direction the grain size is relatively large in this regime,
which makes it stiffer than the other two shock directions
with their smaller grains. This might explain the aforemen-
tioned convexity of the Hugoniot for [001];.. shocks: the
decreasing grain size with shock strength makes the material
softer,’* thereby bending the Hugoniot toward lower shock
velocities. In general, the uniaxial Hugoniostat simulations
compare well with the NEMD simulations. However, the
constant-volume uniaxial Hugoniostat simulations have an
infinite strain rate, which can overshoot into a different mi-
crostructure or the melt phase (see below), where the system
becomes dynamically trapped. In this case, it is better to
employ the newly developed constant-stress Hugoniostat,
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FIG. 5. (Color) Close-ups of the cross sections before (bec, top) and after the transformation (hep/fec, bottom) for shocks in the [001 ]y,
(left), [011]pc (middle), and [111]y (right) directions (u#,=1087 m/s). The shock moves perpendicularly into the page. The neighborhood
of the atoms is almost conserved during the transformation, as can be seen by the numbers on each atom. For example ([OOI]hCp shock
direction, left), atom 201 has 136, 186, 197, and 145 as neighbors in both phases. The [001],.. shock direction (left) transforms into the
[1_1_20]11Cp and (110)y[1(0001)y,, (as defined by white lines and the direction perpendicular to the page). The [011],.. shock direction
(middle) transforms into the [0001],, ([111]ic) (typical distorted hexagons and hexagons of these planes are marked), with
[100Tbee/I[1120T4ep([ 110)]) (as marked by the arrows). The [111], shock direction (right) transforms into [110]g,.) with [110Te[I[001 ]z
(as marked by the white arrows). The same atoms are shown in the parent (bcc) and the product (hep/fee) phase in order to demonstrate the
shear ([011]pec,[111],c)/shuffle ([001],..) character of the transformation (color coding as in Fig. 2).
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FIG. 6. Radial distribution functions of the transformed material
for crystals shocked in different directions with a piston velocity
u,=2174 m/s (top) and u,=1087 m/s (middle). As a reference the
ideal positions of the fcc and the hcp structures, as well as the
distribution function for the unshocked bce, are shown (bottom).
The radial distribution is less dependent on the shock direction for
larger shock strengths, where a highly defective hcp/fcc product is
generated regardless of orientation.
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with a piston that is controlled by a parameter related to a
finite rate of strain.”

We do not observe bcc plasticity before the phase trans-
formation threshold, which would lead to a three-wave struc-
ture. Presumably the Hugoniot elastic limit for the perfect
bce crystal in our simulations is higher than the phase trans-
formation threshold. However, starting right before the onset
of shock-induced transformation in the [001 ]y, shock direc-
tion, we observe a very tiny splitting of the elastic wave that
seems to be connected to some enhancement of lateral move-
ment of the atoms. We attribute this to a subcritical homoge-
neous nucleation process whereby the material begins to
transform into the close-packed phase but does not have
enough fluctuations to overcome the Gibbs free-energy
barrier.3? This picture is consistent with our observation that
imperfect crystals have a lower transformation threshold than
the perfect crystal simulations presented here. We also ob-
served that these nucleation attempts can be successful, and
the new phase develops and grows slowly, both in the direc-
tion of the shock propagation and the opposite direction.
Here, a mixed phase in the form of stripes is observed, where
the time scales to build a steady transformation wave exceed
our simulation time scales (on the order of 60 ps). This
means that close to the threshold for the transformation, the
transformations are not so prompt. This might be particularly
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FIG. 7. (Color online) Profiles of the components of the
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=1087 m/s) propagate from left to right. Profiles are shown for two
different times for the three major cubic crystallographic
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true for real (defective) materials, where this threshold is
lowered and nucleation takes place in a heterogeneous man-
ner at preexisting defects.

The influence of the temperature on the shock-induced
transformation was investigated by running a series of simu-
lations for shocks in the [001],.. direction with a starting
temperature of 300 K instead of 50 K. As can be seen in the
inset of Fig. 11, the Hugoniot (including the transformation
pressure) does not depend very much on the initial tempera-
ture. The Hugoniot in the elastic region is a little softer, as
compared to the samples with an initial temperature of only
50 K. The main reason for this is that the virial part of the
pressure components, i.e., the force part that comes from the
compression, is much larger than the kinetic part.

D. Melting transition

We investigated the shock-induced melting in Fe single
crystals by NEMD and Hugoniostat MD. It was found that
the melting pressure varies by less than 10 GPa with the
crystallographic shock direction (Fig. 12). This is in contrast

FIG. 8. (Color) Initial nucleation sites of close-packed iron within the uniaxially compressed bce matrix at an early stage of nucleation
for the Meyer-Entel potential (left: after 2.19 ps) and the Voter-Chen potential (right: after 1.095 ps). The shock strength for each potential

is chosen to be just above the transformation threshold, i.e., u,

=869.5 m/s and u,=471 m/s for the Meyer-Entel and the Voter-Chen

potential, respectively. Only atoms with a transverse movement above 0.42 A are shown, colored by their transverse displacement (gray
=0.42 A, cyan =1.32 A, about half the nearest neighbor distance). The nucleation sites for the Meyer-Entel potential appear to be more

laminar than those for the softer Voter-Chen potential.
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FIG. 9. Particle velocity profiles for shocks in different crystal-
lographic orientations as obtained from NEMD for piston velocities
u,=1087 m/s. The shock front velocity u, can be obtained by fol-
lowing the drop in the particle velocity; this applies also for split
two-wave structures as shown here for [011],.. and [111]y. di-
rected shocks. The piston (longitudinal position=0) is at rest in the
reference frame, which means the shock velocity is the measured
front velocity in the reference frame plus the piston velocity.

to a large dependence (>50 GPa) in Cu single crystal
simulations.® A dynamic argument for the orientational in-
dependence in the polymorphic metal Fe is that the original
bee lattice is unstable close to the shock-induced melting,
which makes it easier to homogeneously nucleate melting (as
compared to fcc Cu single crystals, which are stable even
under large compression). The shock-induced microstruc-
tural grain size and radial distribution (Fig. 6) right below
melting in the case of Fe is not very dependent on the shock
direction, indicating that there is probably not much memory
of the initial bce crystal shock direction. Therefore, the
shock-induced melting is not strongly dependent on the
shock direction (Fig. 12).

For shock strengths close to melting, we observe an over-
shoot into the melt for uniaxial Hugoniostat simulations.
Here, one has to run the simulations long enough (for about
50 ps) to give the system time to relax back into a solid
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FIG. 10. Development of the front velocity for shocks in
[001]. direction for different piston velocities u,. The shock ve-
locity was determined to be the average of the last half of the
simulations where the front velocity does not change very much.
The sample length is close to =0.5 um.
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FIG. 11. (Color online) Single crystal Hugoniots for different
crystallographic shock orientations as obtained by NEMD and
uniaxial Hugoniostat simulations, compared to experimental poly-
crystalline data (Ref. 28). The crosses indicate the sound speed at
zero temperature of the potential for the bulk (4695 m/s) and the
[001],cc (4958 m/s), [011],c. (6004 m/s), and [001];. (6315 m/s)
directions (bottom to top). The arrow marks shock-induced melting,
as obtained in the simulations. The solid circles mark the initial
velocity of the solitons appearing for shocks in the [111]p
direction.

phase. However, for some simulations close to the shock-
induced melting point the system does not find its way back
to the solid structure but rather gets stuck in a metastable
supercooled liquid structure. This results in a slightly lower
temperature than the solid phase in the P-T Hugoniot plot
(see, for example the cross in the inset of Fig. 12 at
210 GPa). For the same initial compression one can observe
both scenarios, demonstrating that the supercooled liquid just
does not find a path to the solid structure in the given time.
The closer the shock strength is to the observed melting
point the longer it takes the system to go back to the solid
phase, once it overshoots into the liquid. In the NEMD simu-
lations we also observe this phenomena, however, it occurs
in a narrower region of shock strength, reflecting the fact that
the strain rate in the uniaxial Hugoniostat simulations is in-
finite but finite in NEMD simulations. Here, one can observe
that within the melted material a solid nucleus starts to grow,
both in the direction of the shock and opposite to it. Since the
material overshoots into the melt and does not have enough
time to relax back into the solid phase, the observed melting
point is too low. For both the uniaxial Hugoniostat and the
NEMD simulations, we only took the averages of pressure
and temperature in the solid or the liquid region, depending
on which was dominant (as shown in Fig. 12). Thus, there
are no data points in the two-phase region between the liquid
and the solid Hugoniot.

The temperature drop at the shock-induced melting re-
flects the latent heat of the material and is also observed in
experiments;’’ however, the melting point is lower in the
simulations than in experiments.’’-*® The VC Fe has a lower
shock-induced melting temperature than real Fe. The calcu-
lated melting temperature at zero pressure of the VC Fe is
1470 K, compared to 1800 K in experiments. Note that VC
Fe is a little softer than electronic structure calculations pre-
dict (Fig. 1).
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FIG. 12. P-T Hugoniots obtained from simulations (starting
temperature 50 and 0 K for NEMD and Hugoniostat simulations,
respectively) near the shock-induced melting transition as compared
to experimental results (starting temperature 300 K). The experi-
mental data points from Brown and McQueen represent shock
anomaly points that are attributed to a hep/fee (left point) and the
fee/liquid phase transformation. Not much orientation dependence
on the melting temperature is observed for these Fe single crystals.
The equilibrium melting curve between perfect fcc and the melt
(dashed line) as obtained by two-phase NVE MD simulations lies
above the shock-induced melting. This might be attributed to the
fact that the shock probes the melting between a highly defective
crystal and the melt.

There is still some controversy in the experimental
literature®’~®! regarding both the shock-induced and static
high pressure melting of iron. For example, it is an open
question where the hydrostatic melting curve lies with re-
spect to shock-induced melting. Since experimentally it is
difficult to achieve pressures of more than 100 GPa in hy-
drostatic experiments, the comparisons with the shock-
induced melting is done by extrapolating the hydrostatic
melting curve from low pressures to high pressures, which
usually gives good agreement. In the MD simulations we
found the melting line (perfect fcc/melt)®? to be somewhat
above the shock-induced melting, partly due to the over-
shooting in our NEMD and Hugoniostat simulations. The
shock probes the melting line between the melt and a highly
defected solid state, whereas the thermodynamic melting line
describes the melting of a perfect crystal. Highly defective
solids, like the shocked state before melting, are expected to
have a lower melting point than perfect crystals. The thermo-
dynamic melting point of massively defective solids is an
open question. However, these kinetic effects are more pro-
nounced in the MD simulations presented here since the time
scales are far less than in macroscopic experiments. Yoo et
al.’’ show that the shock-induced melting can be somewhat
lower than the extrapolated hydrostatic melting curve (see
Fig. 2 in Ref. 57).

Shock experiments suggest a pressure-induced hcp— fec
(e— 7) phase transformation at a pressure of 200 GPa, be-
fore shock-induced melting at 243 GPa.>® By extrapolating
electronic structure calculations®® we found the fcc phase
energetically favored over the hcp phase at high pressures,
which is also true for the VC Fe. The most stable solid struc-
ture near the shock-induced melt transition is probably fcc.
Therefore we compared our shock-induced melting data with
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FIG. 13. Decay of the velocity of the first solitary wave for two
different shock strengths in the [111],. direction. Eventually the
soliton velocity drops below that of the shock front (solid and
dashed line for u,=1.45 km/s and u,=2.18 km/s, respectively).

the fcc melting curve. Even if the hcp melting curve is
slightly below the fcc melting line, the experimental melting
curve is for the most stable solid structure.®

E. Solitary waves

We found solitary waves at the shock front in quantities
like the particle velocity (e.g., Fig. 9), pressure components,
and the longitudinal temperature (not apparent in the lateral
temperature component, indicating a 1D effect). Depending
on the crystallographic direction and the shock strength, we
found that these solitary waves can be faster than the shock
front and have similarities with solitons: they are relatively
stable (no dispersion) and there is almost no interaction be-
tween solitons (we probed that by looking at the interaction
between a forward-marching solitary wave and a backward-
marching one that had been reflected from the free surface).
To further distinguish between the solitary waves that are
attached to the shock front and those that leave the front, we
will call the latter solitons. For example, we found strong
solitons at high shock strengths in the [001],. direction and
weak solitons in a small intermediate shock strength regime
for shocks along [011],... Most pronounced are solitons in
the [111],.. direction, and the discussion in this section is
concentrated on this orientation (two solitons are visible as
locally compressed regions in front of the shock front in Fig.
2, bottom). The [111],. direction is a very stiff direction as
is [011],, where such solitons also have been observed.?
Solitons are also found in shocked granular matter, where
contact forces are dominant. Solitons have been studied for
example in the one-dimensional Toda lattice.%* Experiments
in linear chains of steel beads® and MD simulations of steel
beads®® have also exhibited solitons.

However, the solitons we observe are nonideal, since they
decay in time (Fig. 13). They have a dissipative interaction
with the environment that slows them down, so that the trail-
ing shock front eventually catches up with them on a mi-
crometer length scale (Fig. 14). The decay of their velocity v
does not obey a simple friction law with a friction coefficient
C of the form v=-Cv", n=1,2,3,... (n=1: Stokes friction,
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FIG. 14. Position-time plot of the evolution (every 5.84 ps) of
the shear stress profile ([111],.,u, =1.45 km/s,T=50 K). The de-
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second emitted soliton gets caught about halfway up in the time
evolution, while the leading soliton almost gets caught by the elas-
tic precursor shock front at the end.

n=2: Newton friction), underlining their complex nature.

Another interesting feature is that these shock wave soli-
tons only exist within a certain range of shock strengths; for
overdriven shocks the initial soliton velocity no longer in-
creases with shock strength, and by melting are not visible at
all (Fig. 11). As the initial lattice temperature increases, the
solitons become rarer. The latter observation together with
the fact that solitons get caught by the shock front on the
micrometer scale will make them challenging to observe ex-
perimentally.

The solitons result from the process of shock generation
itself. They are produced once at the beginning and not con-
tinuously during the propagation (Fig. 14). However, in order
to see whether they are an artifact of the perfectly flat mo-
mentum mirror, we did simulations with a symmetric impact,
as well as other methods that add additional noise to the
shock generation process. These methods did not seem to
alter the behavior of the solitons very much. Even by em-
ploying a mirror in which the atoms are reflected by a fixed
slab of atoms with an incommensurate (below the periodicity
length) surface with respect to the shocked structure, the
qualitative nature of the solitons was conserved. Roth®” ob-
served a dependence of the solitons as a function of the de-
viation angle of the ideal shock direction: Solitons vanish to
within some degree of inclination, but come back at a lower
intensity with an even larger angle of inclination.

IV. CONCLUSIONS

We have discussed in detail the dynamics of solid-solid
and solid-liquid shock-induced transformations in bcc Fe
single crystals by means of large-scale NEMD and uniaxial
Hugoniostat MD. The sample length in the shock direction
was up to 1 wm in NEMD, while Hugoniostat MD was per-
formed for up to 300 ps (corresponding to a shock traveling
about 2 um). For the two different EAM potentials studied,
the qualitative nature on the shock response does not differ
much, e.g., they both exhibit a split two-wave structure in the
intermediate shock strength regime and have the same crys-
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tallographic orientational relationships between the parent
and product phases. A quantitative comparison with experi-
mental data requires the correct equation of state. The VC Fe
has a cold curve transition pressure that is about 4 GPa too
low as compared to experiments and electronic structure
calculations.’® The dynamic transition pressure as observed
in NEMD with perfect single crystals is about 6 GPa larger
than the cold curve transition pressure. Within this regime,
heterogeneous nucleation at defects is dominant, so that de-
fects lower the dynamic transition pressure. Future work
should also include different types of potentials that can bet-
ter capture the complexity of iron. For instance, it was not
possible to fit EAM potentials in the form of the ME poten-
tial to additional ab initio data in a reasonable way, since the
flexibility of the formalism is limited. The more general
modified embedded-atom method (MEAM)?' might be
suited to be parametrized by electronic structure calculations
and experiments to describe Fe more reliably. Effects that are
coupled to the magnetism of Fe are completely absent from
the framework of (M)EAM and, therefore, other theoretical
methods are needed to complement the findings presented
here.

The quantitative comparison of our MD data with poly-
crystalline experimental data is satisfying, though not per-
fect, since the pressure range from O to over 300 GPa is
greatly beyond that over which the potential was fit. Our
simulations show that the shock-induced transformations
(solid-solid and solid-liquid) are prompt for strong shocks
where homogeneous nucleation is dominant (picosecond
scale in single crystals). The solid-solid transformation is a
martensitic-like transformation with atoms preserving their
neighbor atoms; parent and product phases have a fixed crys-
tallographic orientational relationship that is well known in
martensitic transformations. We observed relaxation pro-
cesses that exceeded 150 ps (or a sample length of one mi-
crometer) and depend on the crystallographic shock direc-
tion. These features could be verified with modern small
scale in situ x-ray diffraction experiments. The early detailed
and forthcoming comparisons of small-scale experiments
done at the OMEGA laser in Rochester on 200 um single
crystalline Fe films show good agreement with our atomistic
simulations in terms of the transformation mechanism and
the microstructure of the product phase.® These experi-
ments, and additional small-scale extended x-ray absorption
fine structure (EXAFS) of laser-induced (OMEGA) shocks
in 8 um thick polycrystalline Fe reveal that the shock-
induced transformation is prompt and takes place on a sub-
nanosecond time scale.®® The latter polycrystalline experi-
ments show a temperature increase from 300 to 645 K and a
volume compression of 1.2 for shocks at =36 GPa, very
similar to our theoretical single crystal results (565 K, 1.22,
37 GPa).

The shock-induced melting was found to be almost inde-
pendent of the crystallographic shock direction. Shock-
induced melting occurred at temperatures below the thermo-
dynamic melting line of a perfect fcc crystal, suggesting that
the melting curve under shock compression is that of a de-
fective solid. Such thermodynamic and kinetic effects, in-
cluding refreezing of a transient shock-induced supercooled
liquid phase, deserves further study in comparisons of dy-
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namic (shock Hugoniot) and static melting curves. Soliton-
like waves produced at the impact plane move out ahead of
the shock wave, but decay and get caught by the shock front
on the micrometer scale. They are prominent in [111].
shocks, but are suppressed by elevated temperatures.

Preliminary simulations of polycrystalline Fe show that
the threshold of the shock-induced structural transformation
is lowered relative to that of perfect single crystals. In poly-
crystals, nucleation takes place at the grain boundaries be-
tween nanograins of different orientation. Since defects are
always present in real metals, more effort should be put into
studying effects of defects.

The suggested mechanism of shock-induced phase trans-
formations presented in this paper could be verified experi-
mentally, since the time and distance scales for the atomistic
simulations shown here are reaching the experimental mi-
crometer scale.®®® The findings and methods presented in
this paper can be used as a prototype to explore much more
complex polymorphic materials like Ga (Ref. 22), Sn (Ref.
70), and Pu and their response to shock loading.
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APPENDIX: EAM VOTER-CHEN FE POTENTIAL

Within the EAM formalism the potential energy E of a
system containing N equal atoms can be written as a sum of
the embedding energy F and a pair potential ¢:

N N
E=2F(Pi)+2 #(ry), (A1)

i<j
where r;; is the distance between atoms 7 and j. The function
F(p;) represents the embedding energy of atom i depending
on the background electronic density,

N

pi=2p(ry). (A2)
i#j

The Voter-Chen (VC) Fe potential uses a Morse pair poten-

tial,
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TABLE 1. Properties of the VC and ME potentials compared to
experimental data (taken from Refs. 29 and 30). Asterisks denote
quantities constrained in the fitting procedure.

Experimental  VC ME

bee lattice constant (A) 2.870 2.870" 2.870"
Elastic constants (10'? dyn/cm?)
Cyy 2.432 1.93 2.51
Cip 1.381 1.63 1.304
Cyy 1.219 1.05 1.187
Bulk modulus 1.73 1.73°  1.71
Vacancy energy (eV)
relaxed 2.0 1.64
unrelaxed 1.93 1.5
() =vi(1-e)2 -y, (A3)

with v;=0.046 46 Ry, v,=2.092 A, and r;=1.343 A-!. The
atomic electronic densities are taken as

pA(r) = (e + 51272747, (A4)

with 1,=6.262 A~'. The cutoff distance for the pair potential
and the atomic electronic densities was set to 4.524 A (be-
tween the third and fourth shell for the Fe bcc and fce struc-
tures) and the functions were adjusted for smoothness at the
cutoff. The embedding function F is determined such that the
cohesive energy of bcc Fe satisfies the universal Rose equa-
tion of state.’*

The VC potential describes the elastic properties of bcc Fe
well (see Table I), the equation of state compares well to
electronic structure calculations (Fig. 1), and the cold curve
transition pressures for the bcc—hep (fec) is 9 GPa
(13 GPa), which compares to 11.5 GPa for bcc— hep, as
obtained by electronic structure calculations.?® These favor-
able characteristics led to our choice of this potential to de-
scribe the shock-induced a— € in the framework of semi-
empirical descriptions. We calculated the thermodynamic
melting temperature of the VC potential to be 1470 K, which
is too low compared to the experimental 1800 K. This lower
melting temperature is consistent with a lattice instability
measured within the Parinello-Rahman scheme at around
1750 K for this potential.?

The VC potential does not reproduce accurately the tem-
perature induced bcc— fcc.?® Here, the ME potential has
been shown to work,?? although its equation of state is too
stiff to describe the shock-induced transformation in a quan-
titative way. A more recent set of EAM Fe potentials’! have
been fit to various combinations of solid and liquid proper-
ties, and the more accurate description of the melting tem-
perature, latent heat, and volume change, which should be
useful for melt studies. This emphasizes the fact that simple
semiempirical methods like the EAM are not suited to reli-
ably describe all aspects of an element like Fe, but rather one
has to either choose a description depending on the questions
asked.
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