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Analysis of previous experimental neutron diffraction measurements has shown that the amplitude of lattice
vibrations in �-Pu alloys increases more rapidly than linearly with temperature. Using a recently developed
Modified Embedded Atom Method �MEAM� potential for the Pu-Ga system, molecular dynamics �MD� cal-
culations show an almost linear increase of the lattice vibrations with temperature. However, these same MD
calculations show that the predicted neutron diffraction peak intensities vary with temperature in a nonlinear
fashion similar to experiment. By using two MEAM models of Pu, the first including both itinerant and
localized f-electron behavior and the second, identical to the first, but with the itinerant f-electron behavior
suppressed, this non-Debye behavior is shown to arise directly from the Pu itinerant f-electrons in the model
and the resultant metastability of �-Pu.
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I. INTRODUCTION

From a structural point of view, Pu and Ga are two of the
most interesting elements in the Periodic Table. Pure Pu con-
tains six solid phases at ambient pressure, as well as the
liquid phase at various temperatures. Complicating our un-
derstanding of Pu is the fact that the f-electrons seem to
change their character between the different crystal struc-
tures from itinerant to localized behavior. These changes
manifest themselves in the curious situation that the close
packed fcc phase, �-Pu, has the largest volume per atom of
all of the phases. Similarly, Ga has five solid phases as a
function of pressure and temperature. Alloying of Pu with Ga
significantly increases the temperature range of stability of
this phase, specifically with respect to the ground state �
-Pu. However, the stabilization is of a metastable nature,
relying on the slow kinetics at ambient temperature.1 At am-
bient pressures, and below 400 K, Ga-stabilized �-Pu at
equilibrium would decompose into �-Pu and Pu3Ga. We
view the phase metastability as another manifestion of the
changeable nature of the f-electrons in Pu. Background in-
formation for those not familiar with the Pu-Ga system may
be obtained in Los Alamos Science.2

Not only are Pu and Ga scientifically challenging, they are
of extreme importance to the nuclear weapons community,
especially in the light of our recent commitment to being
able to accurately predict stockpile aging. Aging is inherently
a process that depends upon atomistic mechanisms; thus a
reliable atomic level model of the Pu/Ga system is key to
our success.

The vibrations of both Pu and Ga atoms are a very simple
property that appears to be quite different than in non-
f-electron metals.3–5 Lawson et al.6,7 have extracted the
mean square displacement �MSD� of the atoms in Pu-Ga
alloys as a function of temperature from neutron diffraction
spectra. In most metals the MSD increases linearly with tem-
perature above the characteristic Debye temperature, imply-
ing that this Debye temperature is independent of tempera-
ture. However, for these alloys, the inferred MSD increases
in a nonlinear fashion, implying that the effective Debye
temperature decreases with increasing temperature. Such be-

havior indicates a weaking of bonds at higher temperature.
The underlying cause of this behavior is not known with
certainty. The elastic softening of �-Pu found by Debye-
Waller factor measurements is quantitatively supported by
ultrasonic measurements.8–10

Theoreticians have been frustrated for the past few years
in their inability to capture the physics of �-Pu using density
functional methods that work well for essentially all of the
other elements.11 For over the last decade it has been shown
that many-body semiempirical potentials typified by the Em-
bedded Atom Method �EAM� have been able to represent the
physical properties of a significant number of metals and
alloys in excellent agreement with experiment.12,13 More re-
cently the EAM has been supplemented with angular forces
leading to potentials that cover most of the Periodic Table,
including elements such as silicon14,15 and tin16 where angu-
lar forces are extremely important. Our model of tin16 has
been a splendid success in its ability to predict the phase
stability and thermodynamics in quantitative agreement with
experiment.

The modified EAM �MEAM� formalism has been applied
to Pu,17 Ga,18 and the Pu-Ga system.19 In the present work
we will use slightly altered MEAM parameters from our pre-
vious work to calculate the vibrational properties of Pu-Ga
alloys and compare the results to the previously published
experiments discussed above. In particular, the metastability
of Ga-stabilized �-Pu is preserved in the present parameter
set. From these calculations, we hope to gain understanding
of the unusual behavior of these Pu-Ga alloys. In the next
section, we will discuss the specific MEAM potentials we
use, the simulation details, and basic diffraction theory. The
following section will briefly present the previous experi-
mental results. The bulk of the paper is a discussion of the
simulation results and the comparison to experiment. Our
major result is that the predicted MSD is linear in tempera-
ture, in apparent conflict with experiment. On the contrary,
our predicted diffraction intensities vary nonlinearly with
temperature, similarly to experiment. We attribute this appar-
ent conflict to inherent assumptions in the experimental
analysis technique.
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To develop an understanding of the source of the non-
linear behavior of the diffraction intensities, we create a sec-
ond MEAM model of Pu with the itinerant f-electrons sup-
pressed. Using this model, the nonlinear behavior in the
diffraction intensities disappears. Thus the nonlinearities are
shown to arise from the presence of the itinerant f-electrons
in Pu. We conclude with a short summary.

II. THEORY

A. Potentials

The EAM formulation is well known12,13 and will not be
repeated here. Similarly the MEAM has also been fully
documented in the literature.20,21 The parameters used are
given in Table I. The potential development follows closely
that used in Baskes.22 Angular screening as implemented in
Baskes et al.21 was used to limit the range of the pair and
density functions. The parameters used are given in Table II.
In addition, a radial cutoff of 4.1 Å was used to facilitate
computation. The use of larger cutoff values does not change
the results presented here.

A more physically based calculation of the partial electron
density has been implemented,
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where � j
a�h� are the atomic electron densities for angular mo-

mentum state h, Ph
0 is the 0th order Legendre polynomial, Rij

is the distance between atoms i and j, and � jik is the included
angle between atoms j, i, and k. The previous formalism20

included contributions to the partial electron density from an
atom even when its weighting factor t was zero. This formal-
ism leaves the model unchanged for a single component sys-
tem.

We have previously discussed the importance of the
f-electrons in the development of radiation damage in Pu

�Ref. 23� and vacancy mobility.24 In that work we examined
two related models: model I, a model essentially as described
above; and model II, model I with the Pu itinerant f-electron
behavior suppressed by setting tPu

�3�=0. In Model I tPu
�3��0 and

	Pu
�3� is very large, representing a reduced contribution of lo-

calized f-electrons relative to our reference state. By increas-
ing tPu

�3� from its value of −0.61 in Model I to 0.0 in Model II,
we are adding localized f-electrons and consequently remov-
ing itinerant f-electrons. Model I encompasses our best rep-
resentation of the complex behavior of Pu, while model II is
our approximation of how we feel Pu would act in the ab-
sence of itinerant f-electrons, a behavior much more similar
to a fcc transition element. The model I parameters retain the
metastability of the �-phase relative to the �-phase. Setting
tPu
�3�=0 in model II removes any sensitivity to breaking inver-

sion symmetry in the �-crystal structure, the primary mecha-
nism in the model by which the �-phase metastability mani-
fests itself. Simulations will be presented below using both
of these models.

B. Simulation details

The simulations presented below used standard tech-
niques. Essentially all calculations employed a 3D periodic,
cubic cell of 256 atoms. An initial cell of Pu atoms arranged
on fcc lattice sites with the equilibrium 0 K lattice constant
of Pu was created. The desired concentration of Ga was ob-
tained by randomly replacing the Pu atoms with Ga atoms.
The cell was equilibrated using molecular dynamics for
10 ps using a time step of 1–2 fs under constant temperature
and pressure �=0� using a Nosé-Hoover thermostat25,26 with a
time constant of 0.1 ps and Parrinello-Rahman27 boundary
conditions. Then using the equilibrated cell, a NVT �constant
number, volume, and temperature� calculation was per-
formed for 10 ps, saving configurations every 0.1 ps. The
maximum average pressure of all of the NVT simulations
performed was 0.2 GPa and typically the average pressure
was an order of magnitude lower than this value. Tempera-
ture control was excellent with the average temperature be-
ing �0.1 K from the target and the root mean square �RMS�

TABLE I. Parameters for the MEAM potentials. Values listed are the cohesive energy E0 �eV�, the equilibrium nearest neighbor distance
r0 �Å�, the exponential decay factor for the universal energy function �, the short range correction factor �, the scaling factor for the
embedding energy A, the exponential decay factors for the atomic densities 	�l�, the weighting factors for the atomic densities t�l�, and the
density scaling factor �0.

E0 r0 � � A 	�0� 	�1� 	�2� 	�3� t�1� t�2� t�3� �0

Pu 3.800 3.280 3.31 0.460 1.10 2.35 1.0 6.0 9.0 2.00 4.07 −0.61 1.0

Ga 2.897 3.004 4.42 0.097 0.97 4.80 3.1 6.0 0.5 2.70 2.06 −4.00 0.7

PuGa 4.104 3.190 4.60 0.300 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

TABLE II. Angular screening parameters for the MEAM potentials.

Pu-Pu-Pu Pu-Ga-Pu Ga-Pu-Pu Ga-Ga-Pu Ga-Pu-Ga Ga-Ga-Ga

Cmax 2.80 2.80 2.80 2.00 2.80 2.80

Cmin 1.75 2.00 2.00 1.40 2.00 1.40
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deviation of temperature �1 K. Averages were performed
using these 100 configurations for each Ga concentration.
Tests were performed to show that the cell size and sampling
procedure did not significantly affect the results presented
below.

Two averages are presented below. The mean square dis-
placement �MSD� of an atom from its average vector posi-

tion R̄ is given by

�u2� =
1

NM
�
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M

�
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N

�Rl
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�
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M

Rl
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where the sums are performed over the vector position Rl
i of

atom l in the ith configuration of the M configurations
sampled. There are N scatterers.

The second average, the square of the structure factor at
scattering vector K, is given by

�F2� =
1

M
�
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M � 1

N
�
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N

e−iK·Rl
i�2

. �3�

Note that for multicomponent alloys, the above expres-
sion should have a different atomic scattering factor included
for each type of atom. Conveniently, Pu and Ga have very
similar scattering factors for the neutron diffraction experi-
ments considered here. Thus, we are able to ignore the dif-
ferent scattering factors in this work. The simulations
sampled K in �100�, �110�, and �111� directions in the range
of 0–10 Å−1 using a step size of 0.1 Å−1.

C. Diffraction intensity

Neutron diffraction is an effective tool that is commonly
used to investigate vibrations in materials. The intensity of a
diffracted neutron beam I at a scattering vector K and tem-
perature T is given by28

I�K,T,N� = I0�K,N�e−2W. �4�

The prefactor I0 depends upon experimental conditions,
the scattering vector, and the type and number N of scatter-
ing centers, but is temperature-independent. The temperature
dependence of the diffracted intensity is captured by the
Debye-Waller factor W given by

W =
1

2�
q

�K · Uq�2, �5�

where Uq is the vector amplitude of the normal mode of
wave vector q.

We can also calculate the scattered intensity directly from
the structure factor28

Icalc�K,T,N� = I1�K,N��F2� , �6�

where the prefactor I1 depends on the scattering vector and
the number of scattering atoms for the simulation conditions.

Hence the Debye-Waller factor is calculated from the simu-
lations as

W = − 1
2 ln�I1F2� . �7�

III. PREVIOUS EXPERIMENTAL RESULTS

Lawson et al.6,7 have measured the neutron diffraction in
two Pu-Ga alloys and used a Rietveld analysis with a single,
average, isotropic Debye-Waller factor to extract the MSD.
In the Debye model at temperatures above the Debye tem-
perature, the Debye-Waller factor can be related to the MSD
�u2� by

W =
1

2

�uexpt
2 �
3

K2 �8�

and the Debye temperature, in the limit of high temperature,
is given by

�D�T� =�9
2

mk

T

�uexpt
2 �T��

, �9�

where m is the atomic mass, 
 is Planck’s constant over 2�,
and k is the Boltzmann constant. Note that if �u2� is linear in
temperature then the Debye temperature is indeed constant.
For purposes of the discussion below, we will call alloys
with such a linear Debye-Waller factor as Debye-type or De-
bye solids.

There are two important consequences of using Eq. �8� in
the fitting of the diffraction data. First is the proportionality
of W to K2. This assumption is verified because the experi-
mental data are fit well by the Rietveld analysis. The second
assumption, that the coefficient of this proportionality is the
MSD �within a constant factor� will be discussed in detail
below.

Using this relationship, their results presented as �ux
2�

= �uy
2�= �uz

2�= �u2� /3 for the fcc �-Pu alloys are reproduced in
Fig. 1. We see here that the MSD is not linear as we would
expect for a normal Debye solid, but includes a component
that increases quadratically with increasing temperature. The
lines through the experimental data are a quadratic fit in tem-
perature and represent the data extremely well. The resultant
R2 for the quadratic fit was 0.9989 �0.9998� for the 2% �6%�
data set. In contrast, a linear fit to the data is poor with R2

values of 0.969 and 0.968 for the 2 data sets. Lawson et al.6,7

modeled this behavior with a temperature-dependent Debye
temperature.

IV. SIMULATION RESULTS AND DISCUSSION

A. Mean square displacement

The calculated MSD for both Pu and Ga atoms is shown
in Fig. 1 for both models I and II. It is clear that for Ga atoms
for both alloys, the MSD is essentially linear and indepen-
dent of alloy composition. The resultant R2 for the linear fit
was 0.963 �0.986� for the 4.7% �9.8%� alloy. The data are
noisier than the experimental data; hence the R2 values are
lower than the quadratic fits to the experimental data dis-
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cussed above. The standard deviation of the Pu MSD for the
4.7% alloy �model I� at 600 K �800 K� due to the statistics in
the calculations was 0.0025 Å2 �0.0011 Å2�. A quadratic fit
to the Ga MSD yields slightly better R2 values �0.973,0.990�,
but the resultant curvature for the 4.7% alloy is negative and
that of the 9.8% alloy is very small. The MSD for Pu is a bit
more complicated. The 9.8% alloy shows nearly linear be-
havior with a larger MSD than the Ga MSD. The resultant R2

for a linear �quadratic� fit is 0.9899 �0.9905� using data for
temperatures of 200 K and above. The resultant curvature for
the quadratic fit is small and negative. The fact that the Pu
MSD is larger than the Ga MSD is surprising since Pu has a
much larger mass than Ga. A significantly smaller force con-
stant between two Pu atoms than between a Pu and Ga atom
can explain this result. Using neutron-resonance Doppler
spectroscopy on a similar alloy, Lynn et al.29 conclude that
the PuuGa force constant is stiffer than the Pu-Pu force
constant. Our result is consistent with the direction of forces
they found, but requires a significantly higher force ratio. A
direct calculation of the curvature of the potential well in the
	100
 direction for a Pu or Ga atom in a fully relaxed fcc Pu
lattice at 0 K gives �37% higher curvature for a Ga atom.
Even this increase does not compensate for the 34 mass ratio
of Pu:Ga. Perhaps our result is an anharmonic effect, as the
MSD ratio appears to be smaller at lower temperatures.

More interesting behavior is found for the lower Ga con-
centration alloy. At the higher temperatures the MSD behav-
ior is linear with a significant increase in MSD with decreas-
ing Ga concentration. Using data at temperatures of 300 K
and above, the R2 for this alloy is 0.9880 �0.9917� for the
linear �quadratic� fit. The resultant curvature for the qua-
dratic fit is small and positive. The alloy effect is in the same
direction as experiment and of the same approximate magni-
tude. As the temperature is lowered the 4.7% Ga alloy shows
a sharp decrease in MSD below 300 K. We believe that this

decrease is an indication of the instability of the �-Pu phase.
Decreasing amounts of Ga reduce the stability of �-Pu rela-
tive to �-Pu. As further justification for this conjecture, we
look at the results of the model II calculation. Here the MSD
appears, as we would expect for a normal Debye solid. We fit
our data to a linear function of temperature and use Eq. �8� to
calculate the Debye temperature. We obtain values of 116 K
�128 K� for the 4.7% �9.8%� Ga alloy using model I and
127 K for the 4.7% alloy using model II. These values are in
reasonable agreement with those obtained experimentally for
a 3.3% Ga alloy of 106 K using elastic constant data30 and
for a 5% Al alloy of 100 K using low temperature heat ca-
pacity data.31

Most critical for the purpose of this paper, none of the
calculations exhibits the nonlinear increase of MSD with
temperature observed by experiment. A quadratic fit to the
calculated MSD data yields a curvature that is essentially
zero. The remainder of this paper will attempt to explain the
cause of this apparent disagreement.

B. Diffraction intensity

The analysis of the experimental neutron diffraction inten-
sity employed Eq. �8�, which is not necessarily valid. We
now attempt to reanalyze the above experimental results by
calculation of the diffracted neutron intensity directly from
the MD simulations, obviating the use of Eq. �8�. Typical
calculated diffraction spectra are given in Fig. 2. Here we see
the appearance of clear diffraction peaks at K values repre-
sentative of the Bragg condition. The peaks for the three
equivalent �100� directions show good agreement, implying
that cubic symmetry exists for this sample. The existence of
cubic symmetry was not found at all temperatures and alloy
concentrations as expected from our previous investigation
of pure Pu.32 The peaks display a finite width due to the finite
size of our sample.

We examined the size effect in two ways. First, we repli-
cated our 256 atom cell in all three directions 2 and 4 times
and recalculated the diffraction intensity for each new super-
cell. For each factor of 2 increase in cell dimension, the peak
width was reduced by a factor of 2. The relative peak widths

FIG. 1. �Color online� Average MSD in a cube axis direction vs
temperature. Green symbols represent experimental values not dif-
ferentiated by atom type. Red symbols �dark blue symbols� repre-
sent calculated values for Pu �Ga� in model I. Light blue symbols,
dotted line represent calculated values for Pu using the MEAM
model with itinerant f-electrons suppressed �model II�.

FIG. 2. �Color online� Calculated diffracted intensity �arbitrary
units� as a function of the magnitude of the scattering vector K.
Spectra were obtained from a simulation of a 9.8% alloy at 300 K
and includes scattering vectors in three �100� directions.
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�and heights� for different K directions did not change. Sec-
ond, we sampled only atoms in a 7 Å sphere contained in our
initial cubic cell. The relative peak widths �and heights� for
different K vectors did change from our initial cubic cell.
Thus, we conclude, as expected from diffraction theory, that
our calculations contain the size and shape dependence con-
tained in I1 of Eq. �6�.

We now examine the proportionality of the Debye-Waller
factor to K2 as predicted by Eq. �8�. The calculated structure
factors are scaled by a single intensity, I1, for the complete
data set, and fit to a linear function of K2, forced to go
through the origin. The results are presented in Fig. 3. At the
higher Ga concentration 	Fig. 3�b�
 the fit is seen to be quite
good. The data are linear in K2 and extrapolates through the
origin. At the lower Ga concentration 	Fig. 3�a�
 there ap-
pears to be much more scatter in the calculated intensities,
but the K2 dependence is clear. The intensity data for T=20
and 200 K have slopes more negative than that of the 300 K
data, showing a reverse in the normal increase in intensity at
lower temperatures. This behavior is caused by the phase
transformation noted above. For this reason, we will not con-
sider these two temperatures for the 4.7% alloy any further.
The results shown in Fig. 3 clearly validate the K2 depen-
dence of Eq. �8�.

The average intensity shown in this figure is an average of
the integrated peak intensity over the peaks with the same

symmetry and K. The K representing each peak is that at the
maximum peak intensity. A similar exercise was performed
using the peak intensity instead of the integrated peak area.
Little difference was found in the final analysis.

The slopes obtained from Fig. 3 are proportional to the
Debye-Waller factor scaled by the square of the scattering
vector. Equation �8� equates this ratio to the MSD. These
slopes are shown in Fig. 4 as a function of temperature. For
comparison the equivalent experimental quantity extracted
using Eq. �8� is also shown. What we are doing here is un-
doing the assumption of Eq. �8� from the original experimen-
tal analysis. This figure strongly resembles Fig. 1. The ex-
perimental data are just replotted without making the
assumption of Eq. �8�. What is made clear by this figure is
that for both alloys calculated from model I, the model that
realistically describes Pu, there is a clear positive curvature
in the data. In contrast, the model II calculation, which sup-
pressed the itinerant f-electrons, shows a slight negative cur-
vature. If these alloys were Debye solids, the lines would
have zero curvature. For the 9.8% alloy the R2 for the linear
fit �0.9689� is significantly worse than that for the quadratic
fit �0.9945�. Similarly for the 4.7% alloy �model I� the R2

values were 0.8764 and 0.9864 for the linear and quadratic
fits, respectively. For model II the R2 values were 0.9599 for
the linear fit and 0.9930 for the quadratic fit. Note that for
model I the slopes do not approach zero at low temperature.
This behavior is a result of the instability of the �-Pu at low
temperature, which leads to a static Debye-Waller factor. In
contrast for model II where there is no instability, the Debye-
Waller factor approaches zero at low temperature.

By examining the curvature, calculated from a fit to each
curve, we can directly compare the deviations from Debye
behavior. In Fig. 5 we see that the 4.7% alloy has a signifi-
cant positive curvature in excellent agreement with the ex-
perimental data and the 9.8% alloy has a much smaller posi-
tive curvature. With increasing Ga concentration, the alloys
become more like Debye solids. The same trend is seen in
the experiment, but concentrations large enough to fully vali-
date the calculated behavior were not examined. By sup-

FIG. 3. �Color online� Calculated average diffracted intensity
for the �a� 4.7% and �b� 9.8% alloy as a function of the square of
the scattering vector, for various temperatures �K� indicated on the
right of the figure. Points indicate the simulation values and lines
indicate the linear fit.

FIG. 4. �Color online� Calculated and experimental Debye-
Waller factors scaled by the square of the scattering vector as a
function of temperature. The lines are a quadratic fit for each data
set.
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pressing the f-electrons �model II� the 4.7% alloy becomes
much more Debye-like. In fact, the curvature even becomes
slightly negative. Both the alloying behavior and the reduc-
tion in curvature with suppression of the itinerant f-electrons
gives good reason to believe that the unusual vibrational be-
havior of these alloys is controlled by the itinerant
f-electrons. In turn, f-electron behavior is reflected in the
lattice instability, especially at low temperature or low Ga
concentration.

V. SUMMARY

Using a MEAM model of the Pu-Ga alloy system, we
have calculated the MSD and neutron diffraction intensities
for two Pu-Ga alloys at various temperatures. The calculated
MSDs do not agree with those extracted from experimental
neutron diffraction experiments, but we feel that part of the

original interpretation, which was based on the Debye
model, is not entirely correct. The Debye model identifies the
slope of the Debye-Waller factor with respect to the square
of the scattering vector as the MSD. This association is in-
consistent with the calculations. The calculated MSD is lin-
ear at higher temperatures and shows an anomaly at lower
temperatures due to the inherent instability of the � phase,
while the experimentally derived MSD increases quadrati-
cally.

Using a more general analysis, the deviation of the calcu-
lated and experimental neutron diffraction intensities from
normal Debye behavior are found to be in reasonably good
agreement. Both the experiments and the simulations sub-
stantiate the assumption that the Debye-Waller factor is pro-
portional to the square of the scattering vector. Additions of
Ga seem to drive the alloys towards normal Debye behavior.
The calculations show that independent of alloy concentra-
tion or the presence of itinerant f-electrons, the MSD in-
creases linearly with temperature. Thus the traditional view-
point of a constant Debye temperature, proportional to the
inverse square root of ratio of the MSD to temperature, is
substantiated by the calculations.

A second MEAM model with the itinerant f-electrons
suppressed is also used to calculate the MSD and neutron
intensities. For this model both the MSD and Debye-Waller
factor are found to be approximately linear with temperature.
Thus the non-Debye behavior in the diffraction peaks is at-
tributed to the presence of the itinerant f-electrons.
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