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An expression for the computation of the current in phase-coherent devices driven under arbitrarily time-
dependent conditions is presented. The approach is developed for independent electrons in the time domain
within a first-quantization formalism. The time-dependent current is computed by generalizing the Ramo-
Shockley theorem to quantum systems. It is shown that the time-dependent conductance is not proportional to
the quantum transmission coefficient, but to a parameter named the quantum current coefficient. As a test, it is
proved that the present approach leads to the well-known Landauer model when static potentials are consid-
ered. As a simple numerical example, coherent quantum pumping is studied and applications for nanoscale
solid-state field-effect transistors are predicted.
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I. INTRODUCTION

Investigation of quantum phenomenology in time-
dependent scenarios reveals information not available from
dc transport.1–21 However, such investigation is a really hard
task, from either an experimental19–21 or a theoretical point
of view.1–18 The modeling of fast-varying time-dependent
systems cannot rely on Hamiltonian eigenstates because the
electron energy is no longer a constant of motion. When
traversing the time-dependent system, the electron exchanges
its energy with the oscillating system and it emerges at the
opposite contact with a different value. In addition, the ex-
perimental current depends not only on the conduction cur-
rent, but also on the displacement current which is originated
by temporal variations of the electric fields.16,17,22 Moreover,
such temporal variations of the electric field can generate a
time-dependent magnetic field that leads to the propagation
of electromagnetic energy through the system.22 Thus, trying
to develop a general quantum transport theory for time-
dependent Hamiltonians is, indeed, a hopeless task without
some serious approximations.

In this work, we compute the quantum current in phase-
coherent devices driven under arbitrarily time-dependent po-
tentials. Our approach computes the quantum current density
for a flux of independent particles and uses the Ramo-
Shockley theorem23–26 to calculate the current in quantum
systems. The model has been developed having in mind
nanoscale solid-state field-effect transistors.27 As seen in Fig.
1, the electron transport occurs from the source to the drain
reservoirs, both biased at a constant voltage. The source-
drain conductance is controlled by a gate contact with a
time-dependent bias. The approach presented here can be
straightforwardly generalized to other devices such as laser-
controlled molecular wires,28 carbon nanotube transistors,29

etc.
A review of several theoretical techniques used to study

transport in time-dependent nanoscale systems can be found
in recent work of Platero and Aguado.1 Most of the models
are developed in the energy domain �within a scattering ma-
trix formalism2–15,28,30�. In particular, an important effort was
made by Buttiker and co-workers11–15 to provide fully quan-
tum theories for phase-coherent devices under ac conditions

taking into account the Poisson equation. They succeeded in
extending the Landauer approach to time-dependent mesos-
copic systems assuring overall current and charge conserva-
tion under ac conditions in the adiabatic limit �where any
kinetic electron time associated with the device is much
shorter than the reciprocal of the external ac frequency�. Let
us emphasize that the previous approach can be applied to
systems where all contacts are biased with time-dependent
voltages. Here, on the contrary, we assume that the source-
drain terminals are biased at constant voltages. The approach
of Buttiker and co-workers has been successfully used by
Brouwer31 to study pumping currents, but it is only valid for
slowly changing voltages where the system is driven adia-
batically through a sequence of quasistatic scenarios �i.e., the
adiabatic limit�.

On the other side, the Floquet formalism3–7 is the standard
energy-domain method used to study the nonadiabatic limit
�when the electron dwell time is comparable to or larger than
the temporal variations of the potential�. Quantum tunneling
phenomenology is enriched in this limit.8–10,32–37 The Flo-

quet formalism is used for the periodic Hamiltonian Ĥ�t�
= Ĥ�t+T�, where T is the period. The Floquet theorem3–7

FIG. 1. Schematic transistor representation. The drain-source
current is controlled by the Coulomb interaction between electrons
in the system and those at the gate contact, which are separated by
a dielectric region. A constant VDS=0.2 V is applied from drain to
source. The gate contact is biased at a time-dependent voltage
VGS�t�= �0.3 V�+V�t�.
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states that the solutions of the Schrödinger equation in a
time-periodic potential can be described as a linear combina-
tion of Floquet states �such Floquet states play a role similar
to the Bloch states in spatially periodic Hamiltonians�.
Elaborated models using the Floquet formalism have been
developed to deal with coherent quantum pumping,3,7,32–34

coherent destruction of tunneling,8,9 or current fluctuations.30

However, the Floquet theory is only valid for time-periodic
Hamiltonians. For example, the quantum transient current
response to step voltage transitions �i.e., digital application
of nanoscale quantum devices� cannot be studied with the
previous Floquet formalism.

Here, we develop an alternative approach that can be ap-
plied for arbitrarily time-dependent potential profiles �in ei-
ther adiabatic or nonadiabatic conditions� with a quite simple
numerical implementation. Our approach computes the quan-
tum current density for a flux of independent particles and
uses the Ramo-Shockley theorem23–26 to define the experi-
mentally measured current in quantum systems. As we have
mentioned, the approach is developed in the time domain.
Such studies were initiated by Kulander in 1987 while inves-
tigating laser-atom interactions.35 An instructive comparison
of wave-packet and Floquet formalisms in laser-atom sce-
narios can be found in Ref. 7. A scattering matrix theory in
the time domain has also been formulated by Vavilov et al.18

In the authors’ opinion, exploring the delicate time-
dependent tunneling phenomenology within both �energy
and time� domains can result in a complementary and fruitful
understanding.

The rest of the paper is divided as follow. In Sec. II, we
rewrite the Ramo-Shockley theorem in terms of the conduc-
tion current density and the electromagnetic potentials, and
we discuss some simplifying assumptions. Then, in Sec. III,
we present the computation of the quantum time-dependent
current for time-dependent Hamiltonians �the main result of
this work�. After that, in Sec. IV, we show how our formal-
ism exactly reproduces the Landauer model when static po-
tentials are considered. In Sec. V, we present numerical re-
sults developed for field-effect solid-state transistors and we
discuss possible applications. We conclude in Sec. VI. Fi-
nally, two appendixes discuss numerical details.

II. THE RAMO-SHOCKLEY THEOREM

In order to provide a comprehensive derivation of the
time-dependent quantum current, we rewrite the Ramo-
Shockley theorem23–26 in terms of the conduction current and
the electromagnetic potentials. We follow the development
of Pellegrini.25,26

A. The Ramo-Shockley theorem in terms of conduction
current and electromagnetic potentials

We define a particular volume � �for example, �
=LzLyLz in Fig. 2� that contains the whole device active re-
gion and a surface S that limits this volume. This surface S is
divided into M smaller surfaces named Sh. A vector function

F� i�r�� inside the volume � is defined through the expression

F� i�r��=−�� �i�r�� where the scalar function �i�r�� is the solu-
tion of the Laplace equation

�� ���r��F� i�r��� = − �� ���r���� �i�r��� = 0 �1�

for the particular boundary condition at the surface �i�r��
=1,r��Si, and zero elsewhere, i.e., �i�r��=0,r��Sh�i. For
simplicity, the electric permittivity ��r�� is assumed to be a

time independent scalar function. The functions F� i�r�� and
�i�r�� can be interpreted as the electric field and the scalar
potential, respectively, present in � without charge �when
the previous particular boundary conditions are considered�.
Therefore, the total time-dependent current Ii�t� through the
particular surface Si can be obtained from the following in-
tegral:

�
�

F� i�r�� · J��r�,t�d3r� = �
�

F� i�r�� · J�c�r�,t�d3r�

+ �
�

F� i�r�� · J�d�r�,t�d3r�

= − �
S

�i�r�� · J��r�,t�ds� = − Ii�t� . �2�

The total current density J��r� , t�=J�c�r� , t�+J�d�r� , t� is composed

of conduction J�c�r� , t� plus displacement J�d�r� , t� components,

where �� ·J��r� , t�=0. The actual electric field present inside the

system, E� �r� , t�, computed from the classical set of Maxwell
equations,22 is defined from the scalar potential A0�r� , t� and

also from a vector potential A� �r� , t� via E� �r� , t�=−�� A0�r� , t�
−�A� �r� , t� /�t. Thus, the displacement current is equal to

J�d�r� , t�=−��r���� /�t��� �A0�r� , t��−��r���2A� �r� , t� /�t2. Therefore,
the integral for the displacement current in Eq. �2� can be
rewritten as

FIG. 2. Schematic representation of the 3D device geometry
considered in this work. Electron transport from source �S1� to drain
�S2� surfaces is considered. A time-dependent gate bias is consid-
ered at some of the other surfaces. These surfaces are considered
much smaller than S1 and S2 within the assumption Lx�Ly ,Lz.
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�
�

F� i�r�� · J�d�r�,t�d3r� = − �
�

F� i�r����r��
�

�t
�� �A0�r�,t��d3r�

− �
�

F� i�r�� ·
�2A� �r�,t�

�t2 d3r� . �3�

The first volume integral in the right-hand side can be sim-

plified to a surface integral ��F� i�r����r���� /�t��� �A0�r� , t��d3r�

=�SF� i�r����r���� /�t�A0�r� , t�ds� by using the vector identity

�� �F� i�r����r��
�

�t
A0�r�,t�� = F� i�r����r�� · �� � �

�t
A0�r�,t��

+
�

�t
A0�r�,t��� �F� i�r����r��� �4�

where the second term in the right-hand side of Eq. �4� is
zero because of expression �1�. Therefore, introducing the
results �3� and �4� into �2�, the total time-dependent current
through the surface Si is

Ii�t� = �i
q�t� + �i

e�t� + �i
m�t� , �5a�

�i
q�t� = − �

�

F� i�r�� · J�c�r�,t�d3r� , �5b�

�i
e�t� = �

S

F� i�r����r��
�

�t
A0�r�,t�ds� , �5c�

�i
m�t� = �

�

F� i�r�� ·
�2A� �r�,t�

�t2 d3r� . �5d�

We use the subscript i in expression �5� because the current
through a surface different from Si leads to a different defi-

nition of F� i�r��. In principle, the computation of the time-
dependent current needs a self-consistent scheme. For quan-

tum computations, the knowledge of J�c�r� , t� is obtained from
the many-particle wave function �solution of the Schrödinger
equation�, once the scalar potential A0�r� , t� and the vector

potential A� �r� , t� are known. In order to close the self-
consistent loop, such potentials have to be obtained from
Maxwell equations using the appropriate charge distribution
and particle current density �obtained from the wave func-
tion�. In any case, any practical computation of expression
�5� needs some simplifying assumptions.

B. Simplifying assumptions

In most practical conditions, the term �i
m�t� �expression

�5d�� can be neglected compared to the other two terms. A

“quasielectrostatic” approximation, E� �r� , t�	−�� A0�r� , t�, can
be adopted25,26 for nanometric dimensions at frequencies
lower than a few terahertz. It can be shown that the role of

A� �r� , t� in expression �5� can be neglected compared to the
role of A0�r� , t� when the device size L is much smaller than
the minimum wavelength of the electromagnetic field �

=c / f 	L, where c is the electromagnetic propagation speed
and f is the signal oscillating frequency �see expression
�2.30� in Ref. 26�. For the dimensions used in this work,
shorter than 0.1 
m, the electromagnetic vector potential can
be reasonably neglected at frequencies lower than about
50 THz. The term �i

m�t� has to be considered when the
propagation of electromagnetic energy through the system
becomes meaningful.38

On the other hand, the term �i
e�t� �expression �5c�� can be

evaluated without taking into account the self-consistent
loop. The first term �i

q�t� �expression �5b�� integrates the
conduction current density inside the whole volume �, but
this second term �i

e�t� integrates the scalar potential only
over the whole surface S. Since most of the scalar potentials
on the surfaces Si are determined by the external bias, we can
reasonably assume that the scalar potential at the boundaries,
A0�r� , t� , r��S, is independent of the electron dynamics.
Therefore, this term �i

e�t� depends only on the particular
three-dimensional �3D� surface geometry of the device, the
permittivity, and the temporal variations of the external bias.
For simplicity, in this work we will assume that the device
geometry makes the value of the term �5c� negligible in com-
parison with the term �5b�. In any case, the term �i

e�t� can be
computed “classically” once the particular 3D geometry of
the device is specified and it can be added to the numerical
results presented here.

Finally, in order to provide an analytical expression for

the function F� i�r�� and simplify our discussion, we consider
the particular parallelepiped drawn in Fig. 2. The transport
dimension �from source to drain� is much smaller than the
other two dimensions, Lx�Ly ,Lz. We define the function

F� 1�r�� through the particular boundary conditions �1�r��
=1,r��S1, and �1�r��=0,r��Sh�1. Under these conditions, it

can be easily shown that the vector function F� 1�r�� can be
approximated by a constant electric field39 pointing from

drain to source, F� 1�r��=−�1/Lx�x�, where 
x�
=1. Since the x
dimension is the only significant device length, we define
L=Lx. Therefore, in the particular geometry of Fig. 2, only
the x component of the conduction current density, 
Jc�r� , t�
x,
is needed to evaluate the time-dependent quantum current:

I�t� = − �
�

F� 1�r�� · J�c�r�,t�d3r� =
1

L
�

�


Jc�r�,t�
xd3r� . �6�

For simplicity, we name the total current Ii�t� through the S1

surface as I�t�= I1�t�. Arbitrary device geometries �different
from the particular parallelepiped drawn in Fig. 2� only need

a careful evaluation of the vector function F� 1�r�� and its effect
on the integrals in �5�.

C. The conduction and the displacement currents

In the previous section, we showed that the total current
through S1 can be equivalently computed from its original
definition �from a surface integral of the total current density,

J��r� , t�=J�c�r� , t�+J�d�r� , t�, evaluated at r��S1� or from expres-
sion �5�. Let us discuss the differences between the compu-
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tational procedure of both expressions for a simple example:
a single particle traversing a one–dimensional �1D� potential
�see Fig. 3�. The computation of the current following the

elemental definition J��r� , t�=J�c�r� , t�+J�d�r� , t� needs a two-step
procedure. First, the conduction current �i.e., the electron dy-
namics� has to be computed from the Schrödinger and Max-
well equations using the potential energy profile U�x , t� as
seen in Fig. 3�a� �the electron does not interact with itself�.
Second, the displacement current �temporal variations of the
electric field at S1� has to be obtained by solving a new set of
Maxwell equations �including now the charge of this elec-
tron� using the potential energy profile U��x , t� as seen in
Fig. 3�b�. On the contrary, the Ramo-Shockley theorem25,26

only needs the first step to compute the total current. The
second step is implicitly included in the development leading
to expression �5�. In summary, once the electron dynamics
are known, the Ramo-Shockley theorem provides an accu-
rate evaluation of the experimental current.22–26

The displacement current is mainly contained in the term
�5c�, but also in the term �5b�, as we show below. We divide
the displacement current into an external component related
to �i

e�t� and an internal component related to �i
q�t�. We con-

sider again the simple example drawn in Fig. 3. The well-
known “classical” expression of the Ramo-Shockley
theorem,22–24 I�t�= �q /L��x�r� , t�, can be recovered from ex-

pression �6� when the current density is defined as 
Jc�r� , t�
x
=q�x�r� , t����r�−r��t��� where r��t� is the particle trajectory, q
its electric charge, and �x�r� , t� its velocity. An electron cross-
ing the device generates a pulse in the macroscopic current
I�t�, with a temporal length equal to the electron transit time
and a height �q /L��x�r� , t�. The current is different from zero
even when the electron �or a localized wave packet inside the
system� is not crossing the surface S1. The pulse in I�t� is
related to the displacement current originated on the surface
S1 due to the temporal variations of the electric field gener-
ated by the movement of the electron charge inside the sys-
tem �the potential can be fixed at the boundaries, but not its
spatial derivate, i.e., the electric field�. This internal compo-
nent of the displacement current does not disappear even
under dc conditions. This phenomenology is well understood
when the Ramo-Shockley theorem is applied in other fields,
for example, in classical Monte Carlo40 analysis of electron
transport. The rest of the displacement current, the external
component �related to the temporal variation of the external
bias�, is contained in �e

i �t� and it is not explicitly computed
in this work.

Let us mention that our previous argumentation about the
role of the displacement and conduction currents can be ex-
tended to quantum systems using the de Broglie–Bohm
approach.41–44 Such quantum formalism provides an accurate
description of quantum phenomenology in terms of well-
defined quantum trajectories. The classical Ramo-Shockley
theorem23,24 �i.e., in terms of velocities� can be applied to a
quantum system �i.e., in terms of current densities� by using
the Bohm velocity, defined as �x�r� , t�= 
Jc�r� , t�
x / 

�r� , t�
2 as
outlined in Ref. 45.

III. QUANTUM CURRENT UNDER ARBITRARILY
TIME-DEPENDENT POTENTIALS

In this work, we use expression �6� to compute the total
time-dependent current for a quantum system. Here, we de-
scribe the computation of the conduction current density

Jc�r� , t�
x in a quantum scenario.

A. Independent-electron approximation

In principle, the quantum conduction current density
should be computed from a wave-packet solution of the
many-particle Schrödinger equation. The numerical difficul-
ties in solving the many-particle wave function frustrate this
possibility.46 The potential profile of such a Hamiltonian
would contain time-dependent terms corresponding to the
electrostatic potential due to the applied external voltages
�determined by the Coulomb interaction between the elec-
trons inside the system and those in the gates or source or
drain contacts� plus electron-electron terms due to the Cou-
lomb interaction among the electrons inside the system. The
procedure to compute the quantum current density can be
greatly simplified if we assume that the potential profile is
mainly determined by the external bias, and that the electron-
electron terms have a negligible influence on it. Then, the
potential becomes separable and we deal with single-particle
Schrödinger equations. We introduce the words “independent

FIG. 3. Schematic representation of the time-dependent current
associated with a single electron crossing the device active region.
�a� The internal displacement current, associated with the electron
movement, is obtained from the electron dynamics computed using
the potential energy U�x , t� due to the external bias. �b� This dis-
placement current can be computed also from the time derivative of
the electric field generated by the electron on the S1 surface �defined
here at x�0�. The electric field is computed from the potential
energy U��x , t� due to the external bias and the charge of this elec-
tron. The Ramo-Shockley theorem shows that both procedures are
equivalent.
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electrons” in the title of this paper to recognize this approxi-
mation. In fact, most time-dependent electron transport theo-
ries for open systems found in the literature3,6,9,10,28,30 �with
few exceptions11–15� do not take into account the electron-
electron Coulomb interaction.47

We want to clarify the meaning of our approximation of
independent electrons within the Ramo-Shockley theorem.
We assume that electron dynamics is mainly determined by
the external voltage �in fact, transistors are deliberately de-
signed to provide exclusive gate control over the source-
drain conductance�. Then, as described in Fig. 3, each elec-
tron moving inside the system generates a conduction current
and an internal displacement current, which are accurately
considered in the expression �6� for our single-particle for-
malism. Our independent-electron formalism assumes that
the electrons keep roughly the same motions that they had
when considered independently. Obviously, the present ap-
proximation cannot be applied to systems where transport is
determined by Coulomb blockade phenomenology.48

Now, we discuss the fulfillment of the particle continuity
equation within our approach. The Schrödinger equation
�even for noninteracting electrons under time-dependent po-
tentials� includes a charge continuity equation �see Ref. 49�.
In our approach, the internal displacement current computed
through expression �6� is related to the temporal derivative of
electron probability �assumed as the electron density�. In ad-
dition, another charge continuity equation appears if Max-
well equations are taken into account �see Ref. 50�. There-
fore, our approach does accomplish a particle continuity
equation �due to the Schrödinger equation�, but this does not
guarantee that the Maxwell continuity equation, which needs
a self-consistent loop, is also satisfied. Our approximation
assumes that the two terms of the “Schrödinger” continuity

equation ��� /�t and �� ·J�c� �obtained for independent elec-
trons� are quite comparable to the two terms of the “Max-

well” continuity equation �� /�t and �� ·J�c. As we have men-
tioned, this assumption is valid when the Coulomb blockade
phenomenology and electromagnetic radiation can be ne-
glected.

B. Quantum current for a flux of independent electrons

The total conduction current density in expression �6� for
independent electrons is equal to the sum of the single-
particle current densities 
Jc

j�r� , t�
x. The superindex j refers to
the current density of the jth electron. For N electrons inside
the volume �, we obtain


Jc�r�,t�
x = q�
j=1

N


Jc
j�r�,t�
x �7�

where we explicitly write the electron charge q in Eq. �7�
because we use the standard Schrödinger particle current
density �see Eq. �B15�� instead of the charge current density.
In order to discuss our approach in a simple scenario, we
assume that the 3D wave function can be written as a product
of 1D wave functions. In the transport direction, the Hamil-
tonian that describes each electron is

Ĥ = −
�2

2m

�2

�x2 + U�x,t� �8�

where m is the electron effective mass. We do not consider
any relativistic effect or spin-orbit interaction. The second
term of the Hamiltonian is the potential energy U�x , t�, which
can vary arbitrarily �even temporal discontinuities leading to
transient currents in quantum systems�, as seen in Fig. 4. The
average energy of a wave function evolving under U�x , t� is
not a constant of motion.51 Hence, the quantum transport
process cannot be described using energy eigenstates.52 In
addition, the standard Floquet states3–6 are not valid for the
nonperiodic Hamiltonian discussed here. In our approach,
the wave functions are obtained directly from the numerical
solution of the time-dependent Schrödinger equation with
time-dependent potentials. As initial conditions, we use
square integrable wave functions defined by an initial Gauss-
ian wave packet �see Ref. 53 and the appendixes for details�.

The rest of the subsection is devoted to evaluating the
sum in expression �7�. In this work, electron transport is
modeled as a constant flux of time-dependent wave packets.
We suppose that all electrons are described by wave packets
with the same central energy E �i.e., we consider a narrow
energy interval� injected from the source. Later, we will gen-
eralize the results to all possible central energies. Thus, all
initial wave packets have identical descriptions, except for an
offset in its time evolution �see Fig. 4�. We define tj as the
time when the j wave packet presents its minimum position-
momentum uncertainty. This initial time will be a useful la-
bel for the wave packets 
tj

S�x , t� where the subscript tj refers
to the initial time and the superscript S refers to injection
from the source. If we assume that the temporal separation
between consecutive wave packets tends to zero �i.e., a large
number of electrons traverse the device with Ly ,Lz	Lx in
Fig. 2�, the sum over all wave packets in Eq. �7� can be
interpreted as an integral over the current density �which

FIG. 4. Schematic time evolution of four different wave packets
with different injection times. Each wave packet evolves during the
time t− tj �from its particular initial time tj to the global final time t�.
Since the potential energy U�x , t� is different from U�x , t+dt�, each
particular wave packet “sees” its own time-dependent potential en-
ergy profile.
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does only depend on the x direction� of all tj wave packets
Jtj

S�x , t� injected from the source:


Jc�x,t�
x = C�q�
tj=−�

t

dtj Jtj

S�x,t� . �9�

The constant C� takes into account the injection rates.54

Here, the wave packets with initial time tj � t do not contrib-
ute to the time-dependent current I�t� because their presence
probability inside the device, at this time t, is zero, as seen in
Fig. 4. In other words, we have to consider only injection
times −�� tj � t. When expression �9� is introduced into �6�,
we conclude that the quantum time-dependent current, at
time t, for a flux of electrons injected with central energy E
from the source is equal to

IE
S�t� =

1

L
�

x=0

L

dx�
S1

dy dz Jcx�x,t�

= C
q

L
�

tj=−�

t

dtj�
x=0

L

dxJtj

S�x,t� . �10�

The constant C takes into account the role of the surface S1
and the injection rates.54 The superscript S means source
injection and the subscript E indicates that the wave packet
energies belong to a narrow energy interval around this value
�see Appendix B for the definition of the wave packet�. The
right hand-side of expression �10� is the main result of this
work. As we will show later, the generalization of expression
�10� to all energies can be obtained by just summing the
quasimonoenergetic contributions over all possible central
energies. Let us emphasize that we are considering an “infi-
nite” number of electrons traversing the system distributed
over all wave packets and positions. Then, expression �10� is
not valid for studying few electrons or current noise phenom-
enology �preliminary works in this direction can be found in
Refs. 48 and 55�. Finally, let us recall that the conduction
current and the internal component of the displacement cur-
rent are directly included in expression �10�. In addition, the

complete role of the potentials A0�r� , t� and A� �r� , t� can be
explicitly taken into account in our approach, if needed, by
computing the terms �5c� and �5d�.

C. The quantum current coefficient

In order to provide a better understanding of expression
�10�, we provide a compact notation to discuss its meaning.
We define two parameters DS�E , t� and DD�E , t� as

DS/D�E,t� =
1

L
�

tj=−�

t

dtj�
x=0

L

dx Jtj

S/D�x,t� �11�

where the superindex S /D means injection from the source/
drain contact �see Fig. 5�. Let us notice that DS/D�E , t� are
unitless magnitudes that specifically depend on the electron
injection energy E and the time t. Then, expression �10� is
simply evaluated as IE

S�t�=qC�DS�E , t��. The role of DS�E , t�
is similar to the role of the transmission coefficient under dc
conditions. We name this parameter the quantum current co-
efficient. In order to compare our approach with the scatter-

ing matrix formalism in the energy domain, let us emphasize
that the quantum current coefficient depends on the injection
energy E of electrons, but it also includes a broad range of
possible final electron energies E�. In other words, it contains
the inelastic transport processes from a particular initial en-
ergy E to all possible final energies E�.

Now, we compare the expression DS�E , t� with the well-
known quantum transmission coefficient. The transmission
coefficient for a wave packet injected from the source S with
central energy E, TS�E�, can be defined as the total electron
presence probability at the right of the device active region
�x�L in Fig. 5�, when the electron interaction with the bar-
rier has finished:53

TS�E� = �
x=L

x=�



S�x,t → ��
2dx � �
t=0

t=�

JS�xl,t�dt . �12�

An initial wave packet 
S�x ,0� is defined, at time t=0, lo-
cated at x0 deep inside the source �the injection time is not
explicitly written�. As shown in the right-hand side of ex-
pression �12�, the TS�E� can also be computed from the tem-
poral integral of JS�xl , t� due to the Schrödinger particle con-
servation law. Since TS�E� is not dependent on the particular
position xl where the current is evaluated,53 we can introduce
the useless integral �1/L��xl=0

xl=Ldxl in the right-hand side of
expression �12�. Then, we can rewrite TS�E�
= �1/L��xl=0

xl=Ldxl�t=0
t=�JS�xl , t�dt. As we will see in Sec. V, we

can expect that the numerical values of expressions �11� and
�12� are quite comparable because the temporal intervals
where the current is meaningful are also comparable �inside
the spatial region 0�x�L�.

Now, let us explain the differences between TS�E� and
DS�E , t�. These differences imply that the generalization of
the Landauer approach to time-dependent scenarios cannot
rely on the transmission coefficient. In particular, we discuss
the role played by the initial central position of the wave
packet, x0, in expressions �11� and �12�. The transmission
coefficient for a wave packet in static potentials is indepen-
dent on such an initial position �see Appendix B�, but TS�E�

FIG. 5. Potential energy profile for a simple 1D transistor model
with the bias condition described in Fig. 1. The profile depends on
time inside the device active region �0�x�L� and is constant out-
side. The potential energy profile U�x , t� is controlled by the time-
dependent gate bias and it changes continuously from UC2�x� to
UC1�x�.
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drastically depends on this arbitrary position when time-
dependent potentials are considered �see Ref. 56 for a par-
ticular example�. Such arbitrary dependence of the results on
the initial position disappears when computing DS�E , t�. For
the latter, changing the initial central position of a wave
packet can be related to the changing of the initial time tj
�see Ref. 57�. Since expression �11� is computed from an
infinite number of initial times, such temporal offset is com-
pletely irrelevant in the computation of DS�E , t�. Therefore,
the computation of the time-dependent quantum current is
related to the quantum current coefficient, and not to the
quantum transmission coefficient.

The generalization of the expression �10� to all possible
central energies can be obtained by summing the quasimo-
noenergetic current contribution over all energies weighted
by the occupation function of each contact. We consider in-
jection from the drain and source contacts. Thus,

I�t� = q�
E=0

�

g�E�
DS�E,t�fS�E� − DD�E,t�fD�E��dE

�13�

where g�E� is the density of states that contains the previous
C constant for each energy.58 We deal with ideal source and
drain reservoirs. We define fS�E� and fD�E� as the Fermi-
Dirac function at the source and drain contacts, respectively:

f��E� =
1

1 + exp��E + E� − EF��/kBT�
, � = S,D , �14�

where kBT is the thermal energy and E� is the energy in the
lateral directions. We have defined two pseudoequilibrium
Fermi levels, EFS and EFD, at the source and drain contacts
respectively, whose difference is proportional to the applied
source-to-drain voltage.

IV. QUANTUM CURRENT UNDER STATIC POTENTIALS

In the previous section we have shown that the quantum
transmission coefficient has to be substituted by the quantum
current coefficient for the computation of the current in time-
dependent scenarios. Here, we show that both coefficients
are identical when static potentials are considered. In other
words, we show that the quantum time-dependent current in
Eq. �13� directly leads to the well-known Landauer dc
current59,60 when static potentials are considered. The
equivalence between both models can be established by
showing that 
DS�E , t�
static= 
DD�E , t�
static= 
T�E�
static for
each energy E.

Let us focus on electrons injected from the source with
central energy E. For static potential profiles, the time evo-
lution of all wave packets used in the computation of �10�
can be defined according to a unique wave packet 
S�x , t�
injected at time t=0. The time evolution of any other wave
packet 
 j

S�x , t� injected at the particular initial time tj can be
related to the former by 
 j

S�x , t�=
S�x , t− tj�. Both wave
packets always “feel” the same static potential �this is not
true for time-dependent potentials�. Then, expression �11�
can be rewritten as


DS�E,t�
static =
1

L
�

tj=−�

t

dtj�
x=0

L

dx Jtj

S�x,t�

=
1

L
�

tj=−�

t

dtj�
x=0

L

dx JS�x,t − tj� . �15�

Using the variable t�= t− tj, the temporal integral of the cur-
rent density can be rewritten as


DS�E,t�
static =
1

L
�

x=0

L

dx�
t�=0

t�=�

dt�JS�x,t��

=
1

L
�

x=0

L

dx 
T�E�
static = 
T�E�
static �16�

where we have used definition �12� and the fact that

T�E�
static is independent of the position x where the current

density is evaluated.53 Therefore, the identity 
DS�E , t�
static

= 
T�E�
static holds. Following identical steps, it is found that

DD�E , t�
static= 
T�E�
static. We have not used the superscript

S /D in 
T�E�
static because the transmission coefficient for a
wave packet evolving in static potentials does not depend on
the injection side �see Appendix B�. Again, the generaliza-
tion to all energies can be straightforwardly obtained by
weighting DS/D�E , t� according to Fermi-Dirac statistics.
Then, the Landauer approach59,60 is exactly recovered from
expression �13� when static potentials are considered.

V. NUMERICAL APPLICATIONS

Now, in order to show the numerical implementation of
our formalism, we study a silicon double-gate field-effect
transistor �DG-FET� driven under a nonperiodic external sig-
nal �see Fig. 5�. We consider an intrinsic channel of L
=15 nm length. The device lengths in the z and y directions
are large enough to assume an infinite number of injected
electrons from both sides. For simplicity, we assume a hand-
made 1D potential profile inside the device, U�x , t�, whose
shape directly depends on the gate voltage VGS�t�=V�t� as
follows:

U�x,t� =
Uc1�x� + Uc2�x�

2
− ��t�

Uc1�x� − Uc2�x�
2

�17�

where the function ��t� is a unitless parameter that provides
the profile of U�x , t� by linear interpolation, as a function of
the time-dependent gate variations V�t�=VGS�t�−0.3 V. For
the times t� when ��t��=−1, we obtain U�x , t��=Uc1�x�
which corresponds to non-self-consistent profile for VGS
=0.2 V and VDS=0.2 V �as depicted in Fig. 5�. For ��t��=1,
we obtain U�x , t��=Uc2�x� which corresponds to VGS

=0.4 V and VDS=0.2 V �see Fig. 5�. For a general time, in
these particular bias conditions, we have ��t�=V�t� /0.1 V.

The gate voltage variation signal V�t� �i.e., the driving
signal�, is defined as a frequency modulation �FM� signal:
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V�t� = V0 cos�wct + � sin�wmt��

= V0 �
n=−�

n=�

Jn���cos��wc + nwm�t� �18�

where V0 is the amplitude of the gate signal, wc is the carrier
frequency, wm is the modulating frequency, � is the modu-
lating index that determines the frequency spectrum of the
FM signal, and, on the right-hand side, Jn��� is the first-class
Bessel function.61 We select the FM signal because it is a
simple example of a quite common signal �in communication
systems� that cannot be studied within the powerful Floquet
formalism �because it is not periodic�. Later, we will briefly
discuss the ability of these phase-coherent devices to perform
quantum demodulation at very high frequencies and other
possible applications.

In Figs. 6–10, we have represented the computation of the
quantum current coefficient at the particular time t=0 for
different values of the driving signals �18�. First of all, let us
explain the numerical procedure for computing DS/D�E , t�.

For each energy E, the time evolution of a large number of
different wave packets has to be computed. A wave packet is
defined by an initial Gaussian wave packet described by ex-
pressions �A5� and �A6�. Its initial central position x0 is situ-
ated far from the system to guarantee that the presence prob-
ability is negligible inside the device active region at the
initial time tj. In particular, we use x0=−70 nm for source
injection and 85 nm for drain injection. In both cases, we use
initial spatial dispersions equal to �x=30 nm for all wave
packets. We use wave packets much larger than the system
L=15 nm to model injection of square-integrable quasimo-
noenergetic wave functions.62,63 Then, the evolution of each
j wave packet is determined from tj until t by numerically
solving the time-dependent Schrödinger equation �see the de-
tailed procedure in Appendix A�. Once we know the wave
function at time t, we evaluate the quantum particle current
density �Eq. �B15�� at all positions 0�x�L. All this proce-
dure has to be repeated for each j wave packet with initial

FIG. 6. Solid line, quantum current coefficient DS/D�E , t� for
time t=0 as a function of energy for static conditions. Dotted line,
static transmission coefficient. Inset: Time evolution of U�xB , t� for
the position xB defined in Fig. 5.

FIG. 7. Solid line, quantum current coefficient DS/D�E , t� for
time t=0 as a function of energy for time-dependent conditions.
Dotted line, static transmission coefficient. Inset: Time evolution of
U�xB , t� for the position xB defined in Fig. 5.

FIG. 8. Solid line, quantum current coefficient DS/D�E , t� for
time t=0 as a function of energy for a gate signal amplitude higher
than that in Fig. 7. Dotted line, static transmission coefficient. Inset:
Time evolution of U�xB , t� for the position xB defined in Fig. 5.

FIG. 9. Solid line, quantum current coefficient DS/D�E , t� for
time t=0 as a function of energy. A periodic FM signal at the gate
contact is considered with frequencies higher than those in Fig. 8.
Dashed line, dynamic transmission coefficient; dotted line, static
transmission coefficient �of Fig. 6�. Inset: Time evolution of
U�xB , t� for the position xB defined in Fig. 5.
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time −�� tj � t �see Ref. 64� to compute DS/D�E , t� from
expression �11�. Each j wave packet experiences a com-
pletely different potential profile U�x , t� depending on its in-
jection time �see Fig. 4�. In order to compute the instanta-
neous current at time t, the whole procedure has to be
repeated for wave packets injected from the source and drain
contacts, and for the whole energy range.

In Fig. 6, we have used the parameter V0=0 V in expres-
sion �18�, so that the potential is static and equal to U�x�
= �Uc1�x�+Uc2�x�� /2 �the dashed line in Fig. 5�. The inset of
Fig. 6 shows the constant value of the potential profile
U�xB , t� at the position xB defined in Fig. 5. Using expression
�12�, we have also plotted the transmission coefficient for the
source or drain injection sides. As expected, and as is explic-
itly shown in Appendix B, the transmission coefficient

T�E�
static computed from expression �12� is independent of

the injection side. In addition, we clearly see that

DS�E , t�
static= 
DD�E , t�
static= 
T�E�
static. Hence, Fig. 6 is ba-

sically a numerical confirmation of the theoretical argumen-
tation presented in Sec. IV. The small differences among the
curves are due to spurious results of the numerical method.

In Fig. 7, we have repeated the same computation, but
using the following values: V0=1 V, wc=2��12
�1012 rad/s, wm=2��6.1�1012 rad/s, and �=7 rad.
Now, as expected, the values of DS�E , t� and DD�E , t� are not
equal and their value is also different from the static value of
the transmission coefficient computed in Fig. 6. At the par-
ticular time t=0, we obtain DS�E , t��DD�E , t�. We have
checked that the previous inequality can be reversed at other
times. In Fig. 8, we have represented the same information
for a larger amplitude of the gate voltage, V0=4 V �see the
value of U�xB , t� in the inset in Fig. 8�. The difference be-
tween DS�E , t� and DD�E , t� is larger. The present prelimi-
nary results seem to suggest that the coherent pumping effect
can be maximized by proper �nonperiodic� tailoring of the
driving signal. In both figures, we have not plotted the quan-
tum transmission coefficient under time-dependent condi-
tions, 
T�E�
dynamic, because it depends arbitrarily on the ini-
tial position x0 �or, equivalently, on initial time tj� as we have
carefully discussed in Sec. III.

In Fig. 9, we have selected higher frequencies with wc
=2��12�1013 rad/s and wm=2��6�1013 rad/s. The
rest of the parameters are identical to those of Fig. 8. For
these particular conditions �wc=2wm�, expression �18� be-
comes a periodic signal T=2� /wm=100/6 fs �as seen in the
inset of Fig. 9�. Then, we can make use of the powerful
Floquet theory and the results can be explained by using
Gravila’s argumentation.8 In the high-frequency nonadiabatic
limit �frequencies much higher than the inverse of the elec-
tron dwell time�, an average temporal potential profile gives
a good insight into the properties of the time-dependent sys-
tem. In particular, the time-averaged potential profile can be
defined as

Uef f�x� =
1

T
�

−T/2

T/2

U�x,t�dt . �19�

Now, the transmission coefficient for this time-dependent po-
tential, 
T�E�
dynamic, is also independent of the injection side
and equal to DS�E , t� and DD�E , t� �and different from

T�E�
static computed in Fig. 6�. In particular, we obtain a

higher transmission coefficient in the results of Fig. 9 than in
those of Fig. 6, because a lower time-averaged potential pro-
file is obtained in Fig. 9, Uef f�x��U�x���Uc1�x�
+Uc2�x�� /2. A lower potential profile means higher current
and higher values of DS/D�E , t�. The current computed from
expression �13� will be time independent because the param-
eters DS�E , t� and DD�E , t� are, now, independent of time.

Finally, in Fig. 10, we have selected frequencies similar
�but not identical� to those of Fig. 9, wc=2��12
�1013 rad/s and wm=2��6.1�1013 rad/s. The rest of the
parameters are identical to those of Fig. 9. Now, the FM
signal and, thus, the Hamiltonian of Eq. �8� are not periodic.
As we see in the inset of Fig. 10, the values of the energy
potential profile fluctuate around 0.05 eV for times close to
t=0 ps and around 0.25 eV for times around t=−0.25 ps.
Therefore, the quantum transmission coefficient �not drawn�
will depend, again, on the initial time tj �or the initial posi-
tion x0� even in this nonadiabatic high-frequency limit. On
the contrary, since the computation of the quantum current
coefficient involves all possible initial times, the parameters
DS�E , t� and DD�E , t� give similar values. Again, the current
computed from expression �13� will be time independent be-
cause the parameters DS�E , t� and DD�E , t� are independent
of time. In fact, such rapid variations of the potential profile
can be used to control the transport process, and to increase
or slow down tunneling by any desired degree, or even to
suppress it altogether, in a perfect coherent way.9,10

In this section, we have seen that the numerical imple-
mentation of our approach is quite simple and it can be ap-
plied to study completely arbitrary time-dependent scenarios.
Regarding digital applications, for example, the model can
be used to analyze the transient current response to square-
step voltage-driven quantum transistors. For analog applica-
tion, simple one-transistor signal demodulators can be envis-
aged since the source-drain current depends on the gate
frequency �as we have seen in Figs. 7–9�. The approach pre-
sented here can also be used to obtain information about the
dynamics of electrons driven by chaotic signals. All this in-

FIG. 10. Solid line, quantum current coefficient DS/D�E , t� for
time t=0 as a function of energy. A nonperiodic FM signal at the
gate contact is considered. Dotted line, static transmission coeffi-
cient. Inset: Time evolution of U�xB , t� for the position xB defined in
Fig. 5.
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formation can provide a fresh view on the old controversial
issue of tunneling times.65–67 Much more work is needed to
explore all these possibilities mentioned here briefly. In sum-
mary, the present approach provides a very useful tool �using
the time domain, complementary to other energy-domain for-
malisms� to better understand time-dependent tunneling phe-
nomenology and to study practical high-frequency applica-
tions of phase-coherent devices.

VI. CONCLUSIONS

An expression for computing the instantaneous particle
current in phase-coherent devices driven by arbitrarily time-
dependent potentials is presented �expression �10��. The role
of the Maxwell equations in determining the instantaneous
current in phase-coherent devices is discussed through the
Ramo-Shockley theorem. We develop our approach in a
wave packet time domain within the first-quantization for-
malism. We consider that the quantum current density is
mainly determined by the external bias, and that the electron-
electron term has a negligible influence on it �as most time-
dependent electron transport theories do,3,6,9,10,28,30 with few
exceptions11–15�. On the other hand, neither eigenstates �the
average energy is not a constant of motion51� nor Floquet
states �nonperiodic Hamiltonians� can be used to define the
electron wave function in general time-dependent scenarios.
Wave functions obtained directly from the numerical solu-
tion of the time-dependent Schrödinger equation �see Appen-
dix A� are used in this work. In particular, we consider quasi-
monoenergetic initial Gaussian wave packets as initial
boundary conditions.62,63 The role of the scalar A0�r� , t� and

vector A� �r� , t� potentials can be explicitly included in our ap-
proach through terms �5c� and �5d�.

We have shown that the time-dependent conductance is
not proportional to the quantum transmission coefficient, but
to a parameter named the quantum current coefficient. As an
important test, we showed that the time-dependent quantum
current obtained with our approach directly leads to the well-
known Landauer current59,60 when static potentials are con-
sidered. As an example, the study of a simple 1D nanoscale
DG-FET is presented.27 The quantum current coefficient is
computed for the DG-FET driven by a FM signal.61 The FM
signal is not periodic and the powerful Floquet formalism
cannot be applied. The adiabatic and nonadiabatic limits are
analyzed. The present preliminary results seem to suggest
that the coherent pumping effect can be maximized by
proper �nonperiodic� tailoring of the driving signal. Finally,
we have mentioned some possible applications for future
phase-coherent transistors: the evaluation of transient quan-
tum current in digital applications, one-transistor signal de-
modulators, coherent transport in systems driven by chaotic
signals, etc. In summary, the approach presented here pro-
vides a useful tool �in the time domain, complementary to
other energy-domain formalisms� to provide a deeper under-
standing of the delicate time-dependent tunneling phenom-
enology. In addition, the approach has a simple numerical
algorithm which can be applicable to study practical digital
or analog high-frequency properties of phase-coherent
nanoscale devices.
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APPENDIX A: SOLUTION OF THE 1D SCHRÖDINGER
EQUATION UNDER ARBITRARILY
TIME-DEPENDENT POTENTIALS

In this appendix, we present the finite-difference method
used to find the time evolution of wave packets. We describe
electrons by the wave function 
�x , t� that is the solution of
the following Schrödinger equation:

i�
�
�x,t�

�t
= Ĥ
�x,t� = �−

�2

2m

�2

�x2 + U�x,t��
�x,t�

�A1�

where m is the electron effective mass. The simulated time is
discretized in temporal steps dt. The simulated region is also
discretized in spatial steps dx. Then, the temporal and spatial
derivatives present in expression �A1� can be numerically
approximated as

�
�x,t�
�t

=

�x,t + dt� − 
�x,t − dt�

2dt
, �A2�

�2
�x,t�
�x2 =


�x + dx,t� − 2
�x,t� + 
�x − dx,t�
dx2 . �A3�

Inserting Eqs. �A2� and �A3� into �A1�, we obtain the fol-
lowing recursive expression:


�x,t + dt� = 
�x,t − dt� + i
�dt

dx2m


�x + dx,t� − 2
�x,t�

+ 
�x − dx,t�� − i
2dt

�
U�x,t�
�x,t� . �A4�

Once we know the wave function at particular times t and
t−dt for all spatial positions, 
�x , t� and 
�x , t−dt�, we can
compute the wave function at the next time t+dt, 
�x , t
+dt�, using Eq. �A4�. The iterative application of Eq. �A4�
provides the whole time evolution of the wave packet. The
simulation box must be large enough so that the whole wave
packet is contained in it, at any time, to avoid spurious re-
flections at the simulation box limits.

The initial values of the wave packet are fixed at the two
initial times tj and tj −dt. The central position of the initial
wave packet is defined deep inside the contact region so that
the presence probability of the wave function in the device
active region is zero at the initial time tj. We consider that the
wave packet at time t= tj evolves in a flat potential region. In
particular, we define the initial wave function as a time-
dependent Gaussian wave packet53
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�x,t� = �2a2

�
�1/4 ei�

�a4 + 4�2�t − tj�2/m2�1/4ei�kc�x−x0��

exp�−
�x − x0 − ��kc/m��t − tj��2

a2 + 2i��t − tj�/m
� �A5�

where a is the spatial dispersion of the wave packet, m the
particle effective mass, x0 the central position of the wave
packet at the initial time tj, kc the central wave vector kc

=�2mE /�2 in the x direction related to the central energy E,
and �=−�−�kC

2 t / �2m� with tan�2��=2�t / �ma2� �see Ref.
53�. In particular, at the initial time t= tj, we obtain the sim-
plified expression


�x,t� = � 2

�a2�1/4

ei�kc�x−x0�� exp�−
�x − x0�2

a2 � . �A6�

We define the wave packet spatial dispersion �x=a /�2 and
the wave packet width in the wave vector space as �k
=1/�x. In this work we use the values defined in Ref. 62.

Our experience suggests that this iterative procedure pro-
vides accurate results �the norm of the wave packets is con-
served with high precision� when dx is on the order of
1–2 Å and the temporal step dt is around 10−17 s. The suc-
cessive application of expression �A4� for long simulation
times, as long as 500 000 times dt, provides accurate results
when checked with known analytical solutions.

APPENDIX B: SOURCE AND DRAIN TRANSMISSION
COEFFICIENT UNDER STATIC CONDITIONS

We show that the transmission coefficient of wave packets
does not depend on the injection side, when static potentials
are considered. First, we consider Hamiltonian eigenstates.
Second, we show that the transmission coefficient of wave
packets is equal to the weighted sum of transmission coeffi-
cients of Hamiltonian eigenstates.

As depicted in Fig. 5, we define U�x�=US for x�0 and
U�x�=UD for x�L. One set of convenient solutions that
form a complete orthogonal set of wave vectors is given by
the �incoming� scattering states.52 The wave function for
electrons coming from the drain contact with energy E and
wave vectors kD� and kD is

�D�x� =
1

�2�
�t�kD�exp�ikDx� , x � 0,

exp�ikD� x� + r�kD� �exp�− ikD� x� , x � L ,
�
�B1�

where the wave vectors are defined �see Fig. 5� as

kD� = −�2m�E − UD�
�2 and kD = −�2m�E − US�

�2 .

�B2�

The transmission and reflection coefficients of the electron
coming from the drain are

TD�E� =
kD

kD�

t�kD�
2 and RD�E� = 
r�kD� �
2. �B3�

For a state coming from the source with the same energy E,
we have

�S�x� =
1

�2�
�t�kS��exp�ikS�x� , x � L ,

exp�ikSx� + r�kS�exp�− ikSx� , x � 0.
�
�B4�

Now, the wave vectors are defined as

kS� =�2m�E − UD�
�2 and kS =�2m�E − US�

�2 .

�B5�

The transmission and reflection coefficients of the electron
coming from the source are

TS�E� =
kS�

kS

t�kS��


2 and RS�E� = 
r�kS�
2. �B6�

Since we are dealing with states whose probabilities do not
change with time, the current is uniform and it can be easily
shown that

TS�E� + RS�E� = 1 and kS�1 − 
r�kS�
2� = kS�
t�kS��

2.

�B7�

Alternatively, we can construct the eigenstate �B1� from the
eigenstates �B4� and its complex conjugate. The time-
reversal symmetry of the system assures that the complex
conjugate wave function is also a solution of the Hamil-
tonian. Thus, using expression �B4�, it is possible to show
that

�S*
�x�

t*�kS��
− r*�kS�

�S�x�
t*�kS��

=
1

�2��
1 − 
r�kS�
2

t*�kS��
exp�− ikSx� , x � 0,

exp�− ikS�x� −
r*�kS�
t*�kS��

t�kS�exp�ikS�x� , x � L ,�
�B8�

where �S*
�x� is the complex conjugate of �S�x�. Comparing

expressions �B1� and �B8�, we deduce that the transmission
coefficient of the eigenstate coming from the drain, expres-
sion �B3�, can be written as

TD�E� =
kD

kD�

t�kD�
2

=
kD

kD�

�1 − 
r�kS�
2��1 − 
r�kS�
2�

t�kS��


2 . �B9�

Using expression �B7�, and since kD /kD� =kS /kS�, we obtain

TD�E� = 1 − 
r�kS�
2 �B10�

and, from Eqs. �B3�, �B6�, and �B7�, we can easily find

TD�E� =
kD

kD�

t�kD�
2 =

kS�

kS

t�kS��


2 = TS�E� . �B11�

We have shown that the transmission coefficient of an
eigenstate injected from the source is identical to the trans-
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mission coefficient of an eigenstate, with the same total en-
ergy, injected from the drain.

Now, we use Eq. �B11� to show that the same conclusion
can be extended to the quantum transmission coefficients of
a wave packet. It is well known that any linear combination
of Hamiltonian eigenstates ��x� is also a solution of the
time-dependent Schrödinger equation with static potentials
because of the superposition principle of quantum theory.53

In order to simplify the notation, we assume that the wave
packet is constructed from eigenstates coming from the
source:


S�x,t� = �
0

+�

dkSaS�kS��S�x�e−iEt/� �B12�

where aS�kS� is a complex quantity that must be sufficiently
regular to allow differentiation inside the integral �for sim-
plicity, we assume aS�kS�=0 for kS�0�. The energy is de-
fined in the source contact as E=�2kS

2 /2m=�w. Using the
closure relation, the value aS�kS� is

aS�kS� = �
−�

�

dx 
S�x,0��S*
�x� , �B13�

which defines the wave packet in the k space. The transmis-
sion coefficient of a wave packet can be computed from the
expression �12� in the text which we rewrite here:

TS�E� = �
x=L

x=�



S�x,t → ��
2dx � �
t=0

t=�

JS�xl,t�dt .

�B14�

In particular, we use the right-hand side of expression �B14�
to compute the transmission coefficient at xl�L �see Fig. 5�
because the analytical expression of the Hamiltonian eigen-
states, �S�x�=1/�2�t�kS��exp�ikS��, is known. The current is
evaluated according to

J�x,t� = − i
�

2m
�
*�x,t�

�
�x,t�
�x

− 
�x,t�
�
*�x,t�

�x
�
�B15�

where 
*�x , t� is the complex conjugate of 
�x , t�. It is quite
easy to show that

TS�E� =
�

m

1

2�
�

t=0

t=�

dt�
−�

�

dkS1�
−�

�

dkS2kS1� aS�kS1�t�kS1� �

a*S�kS2�t*�kS2� �ei�kS2� −kS1� �xe−i�w1−w2�t. �B16�

Using the following � function definition:

1

2�
�

t=0

t=�

dt e−i�w1−w2�t =
m

�

1

kS2
��kS2 − kS1� , �B17�

we obtain kS2=kS1�kS and, therefore, kS2� =kS1� �kS�. Then,
the final expression for the transmission coefficient is

TS�E� = �
−�

�

dkS
aS�kS�
2
kS�

kS

t�kS��


2. �B18�

The evaluation of TD�E� follows identical steps and gives

TD�E� = �
−�

�

dkD� 
aD�kD� �
2
kD

kD�

t�kD�
2. �B19�

Therefore, using expression �B11�, the conclusion about the
transmission coefficient of Hamiltonian eigenstates can be
directly extrapolated to wave packets. We assume that the
wave packets at each contact have identical definition in the
wave-vector space, 
aD�kD� �
= 
aS�kS�
. Hence, Eqs. �B18� and
�B19� show that the transmission coefficients of wave pack-
ets with total energy E evolving in static potentials do not
depend on the injection side.
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sion �d /dt��Ĥ�= ��Ĥ /�t� where the average value is defined as
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