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Energy and angular distributions of negative idési~, Au,, Auz, and Ayg) emitted from gold target
bombarded by Au, Ay and Ay projectiles at 200 keV/atom were measured with a multipixel position
sensitive detector. The angular distributions are symmetrical with respect to the normal to the target surface and
forward peaked. They depend on the type of emitted ions, on the emission energy, and on the projectile size.
More forward directed emission is observed withgMprojectiles. The secondary ion energy distributions
obtained with Au and Aw projectiles are well reproduced by a sum of linear collision cascades and thermal
spike processes. However, in the case of projectiles the energy distributions are better described by using
a simple spike model with two different average temperature regimes: the first one corresponds to high
emission energy occurring in the early stage of the whole process, and the second to the low energy

component.
DOI: 10.1103/PhysRevB.71.174110 PACS nunt®er79.20.Rf, 36.40-c, 29.40.Gx, 68.49.Sf
[. INTRODUCTION thermal emission takes place afterwards with a temporal evo-

lution that depends on the incident cluster size and energy.

For many years, beams of gold clusters,Auith a num-  Thjs is well illustrated in Ref. 4 with Auprojectiles used to
ber n of constituents between 2 and several hundreds havgy|culate angular and energy distributions at different times
been produced in our laboratory at energies per atom fromgfter the impact which are then compared with standard
tens of eV to tens of MeV. Several regimeS of energy loss in‘rhompsoﬁ and Sigmund_C'aussen d|Str|but|o§f§he phys|_
the collision of these clusters with solids have been inVeStica| parameters of these distributions’ the Surface b|nd|ng en-
gated. In particular, a sputtering study of gold material byergy U, and the effective temperaturT, are found to
Au, clusters(n=2-13 at energy per atom between 20 keV change as a function of time. Since experimental access to
and 3 Me\}? revealed the existence of an important maxi-emission time sequences is not possible, we have applied a
mum of sputtering yield at about 200 keV/atom. For ex-fitting procedure to the measured distributions of various
ample, an unexpectedly high sputtering yield of more tharemitted ions by assuming that the two processes of linear
15000 gold atoms emitted per single impact of;Awas  collision cascaded_C) and thermal spikéTS) are both con-
measured. At the surface of the gold target craters with ditributing to the entire spectra. The secondary ion energy dis-
ameter as large as 250 A were observed showing that impogributions obtained with Au and Auprojectiles are very well
tant surface modification takes place during Sputtering. Larg@escribed within this approach_ However, forgquoject”es
nonequilibrium processes thus are obviously involved inthe secondary ion emission cannot be described satisfactorily
such “giant sputtering events” and comparisons with analytithrough LC and a TS process with a single mean tempera-
cal models do not straightforwardly explain the large yieldtyre. For this case, we propose a more realistic alternative
values and their variation with cluster incident energy. based on a spike process with two regimes of average tem-

In an attempt to obtain more information on the possibleperature.
mechanisms, measurements of angular and energy distribu- |n this paper we present the experimental method to de-
tions of the emitted secondary ions were performed withermine times of flight and emission angles of secondary ions
three different projectiles Au, Agand Ay at 200 keV/atom  detected by a 256 pixelated channel plate detector followed
bombarding a gold target. A multiparameter detection systerpy the procedure that is applied to obtain the energy and
allowed us—by coincidence data analysis—to identify theangular distributions. The event by event data acquisition
emitted ions and to correlate their emission angle and energyode allows us to set intervals of Secondary ion energy and

Recent molecular dynamiMD) simulations with Ay  angle in order to provide more precise information on the
bombarding polycrystalline gold target have been performe@mission mechanisms. The comparison of the gated experi-
at 16 keV/atom by Colla and Urbassekand at mental distributions with different models is then discussed.
100 keV/atom by Shapiro and Tombrefldn both simula-
tions, it is demonstrated that emission of the most energetic
particles takes place within the first picosecond. The high
deposited energy density by the cluster projectile is first dis-
sipated by collision cascades that cause disruption of the sur- In the following, we describe an experimental method to
face and emission of fast atoms and clusters. A long phase afetermine event by event the kinematical characteristics of

Il. EXPERIMENTAL SETUP AND ANALYSIS
PROCEDURE
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Beams of gold clusters were accelerated by the Orsay

dl=lcm d2=1cm L=33cm - . . ‘ - A
_ _ tandem accelerator which is equipped with a cluster liquid
Vi=1kV,_V2=9kV, field—free region

metal ion source at the high voltage termifidGold targets
(thickness of about 1000 nmvere prepared by vapor depo-
N N it sition on thick stainless steel foils, and bombarded by the

firstgrid  second grid / Au, cluster beam at an angle of 45° with respect to the nor-

- plare af 236 < Y mal to the target surface. The beam size was defined by
horizontal and vertical slits which were mechanically ad-

justed to an aperture of 300mXx 300 um. The rate was
about 100 projectiles/s. The beam was pulsed to give a start
signal for the acquisition system.

The detector used in this work is a 256-anode channel
plate device which is fully described in Ref. 10. There are
256 independent electronic channels providing 256 time of
flight mass spectra with the same start signal. The size of one
pixel is 2.54 mmx2.54 mm and the time encoding is
achieved in a time bin of 0.5 ns. This detector is well adapted

TARGET

W@i *e[iglijgyr ion g " SRR ' to detect simultaneously a large number of different second-
pS pectory ary ions which are generated by impact of large cluster pro-
B jectiles.

hit pixel p

) . . A. Time-of-flight measurement and axial energy determination
FIG. 1. Top, schematic arrangement of target, acceleration grids, . ) .
and multipixel detector. The experimental parametgrsi,, L, Vy, The axial energ¥, of a secondary ion with a massand
andV, defined in Sec. Il A are also indicated. Bottom, representaa chargeq is obtained from the measurement of its time of
tion of the kinematical quantities, total emission velocdityaxial ~ flight (TOF) t by the relation

velocity V, and radial velocity,, polar and azimuthal anglesand

¢. A secondary ion trajectory is shown and the center coordinates t= \% di _ /5 + /1 + 5

(Xp,Yp) of the hit pixelp are defined with respect to the detector \*“JqV1 qV; qV;

center O. Each pixel has an area(AX X AY).

each secondary ion emitted under a projectile impact on a
: : _ d, E. Vi E. Vi
solid target in order to obtain, over a large number of events, + = av. + v. 1 av. + V.
their energy and angular distributions. VgV, vz Va ava Va
The measurement of secondary ion emission velocity is L 1
based on a linear time of flight technique coupled to a multi- + > ; (2.3
impact position sensitive stop detector. Two acceleration Va(Vy + V) \/1+L
grids in front of the target allow us to apply homogeneous q(Vy+Vy)

a&dnecc}gsttr?igtCg:ﬁ?tﬁgatﬁf*dihgesrgsgr%(;urlazgn tt(i)mgh(ca)f ?ﬁrgh?\t/vheredl andd, are the distances between the first grid and
Eneasijred betweer? the tar’ et and the de)ftector de endg ortﬁ]e target and between the second grid and the first one,

. . 9 ctor depenas ré’spectively;L is the length of the field-free region located
on the axial velocity,V,, defined as the emission velocity

projection onto the normal to the target surfdsee Fig. 1 between the second grid and the detectéy;and V, are

Simultaneously, the position of the secondary ion impact oriIGCtrIC potentials applied between grids and tatgee Fig.

the detector surface, parallel to the target, gives access to th
radial velocityV,, the emission velocity projection onto the
target plandsee Fig. 1 The polar angl&, which represents

the emission direction with respect to the normal to the targe
surface, is then defined by

The beam pulsation system having a time width of a few
tens of ns does not provide a good enough time resolution to
enerate a precise start signal for the measurement of sec-
ndary ion TOFs. Assuming that prompt electrons are always
emitted under a projectile impact, they are detected simulta-
V, neously(within 1 ng such that the electron time signal can

tang= V_a 2.1 be used, event by event, as the origin of the time scale to

determine the TOF of secondary ions. With this method the

From the two componentgy and Vy of the radial velocity  study is then restricted to negative secondary ions only. Typi-
into the target plane, the azimuthal anglés expressed as cally, over a large number of events, the shape of the TOF

Vy peak for a given mass presents a smooth increase at low TOF
tang = o (2.2 values up to a maximum followed by a sharp linear decrease
X down to the peak origintg®, corresponding to the zero axial
These quantities and the geometrical arrangement of the tagnergy time value. One obtains a series of peak origins sepa-
get and the stop detector are shown in Fig. 1. rated by a quantity proportional to/m,—vmy), m, and m
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being masses of two different secondary ions. With a venthe timet are recorded. With respect to the detector center,
accurate measurement of distan¢gg d,, andL) and volt-  the position of each pixel is given by its center coordinates
ages(V; andV,) one calculates the valug=t(E,=0) given  (X,,Y,) (see Fig. 1 but the precise impact coordinates of a
by Eg. (2.3). Thus, one can deduce the constant stift®  secondary ion(X;,Y;) in the pixel area(AX X AY) are not
-1,) to apply to TOF measurements in order to obtain theiknown experimentally and thus neither are the kinematical
true value and then to build the corresponding axial energguantities(6;, ¢;,E;). The timet is also measured withiAt
distribution. =0.5 ns, the time encoding bin width. Furthermore, experi-
mental energy and angular distributions, defineddb$dE
anddN/de, implicitly refer to constantE anddé intervals.
Since axial and radial energies do not vary linearly with the
The radial energ¥, is directly correlated to the location raw datat, X, andY [see Eqs(2.3) and(2.4)] constant values
of the secondary ion impact on the pixelated detector surof d¢ and dE [see Eqs(2.1) and (2.5)] are not straightfor-
face. This position is defined by andY coordinates with ward to extract experimentally. A way to overcome these
respect to the detector centeee Fig. 1 which corresponds difficulties is to assign to each secondary ion impact coordi-
to the intersection of the normal to the target—at the beanmates(X;,Y;) within the pixel area and a time valtewithin
spot position—with the detector surface. Knowing the corre-At. Over a large number of events, the distribution of impact

B. Radial energy determination

sponding TOR one can simply write coordinates in a pixel as well as time values withinh are

1 1 [X2+Y2 assumed to be uniform. Thus, the valuesXgfY;, andt; are
Er=—m(V§<+V$)=—m<—2> (2.4)  chosen, event by event, through a random sampling pro-

2 2 t cedure in the intervalsXpx(AX/2), Ypt(AY/2), and

To determine experimentally the physical center of the del*(At/2), respectively. From the set of valugs, Y;,t;) one
tector we used, over a large number of events, the distribudeduces from Eqg2.1)—+2.5) the set of kinematical quanti-
tion of a given secondary ion impacts on thd6é ties(6;,¢;,E) for each secondary ion. Experimental angular
X 16) pixels for different values of the acceleration voltage.and energy distributiondN/d¢ anddN/dE are then obtained
The centroid valuéX., Y,) of such a distribution is expected by accumulating these quantities over a large number of
to be the same whatever the applied voltage for seconda§Vents. _ . _ _
ions which are not preferentially emitted in a direction in-  The important experimental conditions to validate this
clined with respect to the normal to the target surface. Sysanalysis procedure are the pixel size, the number of hit pixels
tematic measurements were made over a large number 8d theT numb.er. of events per pixel. Itis theref(_)re crucial to
masses giving théX.,Y,) value with an accuracy of 5%. determine their influence on the quality of the final data.
From the measurement of the axial and radial energies,
one obtains for a given mass the total emission energy, 2. Validity of the analysis procedure

E=E,+E. (2.5 In order to evaluate the validity of the procedure de-
: - . . . scribed above to extract the experimental distributions from
It is worth pointing out that all the experimental kinemati- the accumulated data, a complete simulation was made. We
cal quantities _s_tem from the_ simultaneous measurements ﬂ?st assumed known' angular and energy distributions of
TOFt and positiongX, Y) which d?p.e”d on the acceleration emitted particles defined by analytical expressions. This al-
parameters and on the characteristics of the detector used. figyeq s to simulate in well-defined experimental conditions

an example, to obtain a precise value of the axial en&9Y aiactories and impacts of secondary ions on the detector for
we used the double field methdavhich consists in applying 5 sufficiently large number of events. In a second step we
a low acceleration voltage between the target and the fir pplied to the “theoretical” data collected by the 16

grid (typically V; was set to 1 kV withd;=1cm and a 16 pixels detectofpixel by pixe) the overall random sam-
higher voltage between the first and the second grids. Thi§jing hrocedure for recalculating the angular and energy dis-
second voltage must be high enough to provide an efficientp iions. The agreement between the initial theoretical dis-
detection and collection of secondary i00&=9 KV with i tions and the recalculated ones is a test of the method
d,=1 cm). Over a large number of events, the expenmenta}e"ab”ity_

TOF distributiondN/dt of a given secondary ion mass IS por example, the energy distribution derived from the the-

considerably broadened and the corresponding axial energyetica| linear collision cascade sputtering médeas used,
distribution dNdE, can thus be determined from E(.3
dN E
W

with a better accuracy.
—_— = a
dE/e (E+Up)"

C. Determination of experimental distributions
1. Principle of the analysis procedure with U, the surface binding energy and the exporenary-
An event is defined as the impact of a projectile onto theing from 2 to 312
target resulting in the emission of several secondary ions of If we consider an emission azimuthal symmetry with re-
different masses. For each secondary ion striking the pixspect to the normal to the target surface, the azimuthal angle
elated detector, only the index numheof the hit pixel and  distribution is simply equal to a constai{
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dN 107
() ¢ o7

de/e 7;
In that case, for simplification reasons, one can consider an L
angular distribution that follows a power law of cosine with % 102
no correlation with the energy, such as g

dN
(E)Ex cod 0 (2.9 E (V)

and then

dN ) dN :
< d9>e_ 2 sin 0<dﬂ>e_ 2wsingcod o (2.9
with @ the polar angle angd being typically between 1 and 2.
A set of values of (E)e,(¢)e,(6)] is obtained by a ran- oL
dom sampling taking into account these initial distributions 0 5 10 15 20
given by Eqs(2.6), (2.7), and(2.9). To simulate the detector E (eV)
response, one calculates the tinfe. and coordinates
[(X)e, (Y)e] corresponding to an impact of a given secondaryIin
ion onto the detector. The tim#), is deduced from Eq2.3)
by settingd;, d,, L, V4, andV, equal to the experimental
values, and using the axial energy vall®), related to the

FIG. 2. () Comparison of energy distributions calculatedlid

e) from Eq. (2.6), usingn=2 andU,=3.78 eV, and simulated
(O) obtained through the procedure described in Sec. Il C 2 with
16X 16 pixels of area 2.54 mx2.54 mm, for a polar angle range
10°< #<20° and with experimental parameters given in Fig. 1. In

emission energyE), by the inset is represented the relative differeffdg between the two
curves.(b) Same aga) for 50° < §<60°.
(Epe= (E)e c02(0).. (2.10 (b) Same asa
Coordinateq (X)., (Y).] are obtained from the two compo- ceptance of the detector. In this simulation, only radial ener-
nents of the radial velocity given by gies below 20 eV are detectésee further in Sec. Il B
5 2 b. Angular distribution
(V2)e= —(E;)e COS(h)e = % (2.11) Good agreement also is obtained between the recalculated
m (e angular distribution and the theoretical one given by Eqg.
, (2.8) with p=2 (see Fig. 3 A slight difference is however
2 . (Y9 observed for the low energy intervélD<E<3 eV) as the
(Vi)e: _(Er)e S|n2(¢)e: 2 e’ (2-12) 9y GD V)
m (e
with @ 10 fpp -
_ 006 < YETTTmC
(Er)e=(E)e sz(e)e- (2.13 a T -10 L
To the position[(X)e,(Y)e] is then associated a given hit % 0.03 oezzgéggeos?o

pixel p of coordinategX,, Yy). From the sefX;, Yy, (t)c] the
analysis based on the random sampling described in Sec.
[ C 1 is then applied to obtain the recalculated energy and
angular distributions. We have generated &@ents and the
maximum energyE), was limited to 100 eV.

a. Energy distribution

Figure 2 shows the good agreement obtained between the
energy distribution recalculated with our method and the ini-
tial theoretical one usingi=2 and U,=3.78 eV (the heat
sublimation for goldl in Eq. (2.6) for two different intervals

%, 020406080
0 (degrees)

dN/dQ

of 6. The relative difference between the two curves is rep- oL , , L g,
resented in the inset in both cases. Except for small energies 0 20 40 60 80
(<1 eV), this difference does not exceed 5%. Therefore, 6 (degrees)

even for sma.lll o.r large values (ﬂfcorrgspondlng to. a Sm.a”. FIG. 3. (8) Comparison of angular distributions calculatedlid
number. of hit pixels, the use of'a uniform Sqmpllng within line) from Eq.(2.8), usingp=2, and simulatedO) for an emission
each pixel area does not modify the experimental energ¥nergy range 0 e E<3 eV according to the procedure described
distributions. One can also notice that the maximum energy, sec. 11 C 2 with the same experimental conditions as in Fig. 2. In

is 90 eV for 10°<#<20° [Fig. 2@)] and only 20 eV for the inset is represented the relative differetf between the two
50° < < 60° [Fig. 2b)]. This is due to the geometrical ac- curves.(b) Same aga) for 12 eV<E<15 eV.
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@ = 10 fegm,
— 008t ¥
'% o T -10F Ty
Q 'g ‘A‘\:,’ L L L "N |
y goost N\ SRRy
Z 107} . ] ,
oH =
0 10 20 30 40 008 &
E (eV) g T e
pd L v 020406080
T T T T =] 0.04 s 0 (degrees)
1 e )
g 0087 § ' hmeco -
= L 020406080
(b) S 004 4, B (degrees)
002020 60 80 >

6 (degrees) 0 20 40 60 80
0 (degrees)
FIG. 4. (a) Comparison of energy distributions calculatedlid

line) from Eq. (2.6), usingn=2 andU,=3.78 eV, and simulated FIG. 5. (8) Comparison of angular distributions calculatedlid
(O) for a polar angle range 302 #<<40° with 8xX 8 pixels of area line) from Eg.(2.8), usingp=3, and simulatedO) for an emission
5.08 mmx 5.08 mm. The simulation procedure and the experimen-energy range 0 e E<3 eV with the same conditions as in Fig. 2.
tal parameters are the same as in Figh2.Comparison of angular In the inset is represented the relative differe#® between the
distributions calculatedsolid line) from Eq.(2.8), usingp=2, and  two curves. (b) Same as(a) with 160X 160 pixels of area
simulated (O) for an emission energy range 12 €\E<15 eV. 0.254 mmx 0.254 mm.(c) Same aga) with the field-free region
Same conditions as above. length extended t& =80 cm.

number of hit pixels is small. This is illustrated in FigiaB  because of the large pixel size. Then, it becomes difficult to
where the simulated angular distribution has smallefd()  fit the distributions using the theoretical expressions given by
values than the initial one at smallangles since only few Egs.(2.6) and(2.8), and thus to validate the proposed emis-
pixels near the detector center are hit. The relative differenceion mechanisms. For very forward peaked distributions, the
does not exceed 5% fat varying from 10° to 60%(see the pixel size is also critical. An angular distribution wig+ 3 is
insed. In contrast, theoretical and simulatd®l/d() values shown in Fig. %a), with a regular 16< 16 pixels detector, for
are very similar for emission energies above 3[s¥e Fig. 0 eV<E<3 eV. Reducing the pixel area by a factor 100
3(b)]. Nevertheless, one can see in the insets of Fig. 3 thaesults in a very good agreemdsee Fig. B)]. But a simi-

for 0° < #<40° values of the theoreticdN/d() are system- lar improvement can be obtained with a*1@6 pixels de-
atically higher than values of the recalculated distributiontector by increasing the lengthof the field-free regiorisee

and it is the opposite fod>40°. Then, the exponemt ob-  Fig. 5(c)]. In this case the secondary ions are of course
tained from the fit of the recalculated distribution is found tospread over many more pixels because of the smaller detec-
always be smaller—within a few percent—than the initial tion solid angle.

ones. For example, in Fig(& the exponent of the emission From the comparison between known theoretical and re-
distribution isp=2 whereas the fit of the recalculated distri- calculated distributions it is demonstrated that the proposed
bution givesp=1.9. Thus, one expects similar differencesdata analysis procedure gives a very satisfying agreement.
between the experimental angular distribution and the emisthis procedure can be thus applied to experimental data re-
sion one that we want to determine. These differences haveorded by our 1& 16 pixels detector provided that a suffi-
been taken into account in the analysis by correcting theiently large number of pixels are hit and that the number of
emission parameters with an iterative procedure in such eounts per pixel is high enough. When these conditions are
way that the recalculate@ising the method of Sec. 11 Q2 fulfilled a careful fit of experimental energy and angular dis-
and experimentalusing the method of Sec. Il Q Histribu-  tributions allows us to determine the physical parameters in-
tions coincide. volved in the emission mechanisms, and information can be

c. Pixel size effect also obtained on their relative contributions.

As an illustration of pixel size effect, Figs(& and 4b)
display simulated energy and angular distributions for 30°
< 6<40° and 12 el E< 15 eV, respectively, with a detec-
tor having pixel area four times as large as the 16 Three experiments have been performed using Au, Au
X 16 pixels detector used in our experiments for the sameand Ay, as projectiles at the same energy per atom, 200 keV,
total surface. The two curves are very different from thebombarding a gold target. The rate of emission of the various
theoretical ones and “steps” in the distributions are observediuster ions depends on the size of projectiles. Only i

Ill. RESULTS
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TABLE |I. List of analyzed secondary ions for each increase of secondary ion size
projectile. Au” Au, Au, Au;”
— : (@)
Projectile Analyzed secondary ions 502t & -
_ 3 363y [5eV<E<10eV Au &
Au Au 2 F 4 )
_ _ S 01 + 3 8
Aug Au” Auj Aug ; ’i @
- z - - : =
Aug Au Au; Aug Aug 0 ) © @ 3
o 02 £ - 3 ©
. . - S T aerst s 275 | Aug
emission has been observed with enough statistics when usg g9 . % | I o
ing Au projectiles. Although the statistics in the Aexperi- H & H \ ﬁ'
ment were the best it has only been possible to study the Y PO OO SR O AUV S IOP SO
Au~, Au,, and Ay emission; whereas, with Auprojectiles (e) () (¢) (h)
one obtained in addition the Awngular and energy distri- g 0.2 13,651 3.64 I 3.40$ 3.72 ﬁ
butions(see Table)l > 01 | I ) I A Au,
Since kinematical quantities are measured event by event® j "} ; 1
with the multianode detector, several types of correlations 0 Y L5 x j& N

can be analyzed by processing the data off line. -15 0 1515 0 1515 0 1515 0 15
Er (eV) Er (eV) Er (eV) Er (eV)
A. Radial energy distribution

) ) FIG. 7. Same as Fig. 6 for the emission energy range 5 eV
Experimentally the beam strikes the target at an angle ok <10 ev.

45° with respect to the normal to the target in an horizontal
plane perpendicular to its surface. A simple way to examin

whether there is a favored emission direction for secondar)g‘re shown in Figs. 6-8 for three different total energy inter-
ions is to compare their radial energy distributiaiid/dE, vals. 0 eV<E<5.eV 5eV=E<10eV and 10 e E

measured for ions detected in the left and right parts of the ;¢ eV, respectively.

detecto_r su_rface. Radial Qner_gies are defined positive in the First, one can notice that the lower the emission energy
(OX? direction a_md_ negative in the_othe_r oERe '_:'g' L the narrower the distributions, meaning thHat increases
Radial energy distributions of AuAu;, Aug, and A (nor- with E. Furthermore, all these spectra are very symmetrical
with respect to 0. Therefore, no favored emission direction is
increase of secondary ion size observed whatever the secondary ion tyye to an emission
- energy of 15 eY and the projectile size. In addition, distri-

‘alized to unity obtained with Au, Ay, and Ay, projectiles

(a)Au Al All; Al butions resulting from impacts measured in the upper and the
_ lower part of the detector surfa¢with respect to théOX)
5 06 _1.ss§ ‘0 eV<E<5eV Au direction] were also found to be similar which means that
503 & 3 there is a rotational symmetry of the emission with respect to
gg_ § the normal to the target surface. Thus, it can be concluded
O b ©) d) e that the memory of the primary beam direction is lost and
mosl ;| . S that any emission mechanism model should reproduce this
3 1.63 H 175 172 Au, | 8. secondary ion symmetrical emission.
S 03r £ 7 r 2 Nevertheless, the shapes of energy spectra shown in Figs.
0 §§ f 2 6—8 depend on the type of projectiles and of secondary ions.
(e) ® ©) I (h) 3 For example, within a given energy range, radial energy dis-
i 0.6 - - - tributions of AU ions emitted by Au, Ay or Aug projectiles
3 Lol .56 5 B ;ﬁ S Aug are quite similafsee Figs. 6, 7, @), 8(b), and &e)] while
= 0 i\ IS S L the width of Au, and Ay, distributions decreases systemati-
? § i3 £ cally with the projectile sizgsee(c) and(f), (d) and(g) in

0
-5 0 1515 0 1515 0 1515 0 15 Figs. 6-8, respectively
Er (eV) Er (eV) Er (eV) Er (eV)

B. Angular distributions

FIG. 6. Radial energy distributiordN/dE; as a function ofg, . . . .
for the total emission energy range 0 € E<5 eV.E, is set posi- _ Figure 9 displays the three-dimensior@D) representa-
tive for secondary ions detected in the right part of the detector irfion of the experimental distribution as a function®andE
the (OX) direction and negative for the left pagee in Sec. 1. for Au™ secondary ions emitted with 200 keV/atom Aaro-
Al radial energy distributions are normalized to unity and the stanectiles. The values of andE are simply obtained for each
dard deviation is given for each spectrum. Each fidfiem (a) to ~ event by the relations given in Secs. Il A and Il B using the
()] presents thelN/dE, of a given secondary iofcolumns Aua,  timet and precise impact coordinat¥s Y; derived from the
Auj, Aug, and Aw) for a given projectilgrows Au, Ay, and Aw). method described in Sec. Il C 1. No assumption is thus made
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dN/dEr dN/dEr

dN/dEr

increase of secondary ionsize

Au,

2

Au,

W‘% 10eV<E<15eV
%

-(c) - (d)
6.0 6.0 +
* | m SALL g
T
Y ﬁﬁa
- (f) - (9) |
58} 55 |
] + H gt - P ;ﬁ
m i LA
. HWV@M . J:”{#H L H‘JT%%W ‘,Hﬂﬁ%ﬁﬁu il ﬁ%}mm
1515 0 1515 0 15
Er (eV) Er (eV) Er (eV)

tion of the Ay, secondary ion is not presentgd.

resentation. Because of the geometrical acceptance of t

FIG. 8. Same as Fig. 6 for the emission energy range 10 e
<E<15 eV. (Because of low statistics the radial energy distribu-
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FIG. 9. 3D energy distribution of Auions as a function of the
A emission angle® obtained with Ay projectiles. The grey gradation
Uy represents the number of counts per channel as shown in the real 3D
picture in the inset. The geometrical acceptance of the detector is
represented by black circlésee Sec. Ill B.

usually used to reproduce the experimental sputtering angu-
lar distribution over the whole range of kinetic energig$*
The analysis has been made using energy intervals of 3 eV

¥rom 0 to 15 eV. As an illustration, experimental and fitted
curves for Ay secondary ions and Awprojectiles are dis-

played for 0 e\KE<3 eV, 6 eV<E<9 eV, and 12 eV
) o . ) <E<15eV in Figs. 10a)-10c), respectively. Figure 11
on the type of secondary ion emission to build this 3D repyepresents for all projectiles and detected secondary ions the

RRilue of the best fitting parametpifor each emission energy

detector, which depends on the applied voltages, the distanggierval of 3 eV. It is observed that the expongrincreases
between the detector and the target, and the detector diargs 3 function of the emission energy with a variation that
eter, we cannot detect the secondary ions emitted from thgepends on secondary ions and projectiles. The lowest en-
target at !arge angles and energies. This_ is iIIustrated in Fi%rgy component0—3 eV} of the angular distributions fol-

9 where it can be seen that secondary ions emitted at larggyys systematically a less directional emission with<4d
polar angles(9>70°) are detected if their radial energy is 1 3 (except for A which hasp~1.5) than the high en-
smaller than 22 e\(in that case the total emission energy is ergy component wherp=1.8. Indeed, it must be remem-
close to the radial energyBy fixing the maximum detected pered that the larger the exponentalue the narrower the
radial energyE!™*=22 eV one can calculate the correspond-angular distribution, i.e., more peaked in the normal direc-

ing maximum emission anglé"® with the relation given by

tion to the surface. Above 10 eV, the expongntemains

Eq. (2.2), tand™=\E™/E,, for different values of the constant and this saturation valpg,increases with the pro-
axial energyk, varying from 0 to 100 eV. One can then as-

sociate to#™® the maximum emission energig"®*=

max
Er

+E,. The pairs (6™ E™®) which are represented in the
plane(6,E) by black circles in Fig. 9 coincide with the ex-
perimental acceptance limit. The value Bf*** is around

20 eV and 16 eV for Au and Apexperiments, respectively.

From a 3D spectrund, E,d?N/dEds) as shown in Fig. 9,

one can extract theN/de distribution for different energy
intervals. As the secondary emission is symmetrical with re-
spect to the normal to the target, the angular distribution
dN/dQ can be obtained from experimental valuld/dé by

square method and fitted by the power ldi/d() «cog 6,

dN__ 1 N
dQ  2wsingde’

(3.9

0.061 @ 0eV<E<3eV
0.03} —Hpnt; — p=1.09
5 009l ® — % él< E <198<;v
Z 0.03} p=
ooaf@ T i2eV<E<i5eV
0.03} M“
ot .

0 20 40 60 80
O (degrees)

FIG. 10. Experimental angular distributiodsl/d() of Au; sec-
ondary ions with Ay projectiles for three different emission energy

intervals. The exponerp value derived from the fi{solid line)
Experimental distributions have been analyzed by the leastsing the distributiomN/dQ) o cod ¢ is given for each curvésee in
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increase of secondary ion size butions of secondary ions from Ado Aug provided we set
AU Au,” Aug” Au,” the value of the surface binding energy to (2.7+0.1 eV.
o5 | (a) This analysis clearly shows that the smaller the polar angle
ok Au |3 the larger the spike temperature, the value foundkibris
a 15 - 8 around 40 eV for 20 0#<30° and decreases down to
- 8 25 eV for 40°< §<50°.
1 " . 1= However, this “spikelike” model is questionable as re-
) 0 » g garding dqta obtained with Auprojeqtiles. Indeed, the.ex-
2.5 ] pression given by Eq3.2) does not fit the At energy dis-
o 2 :__..:Tj-*_:__...th:.:_:___:.::-_-o-__ Au, % tributions and for U, values smaller or close to the
15 ¢ Fr Er 128 sublimation energy for gold it gives rise to a steeper slope at
1k Fr 3 3 low emission energy which cannot reproduce the cluster en-
— : B T rem— ergy spectra. Similar results are obtained for Aecondary
25 ¢ (e) AU _(91+++ L (h)+ . ions with Au projectiles. As this model fails to describe the
o 2 ;___+_+j.___;___+_+____; ________ S A ion emission induced by Au and Auprojectiles, we have
150t * E - L 2 Ug considered a different approach which separates clearly a
1Bt LT 3 £ linear collision cascade process from a conventional thermal
EITIN SR S RIN ST spike phase.
0 1020 0 1020 0 1020 0 10 2 Recently, MD simulations were performed to study en-
E(eV) E(V) E(eV) E(eV) ergy and angular distributions of sputtered atoms from gold

target bombarded by Awrojectiles at 100 keV/atorhThey
show that energy distributions can be described by the linear
cascade model in the early stage of the cascadet for

< 0.5 ps, and by the thermal spike model for 0.5 ps. Ex-
perimentally, it is not possible to separate temporally these
fwo mechanisms and we have attempted to reproduce the
secondary ion energy distributions by summing the contribu-

FIG. 11. Evolution of the exponenp (defined by dN/dQ
«cod ) as a function of the emission energee Sec. Il B. Each
figure [from (@) to (h)] represents the values pffor a given sec-
ondary ion(columns Ad, Au,, Aus, and Ai) and a given projec-
tile (rows Au, Ay, and Aw). The horizontal dashed lines, corre-
sponding tgp=1.8, are guidelines for an easier comparison betwee

the curves. s . . .
tion of these two mechanisms according to the following

jectile size, it is close to 1.8 for Ausecondary ions with Au expression:

projectiles[see Fig. 1la)], around 2 with Ay projectiles

[see Figs. 1b)—11(d)] and with Aw projectiles,psy values dN _ E . b E ~ ( E+ Ué) (3.3

are clearly higher than 2 for cluster secondary imee Figs. dE a(E+ Up)" (k)32 ex kT R

11(F)-11(h)].

The ionization probability dependence on the type of emitted
C. Energy distributions: analysis through the linear collision particles and on the size of the incident cluster is poorly
cascades and thermal spike mechanisms known and we have thus assumed that the behavior of ion-
ized speciegin terms of energy and angular distributipns
was similar to neutral entities. To fit experimental distribu-
ons, six parameters must be adjusted. The physical param-
ters aren, the surface binding energiés, andUy, and the
‘effective temperatur&T, that can only vary within certain
imits. The two other parametera,andb, are related to the
elative contribution of each mechanism as described later.
he exponent is predicted by the linear collision cascade
heory to vary between 2 and!3.The binding energyJ,
should remain close to the heat sublimation for gold
(3.78 e\) for atomic emission. The effective binding energy
Uy in the Sigmund-Claussen moflels expected to be
equivalent or smaller thad,, because of the increased dam-
Qge to the target surface that could occur during the devel-
opment of the thermal spike regime. Values of the effective
temperatur&kT should remain below around 10 eV although
dN E E+U, it could be higher at the early stage of the spike. In a pre-
dE a(E+—Ub)2 exp - ( KT ) . (3.2 liminary analysis, fits of energy s_pectra with free pa}rameters
have shown that the value &f] did not have much impor-
In the framework of this model, the evolution of secondarytance. Therefore, the results presented in the following have
ion energy spectra witlf is related to a change of the tem- been obtained by fixingJ; to 0 in order to reduce the num-
perature and it has been possible to fit all the energy distriber of parameters.

From the(0, E) correlations established in Sec. Il B, the
analysis of energy distributions must be made as a functio
of 6 values. As shown above, Fig. 9 defines the experiment
correlated limits of detection in angle and energy. For ex
ample, high energy secondary iofugp to 80 eVf can only be
detected at angles between 10 and 30 degrees. Above 6
only secondary ions with energy smaller than 30 eV can b
detected. Single energy distributions were derived from th?
experimental data for intervals of 10° (between 10° and
60°). It is thus possible to compare tliN/dE shapes as a
function of  (10°< §<20°,20°<§<30°,...).

In a previous analysi8 only data obtained with Agipro-
jectiles were available. We had tested the energy distributio
proposed by Sigmurid® by including a “spike volume” tem-
peratureT,
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o lon Au’, proj. Au  lon Au, proj. Au, TABLE 1. With Au projectiles, values of the effective tempera-

o * (a) 20‘.‘ 0<30" kb) turekT and the relative proportions of linear collision cascades and
— 20°<6<30 << thermal spike mechanisms, labelled by LC and TS, respectively,
3 oy giving the best fits of Ausecondary ions energy distributions using
I 107 ¢ E3 3 the (LC+T9) expression of Eq(3.3). The fixed parameters are
12\: \ =2.05+0.05 andJ,=(3.8+0.3 eV.
=] i
107 0 20 2060 80 0 20 20 60 80 Secondary ions @intervals kT (eV) LC (%) TS (%)
E(eV) E (eV) Au” 10°-40° 2.6x£0.2 82+3 18+2
107 R R 40°-50°  2.6%0.2  76%2 24+1
I 40°<0<50° (C) 40°<0<50° (d) 50°-60°  2.6+0.2 703 3042
S
)
“ﬁ > \ usingn=2.05 as for Au projectiles since the energy per atom
210+ i _ 3 is the samé? The value ofU,, giving the best agreement is
‘ A also close to 3.8 eV but the temperature is higher than the

10 20 30 40
E (eV)

0 10 20 30 40 0 one obtained with Au projectiles. For the Aion kT is equall
E(eV) to 5eV for 10°<#<30° where energy spectra can be
analysed up to 90 eYsee Figs. 1&)] and remains constant
with respect to the polar angleee Figs. 1@))]. The contri-
butions of the two mechanisms are around 80% for LC and

20% for TS (see Table Il as with Au projectiles. These

Il. (c) and(d) Experimental energy distributions of Asecondary ~ results indicate that within this approach the dominant pro-
ions obtained for 20% #<30° (¢) and 40°< #<50° (A) with ~ C€SS in the emission of the monomer with Au and, Awo-
Au, projectiles. The solid lines are the fits using the energy distri-j€ctiles is linear collision cascades, and the increase of the
bution (LC+TS) given by Eq.(3.3) with parameters of Table 1ll.  projectile size causes an increase of the effective tempera-
The LC and TS energy contributions are represented by dashed aitidre.
dotted lines, respectively. The shape of the Auand Ay, energy distributions is very
different from the monomer. Good fits are obtained with
=2.05 andU,~ 3.8 eV, giving a value okT close to 5 eV
With the monoatomic projectile Au, the high energy tail byt the values of the parameterandb change drastically. It
of the Au energy distribution suggests that its emission isjs shown that the energy distributions of Aand Al are
mainly due to linear collision cascad.es.' Experlmentally,accoumed for mainly by the thermal spike procés=e Fig.
whatever the polar angle, the energy distributions are quitg3) The Jargest contribution of the LC mechanism occurs for
tsrllmlllar. F'tts hatve been performed OQ (terr]wergy spegtra h?jv'fn§0°< 6<30° where it represents around 35% of the,Au
€ largest extension n energy and they aré oblaned 104 ysqion, For higher values @it is only 25% (see Table
10°<§<20° and 20% §<30° [see Fig. 18a)]. The value I11). For Aus, the contribution of LC is constant withand is
of the binding energy, increases very rapidly with while bout 15%( Table 1)
the temperature remains rather constant. To maintiin abou see Taple 1ll
close to 3.8 eV requires to vary between 2 and 2.1 at this
incident projectile velocity. Witm=2.05 andU,=3.78 eV,
good fits are obtained withT=(2.6+0.2eV whatever the  For this experiment, the small acceptance of the detector
polar angle[see Figs. 1) and 12b)]. By fixing the values  (the maximum detected radial energy is 16) @vid the weak
of n, Uy, andkT, the slight variation of the energy distribu- giatistics limit the analysis to the range 209<50°. As for
tions with the polar angle can be explained by a change i\, gnd Au, projectiles we keem=2.05 to fit energy distri-
the proportion of the two mechanisms which is related to thebutions of the secondary ions AUAU,, Au;, and A ob-

parametersa and b in Eq. (3.3). As experimental energy .inqq with Ay projectiles. Relatively good fits are obtained
spectra have been normalized to unity, one can deduce the

contribution of each mechanism by integrating separately
their corresponding energy distribution. At such a low effec-
tive temperature, the linear collision cascade€) govern

the emission of Ausecondary ions except for energy below

FIG. 12. (a) and (b) Experimental energy distributions of Au
secondary ions obtained for 2829<30° (O) and 40°< #<50°
(OJ) with Au projectiles. The solid lines are the fits using the energy
distribution (LC+TS) given by Eq.(3.3) with parameters of Table

1. Au projectile

3. Aug projectile

TABLE lll. Same as Table Il with Ay projectiles and for AT,
Au,, and Al secondary ions energy distributions.

few eV where the emission from a thermal spikeS) be- Secondary ions ¢intervals KT (eV) LC (%) TS (%)
comes more important. F@rsmaller than 40°, the contribu- _

tion is around 8p2% for LC with a slight decrease of LC at Au 10°%-20° 5.0£0.2 83+2 17+l

larger anglegsee Table ). 20°-60°  5.0£02  75#3  25%2

o Auj 20°-30°  5.040.2  35%5 65+5

2. AUy projectile 30°-60°  5.0+0.2 25:5 7545

Concerning the data obtained with Aprojectiles, the Au; 20°-60° 55+02 1845 82+3

energy distributions of Ay Au,, and Ay have been fitted
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lon Au’, proj. Aug

lon Au,’, proj. Au, lon Au,’, proj. Au,

) Sk Al 10"
_107F - B 20<0<30° (a) T By, 20'<6<30° ()
I s ) A
3 2107 175 ]

E /

g " g \
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FIG. 13. (a) and (b) Experimental energy distributions of Au FIG. 14. (a) and (b) Experimental energy distributions of Au
secondary ions obtained for 26°9<30° (O) and 40°< #<50° secondary ions obtained for 26°6<30° (O) and 40°< #<50°
(O) with Au, projectiles. The solid lines are the fits using the en- () with Aug projectiles. The solid lines are the fits using the en-
ergy distribution(LC+TS) given by Eq.(3.3) with parameters of ergy distribution(LC+TS) given by Eq.(3.3) with parameters of
Table Ill. (c) and (d) Same as above for Ausecondary ions. The Table IV. The LC and TS energy contributions are represented by
LC and TS energy contributions are represented by dashed arthshed and dotted lines, respectivél). and (d) In this case, the
dotted lines, respectively. solid lines are the fits using the energy distribut{®s,+TS) given

by Eq. (4.1 with parameters of Table VI. The T;&nd TS energy

with U,~ 3.8 eV for Au [see Figs. 1) and 14b)] and contributions are represented by dotted-dashed and dotted lines,
clusters(see Fig. 15 However, the values okT and the —'eSPectively.
relative contributions of both mechanisms for cluster emis-

sion do not follow the trend expected from the data analysis . L o
of Au and Ay, experiments as, for example, an increase of To properly take into account the ionization probability in

the effective temperature with the size of the projectiles. Th&Ur description of the energy distributions of singly charged
kT value is found smaller than for Awprojectiles(see Table negative ions, simultaneous measurements of neutrals and/or

IV). For the AU ion there is a significant increase of the TS POSitive secondary ions would be needed. We have 'I[hus as-
process in comparison with Au and Aprojectiles but it is  SUmMed that the energy distribution given by E83) is also

surprising to observe that this process becomes much le¥&lid for ionized emitted species.
important for the emission of Ay Auz, and Ay, using Au
projectiles(see Table 1V.

Another analysis has been performed with a lower bind- 10™
ing energy, U,=1.5 eV, considering that Auprojectiles
should induce more damage at the material surface. Good fits

lon Au, lon Au,”

are also obtained and the values of the corresponding fitting — 107 ¢ 3
parameters are summarized in Table V. In spite of a signifi- %
cant diminution ofU,, the effective temperature does not w107 .
continue to increase with the size of the projectile and within TZ\’ iy
this approach linear collision cascades are still the main pro- T
cess in the cluster emissigaee Table V. 10 ¢ ‘

IV. DISCUSSION 10 L Y b T

0 102030 0 102030 0 102030

The “spikelike” formula[see Eq.(3.2)] can only repro-
duce the energy distributions obtained withgAprojectiles, E{eV) E(eV) E{eV)
while a two step model consisting in a prompt emission of kG, 15, with Au projectiles, experimental energy distributions
particles by the LC process followed by a “thermalized” of Au;, Auz, and Ag secondary iongcolumns obtained for 20°
emission seems to be much more appropriate for all types of 9<30° [row (a), (c), (¢)] and 40°< §<50° [row (b), (d), (f)].
incident Ay, projectiles provided that in the case of Au The solid lines are the fits using the energy distributibe +TS)
projectiles the temporal evolution of the spike temperature igjiven by Eq.(3.3 with parameters of Table IV. The LC and TS
taken into account by an additional two step evaporatiorenergy contributions are represented by dashed and dotted lines,
phase as shown latésee Sec. IV R respectively.
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TABLE IV. Same as Table Il with Ay projectiles and for A, B. Aug projectiles

Auz, and A secondary ions energy distributions. In the case of Ay projectiles the analytical description in

terms of linear collision cascades and thermal spike pro-
cesses shows that the TS contribution is much reduced in the
Au- 20°-40° 4.3+0.4 55+3 45+3 cluster emission in comparison with Auesults. This sug-
40°-50° 27+0.4 70+3 30+2  gests that fast processes remove a relatively large amount of
AU 20°—40° 44406 5043 48+3  €nergyin t.he garly phase of the mtera_ct_lons when large size
40°-50° 44506 4943 5143 cluster projectiles are used. Dense collision cascades develop
very quickly after simultaneous impacts of a large number of

Secondary ions f@intervals kT (eV) LC (%) TS (%)

Aug 20°-40°  3.3#0.2  65%3  35%2  zigms. According to the temperature and the pressure exist-
40°-50°  3.3x0.2 5743 43£3  ing in the core of the collision cascade, which depend on the
Aug 20°-40° 3.5+05  67+3 33+3  deposited energy density, different scenarios of matter ejec-

40°-50° 3.5+0.5 59+3 41+3 tion take place, as flow of hot liquid at the surface, gasifica-
tion or microexplosioff—2%leading to a motion of the atoms
and clusters as a “jetlike.” For Auprojectiles, linear colli-
sion cascades as described by the Thompson foPnauta
Concerning the five fitting parameters in §8.3) (a, U,,  unlikely to be the process responsible for high energy par-
n for the LC processh andkT for the TS ongthe valuen ticles ejection. The large contribution of linear collision cas-
=2.05%0.5, that we have kept constant for all.Auwojectiles  cades is also ruled out by the very strong nonlinear effects
as the incident energy per atom remains the same, has beghserved experimentally in total sputterinand secondary
initially fixed from the Au” energy distributions with Au pro- jon emissioR! induced by cluster projectiles at the same en-
jectiles to obtain a value of the binding energy close to  ergy of 200 keV/atom. Furthermore, it was shown in the
the heat sublimation for gold3.78 e\). With Au, projec-  experimental angular distributions that the high energy com-
tiles, the values ol giving the best fit for the Auenergy  ponent of energy distributions is more forward peaked than
distributions is close to 3.8 eV and no dependenc&ipbn  with Au and Ay, projectiles[see Figs. 1()-11(h)]. This also
the size of the emitted clusters has been clearly observeéhdicates that the mechanism involved in the high energy
Although the validity of keepindJ,, constant can be ques- particle emission with Agiprojectiles leads to a more direc-
tionnable, the analysis of the Awand Ay energy distribu-  tional emission than with linear collision cascades. A single
tions has shown that the LC process contributes weakly tehermal spike phase with a temperature independent of time
their emission and thus the valuesldf do not significantly  is not satisfying either since the temperature decreases as the
change neither the effective temperature nor the contribuenergy density decreases. Then, following the approach of a
tions of the LC and TS mechanisms. two step emission mechanism we have first assumed that the
The experimental value of the average effective temperahigh energy particles could be emitted during a hot spike
turekT is close to the one given in Ref. 4 for 100 keV/atom regime corresponding to the very first piscoseconds of the
Auj, projectiles. It is observed that experimental angular disexplosionlike process. The more thermalized second phase
tributions are less forward directed at low emission energywould then occur later. Therefore, we have tried to fit the
due to the TS process than at higher energy, which is also ientire energy spectra by a sum of two Sigmund-Claussen
agreement with these calculations. The increase of the T8istributions, the first on€TS;,) with an high average effec-
contribution measured at large polar angles is consistent wittive temperaturéT,, responsible for the high energy emis-
this description. The fact that the emission of the"Agc-  sion and the secondTS) with kT, to reproduce the low
ondary ion is mainly governed by linear collision cascadeenergy part of energy spectra as with Au andg, Awojectiles,

A. Au and Au, projectiles

mechanism while clusters are preferentially emitted during

the TS phase corroborates the results obtained with MDAN_, E exp[—(iﬂ 4o E exp[—(i)}

simulations on similar systems at lower bombarding dE  (kT)%? KT, (kT;)%? KTy/ |’

energy>’ (4.1)
TABLE V. Same as Table IV wittJ,=1.5 eV. As shown in Fig. 16, this expression reproduces quite well

_ _ the energy distributions of clusters. The high and low effec-
Secondary ions  fintervals kT (eV) LC (%) TS(%) tive temperatures arkT,~8 eV andkT,~2.5 eV, respec-
tively. It is worth pointing out that the value &fT, is similar

A jgo:ggo :'gfg'g ggfj igf; to the one found for Au projectiles in tHeC+TS) descrip-
_ o - - tion. The contributions of these two distributions, ,T&hd
A, 20°-40°  57#03 4543 553 T3, are found to be rather equivalent for all clusters and the
40°-50° 5302  57+4 43+3  glight increase of energy spectra slope witban be related
Aug 20°-40° 5.2+0.4 68+3 32+2  to the diminution of the TScomponen{see Table V). Con-
40°-50° 3.9+0.3 68+3 32+2 cerning Au secondary ions, reasonably good fits are also
Aug 20°—40° 6.5+0.2 56+3 44+3 Obtained[see Figs. 1&) and 14d)] except at high energy

40°-50° 5.1+0.3 68+3 32+2 (>55eV) for small polar angles where the fitting curve de-
viates from the experimental orieee Fig. 14c)]. The high
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107 lon Au,” 107 : lon Au pr?j. Augl
—~ 7 20°<6<30°
FA10'27 310‘2-7‘ 1
3 S
”-E 10° r4 1071 |
Z 0 20 40 60

A Lo Y FIG. 17. With A projectiles, experimental energy distribution
0 102030 0 102030 0 102030 of Au™ secondary ions obtained for 2826<30° (O). The solid
E (eV) E (eV) E (eV) line is the fit using the energy distributidbhC+TS,+TS) given by
Eq. (4.2) with the parameters=2.05,U,=3.78 eV kT,=8 eV, and
FIG. 16. Same as in Fig. 15. The solid lines are the fits using th&T;=2.5 eV. The LC, T§ and T$ energy contributions are repre-
energy distributionN TS,+TS) given by Eq.(4.1) with parameters sented by dashed, dotted-dashed and dotted lines, respectively.
of Table VI. The TG and TS energy contributions are represented
by dotted-dashed and dotted lines, respectively.

for TS. Unfortunately, it is not possible to apply the same
fitting analysis for higher polar angles because thé Ao-
effective temperatur&T, is around 13 eV which is higher ergy distributions are limited to around 30 eV. In the case of
than for the cluster emission wherddk is found to be simi-  cluster energy spectra which also extend only to about 30 eV
lar. This could suggest that the single,T&®mponent would  (see Fig. 1§the fits using Eq(4.2) are therefore not possible
not be appropriate to reproduce the high energy tail of thesither. Nevertheless, with Auprojectiles the LC process is
Au~ energy distribution. It must be remembered that withstill present and contributes significantly to the monomer
Auy, projectiles, the proportion of the LC process at low polaremission, but this mechanism becomes negligible for clus-
angles represents more than 80% of the monomer emissiagrs.

in contrast with clusters for which this process is much

weaker(only ~25%). Thus, for Ay projectiles, one has at-

tempted to fit the At energy distribution for 20% §<30° C. MD simulations with 200 keV/atom Au, and Aug
by adding a third LC component to the expression given by projectiles
Eq. (4.1 with U,=3.78 eV andh=2.05, such as The MD simulations reported in Ref. 4 investigated the
dN E E p[ ( E )] E temporal development of collision cascades following the
——=a +b exp -\ =/ |TC 3 bombardment of A(l1l) targets with 100 keV/atom Au
n 3/2 3/2
dE(E+Uy) (kT) KT, (KTn) ions. As noted previously the results suggested that the very
E 4.7 early stage of the collision cascade was linear. However, the
xXexp| - KT, (420 transition to a thermal spike occurred quickly. We have car-

ried out additional simulations with 200 keV/atom Aand
A good agreement is obtained fdtT,~8 eV and kT; Ay, ions to see if the model used in Ref. 4 remains valid.
~2.5 eV (see Fig. 1J. The proportions of the three pro- | these new simulations ALiL1) targets again were used.
cesses ared0+£5% for LC, (36+£2)% for TS, and(24+2)%  The lateral target dimensions were kept the same as in Ref.
4, but target thickness was increased from 27 layers to 48
TABLE VI. With Aug projectiles, values of the high and low layers(65 952 atoms A total of 18 impacts were simulated
effective temperatureT, and kT, respectively, and the relative for both the 4-atom and 9-atom clusters. However, even with
proportions of the corresponding energy distribution labelled bythese thicker targets containment of the collision cascades
TS, and TS, giving the best fits of AU Au,, Auz, and Al sec-  was only fair owing to the much larger energy deposition
ondary ions energy distributions using &S, +TS) expression of (800 and 1800 keV for the 4-atom and 9-atom cluster, re-
Eq. (4.D. spectively, vs 200 keV in the earlier simulations
_ _ In spite of the problem with collision cascade contain-
Secondary ionsd intervals kT, (eV) KT; (eV) TS, (%) TS (%)  ment, the trends observed in these simulations are similar to
AU- 20°-30° 12.5+1 3.0405 58+2 42+p (hose obtajned in Ref. 4. The very e;arly part of the collision
o o cascades is well described by the linear cascade model, but
30°-50 12.5+1 3.0x0.5 502 502 . .
after about 0.5 ps a thermal spike develops. In the simula-

Al 20°-40°  7.5¢1 25205 78+6 2245 {igng with 200 keV/atom Ay and Au clusters, the linear
40°-50°  7.5+1 25#0.5 71x4  29%#4  (ascade accounts for smaller fractions of the total yield. Be-

Aug 20°-40° 85+1 25+05 63+4 37x4 cause both the present simulations and the earlier simulations
40°-50° 8.5+1 25+0.5 56+5 44%5 are cut off at 3 ps, only upper limits on the linear cascade

Aug 20°-40° 85+1 25+05 70+5 30+3 contribution could be obtained. For the 4-atom cluster im-

40°-50° 8.5+1 25+05 60+4 40+4 Pactsthe ratio of linear cascade to total yieldi2.3%, and
for the 9-atom cluster impacts the ratio<sl.5% compared
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3 . 26D KoV, atom Au—g angular rangesthe simulation results are consistent with the
188 keV/atom Au—2 ——te experimental data. In particular, the energy spectra of ionized
2.5k i clusters—which generally are emitted later than single
~ ions'’—can be fit well with the Sigmund-Claussen model
T ol i (with a decreasing effective spike temperajurehile the fit
~ to the energy spectrum of single iofwhich includes more
¢ atoms ejected early in the collision caschadequires a sig-
s 1.5F a nificant linear cascade component.
m
&
& 1r n V. CONCLUSION
a
- This work has shown that with high energy gold atoms
0.5 and large clusters striking a gold target with an incident di-
rection of 45° the secondary ion emission is symmetrical

8 ' ' ' ' with respect to the normal to the surface. The most energetic
@.5 ! 1.5 e e.> particles are the most forward peaked and they correspond to
Time (ps) fast emission processes.
FIG. 18. Lower curve+), effective collision cascade tempera- A combination of linear collision cascades and spike mod-

ture versus time obtained in Ref. 4 for collision cascades followingE!S has been applied to reproduce the experimental energy
bombardment with 100 keV/atom Aions on A111) targets. Up-  distributions of atomic and cluster secondary ions emitted by

per curve( ), similar results for collision cascades following bom- AU and Au, projectiles. A large contribution of the thermal
bardment with 200 keV/atom Ations. spike process is observed for the emission of cluster ions

using Ay, projectiles.

to a ratio that is<3.4% for the 100 keV/atom dimer impacts  The analysis of the experimental data withgfarojectiles
reported in Ref. 4. requires a different approach such as a fast collective process

As in the earlier simulations, the energy spectra of atomgeading to the emission of the highest energy particles in the
ejected during the spike can be fit reasonably well with theirt step of the interaction. Using the spike formula with two
Sigmund-Claussen model with an effective spike temperaregimes of temperature allows us to reproduce the energy
ture that decreases fairly rapidly as the collision cascaddistributions of secondary ions with gyorojectiles.
ages. Figure 18 shows the effective cascade temperature vs To extend the present study to lower incident projectile
time curves for both the Ausimulations and the earlier Au  energy would permit an easier comparison between experi-
simulations. As expected higher temperatures are seen withental data and MD simulations. The use of a multipixel
the 200 keV/atom Aglimpacts; however, the difference be- detector for simultaneous secondary ion detection is in that
tween the two cases is not as large as might be expectadspect a very powerful tool.
owing to the containment problems experienced with the Au

impacts. This resulting artificial lowering of temperature ACKNOWLEDGMENTS
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