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We find strong evidence for a metal-insulatorsMI d transition in macroscopic single wall carbon nanotube
sSWNTd conductors. This is revealed by systematic measurements of resistivity and transverse magnetoresis-
tance sMRd in the ranges 1.9–300 K and 0–9 Tesla, as a function ofp-type redox doping. Strongly
H2SO4-doped samples exhibit small negative MR, and the resistivity is low and only weakly temperature-
dependent. Stepwise dedoping by annealing in vacuum induces a MI transition. Critical behavior is observed
near the transition, withrsTd obeying a power-law temperature dependence,rsTd~T−b. In the insulating
regime shigh annealing temperaturesd, the rsTd behavior ranges from Mott-like three-dimensionals3Dd
variable-range hoppingsVRHd, rsTd~expfsT0/Td−1/4g, to Coulomb-gap sCGVRHd behavior, rsTd
~expfs−T0/Td−1/2g. Concurrently, MRsBd becomes positive for largeB, exhibiting a minimum at magnetic
field Bmin. The temperature dependence ofBmin can be characterized byBminsTd=Bcs1−T/Tcd for a large
number of samples prepared by different methods. Below a sample-dependent crossover temperatureTc,
MRsBd is positive for allB. The observed changes in transport properties are explained by the effect of doping
on semiconducting SWNTs and tube-tube coupling.
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I. INTRODUCTION

Single-wall carbon nanotubessSWNTd sRef. 1d have at-
tracted considerable interest due to their one-dimensional
s1Dd character. Bulk SWNT can be viewed as a unique form
of granular or nanoporous material composed of 1D objects.
This system is inhomogeneous since it contains a random
distribution of metallic and semiconducting elements. Study-
ing its transport properties may give information about prop-
erties of ropes and tubes, and finding how transport proper-
ties depend on the structure of SWNT material can make
transport measurements a useful characterization tool. Trans-
port phenomena in bulk SWNT were studied by many
authors.2–7 Results were usually interpreted in terms of Mott-
like 3D and 2D variable-range hoppingsVRHd or 2D weak
localization sWLd. Our work suggests that macroscopic
samples of SWNT are essentially 3D despite the 1D charac-
ter of SWNTs and 2D character of the rope lattice. We
present a comprehensive study of resistivity versus tempera-
ture and magnetic field for SWNT bulk samples of widely
different morphologies as a function of the degree of H2SO4
doping. Strong doping produces metallic behavior with finite
zero-temperature conductivity and negative magnetoresis-
tance MRsBd=rsT,Bd /rsT,0d−1, indicative of weak disor-
der. In weakly doped samples, a power-lawrsTd dependence
is observed, as predicted by scaling theory for the critical
regime near a metal-insulatorsMI d transition.8 The samples
annealed at 600 °C and above are insulating with VRH being
the conduction mechanism. We find that the resistivity ratio
a=rs1.9 Kd /rs40 Kd<1.5−2.0 serves to demarcate metallic
and nonmetallic regimes. Consistent behavior is seen when
comparing materials that were H2SO4-doped during synthe-
sis and then vacuum annealed at successively higher tem-
peratures to samples that were doped after acid-free assem-
bly.

A MI transition occurs when disorder is strong enough
that the Fermi energyEF lies away from the extended states,
and all states within a fewkBT of EF are localized. This
behavior has been observed in many carbonaceous materials.
Funget al.9 induced a MI transition in carbon fibers by con-
trolling the nanopores in the system. High-temperature an-
nealing led to partial graphitization, enlargement of graphite
platelets, and collapse of the interplanar pores. Heat treated
carbon fibers exhibit two-dimensionals2Dd metallic
behavior.9 The effect of fluorine-intercalation on transport
properties of graphite fiberssCxFd was studied by di
Vittorio,10,11 who found that increasing fluorine concentra-
tion causes a transition from a metallicsx.3.6d to an insu-
lating sx,3.0d regime. A MI transition was observed also in
conducting polymer systems, e.g., MI transition in ion im-
plantedp-phenylenebenzobisoxale,12 aging-induced MI tran-
sition in H2SO4-doped polyphenylenevinylene,13 and
disorder-induced MI transition in polyaniline doped with
camphor sulfonic acid.14

In our experiments, a MI transition is initiated by heat
treatment of doped samples. At high doping levels, a suffi-
ciently large number of semiconducting nanotubes is con-
ducting and the coupling between nearest-neighborsNNd
nanotubes increases. Consequently, the electron wave func-
tion c~exps−xrd extends over many nanotubes, i.e., the ef-
fective decay length 1/x is large. In this low resistivity re-
gime, SWNT transport properties resemble those of doped
conjugated polymers. In both cases, 3D behavior is observed,
although the building blocks are of a 1D nature. The 1D
character of the electronic structuresi.e., the existence of van
Hove singularitiesd and the resulting anisotropy were probed
in both metallic and insulating regimes of partially aligned
fibers by polarized Raman spectroscopy.15

For undoped samples, the charge carriers are localized
predominantly on metallic nanotubes, and the typical energy

PHYSICAL REVIEW B 71, 155410s2005d

1098-0121/2005/71s15d/155410s11d/$23.00 ©2005 The American Physical Society155410-1



separation between NN localized statesDj depends on the
dimensionality of the wave function, the localization length
j, and the density of states at the Fermi energy,NsEFd. In the
case of short tubes and weak tube-tube coupling, another
important energy scale is the Coulomb charging energy,Ec,
similar to the case of granular and porous carbon
structures.9,16 We observed Coulomb-gapsCGVRHd conduc-
tivity at low temperature for HiPco samples annealed at
1150 °C.

II. SAMPLE DESCRIPTIONS

All samples have been exposed to air and are thus pre-
sumably p-doped to some extent by atmospheric
oxygen.17–19 We will use the term “undoped” in the sense
“air exposed but otherwise undoped.”

Samples includesid partially aligned fibers HPRsRef. 15d
made from purified HiPcosRef. 20d SWNT, sii d buckypaper
PLV-H of pulsed laser vaporization21 sPLVd SWNT aligned
in 26 T magnetic field,22,23 siii d buckypaper PLV of random
PLV SWNT, and sivd buckypaper HPG of random HiPco
SWNT. Groupssid andsii d are from Smalley’s group at Rice
University; siii d is synthesized by Kataura at Tokyo Metro-
politan University,24 and sivd is from Sreekumar at Georgia
Institute of Technology.25

HPR fiber has been extruded from nanotubes suspended
in oleums100% sulfuric acid saturated with SO3 to eliminate
trace waterd. Consequently, as-received air-exposed fiber is
strongly acid-doped, confirmed by thermopower26 and Ra-
man measurements,15 and referred to as HPR Neat. The fi-
bers exhibit axial preferred orientation with mosaic full
width at half-maximumsFWHMd 44°.15 To study the effect
of different doping levels, samples of neat fibers are annealed
in vacuum at 300, 600, 900, and 1150 °C. We refer to these
as HPR T300, T600, T900, and T1150. Annealing at 1150 °C
leads to 34–38% weight loss, equivalent to 21–24 carbons
per acid formula unit in HPR Neat.

As-received PLV buckypaper is undoped, and is doped by
immersion in 95% H2SO4 or 70% HNO3, or by exposure to
Br2, all for several hours at 295 K. Acid-doped samples are
dried at 100 °C in air. Raman scattering,27 thermopower,26

resistivity, and reflectivity27 all show that under these condi-
tions, H2SO4 gives the strongestp-doping effect, compared
to HNO3 and Br2. The tubes in this material are randomly
oriented in the film plane, but they exhibit 62° FWHM out-
of-plane preferred orientation as a consequence of filter
deposition.28

The as-received PLV-H buckypaper is annealed at
1150 °C before measurement. We have not performed doping
experiments on this material. Out-of-plane preferred orienta-
tion from the combined effects of magnetic field and filter
deposition is quite pronounced, FWHM=27°, while the in-
plane value characteristic of field alignment alone is 34°.28

As-received HPG buckypaper is prepared from oleum
suspension similar to HPR fiber, but is washed with acetone
in the final preparation step,25 which removes some of the
residual acidshenceforth HPG Rawd. This is confirmed by
the smaller 17% weight loss upon 1150 °C vacuum anneal-
ing sHPG T1150d, corresponding to,40 carbons per acid

formula unit in HPG Raw. Doping is restored by immersion
of the sample in sulfuric acidsHPG Dopedd. The out-of-
plane FWHM was 44°.28

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Resistivity

Controlling the free carrier concentration by doping and
annealing allows us to study the resistivityrsTd in metallic,
critical, and insulating regimes. The temperature dependence
rsTd for samples with varying doping levels is shown in Fig.
1. Due to the absence of long-range order, the temperature
coefficient of resistivitysTCRd, dr /dT, is negative at lowT
for all samples. Strongly doped samples exhibit finite zero-
temperature conductivity,ssTd=s0+DssTd, indicating me-
tallic transport. Disorder is less important at high tempera-
ture, and we observe a positive TCR above 100 K for
samples with the lowest resistance. With increasing anneal-
ing temperature, the low-temperature upturn inr becomes
more pronounced; for HPR T1150 and HPG T1150ssamples
1 and 2d, rs1.9 Kd increases by more than four decades after
annealing at 1150 °C. The TCR for these highr samples is
negative in the whole range 1.9-300 K.

Resistivity results for all 13 samples studied are summa-
rized in Table I and are rank-ordered by decreasing resistivity
ratio a=rs1.9 Kd /rs40 Kd. This parameter serves to classify

FIG. 1. Resistivityr vs temperature of HPR fibers and HPG
buckypaper samples at zero magnetic field. Lightly doped or com-
pletely dedoped sampless1–4d show exponentialrsTd characteristic
of variable range hopping, while moderately doped sampless7,8d
are well represented by a power-law divergencessee textd. Finally,
samples with the highest doping levels of H2SO4 s9,10d have small
and weaklyT-dependent resistivities that satisfy the Mott criterion
for minimum metallic conductivity.
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samples with different microstructures and carrier concentra-
tions, and is a qualitative indicator of the extent of disorder.
In the metallic state we finda&1.5−2. The critical regime is
characterized by 2,a,4, and samples witha.4 exhibit
VRH transport.

To obtain quantitative insight intorsTd, the reduced acti-
vation energy14,29

WsTd = −
d ln rsTd

d ln T
s1d

is also shownsFig. 2d. The lowT behavior ofW can be used
to identify transport regimes.13 In the metallic regime,W
<DssTd /s0→0 as the temperature approaches zero, and the
sign of dW/dT is opposite to that of TCR. Near the critical
regime,W is positive and temperature-independent at lowT.
In the insulating regime with VRH transport,W exhibits a
power-lawT dependence.

1. Metallic regime

The reduced activation energyW of all strongly doped
sampless9–13d decreases with decreasingT, shown in Fig. 2.
Figure 3 is a linear-linear plot ofW versusT down to 1.4–1.8
K for the most conductive samples 11–13ssee lower panel of
Fig. 2 and Table Id. Confidence in extrapolating toT=0 relies
on comparisons of these temperaturesskBTmin,0.15 meVd
to energy scales of gapping perturbations. Intertube
tunneling,30–33 elastic deformations,33–38 and intrinsic
curvature38,39can all open gaps smaller than 0.15 meV under
some circumstances. But since these gaps all form around
the band crossing energy,E0, the associated insulating be-
havior would be experimentally unresolved only whenuEF
−E0u,kBTmin, which is clearly not the case in our heavily
doped samples.26 In practice, however, one can never rule

out insulating behavior below the temperature floor of the
experiment, and lower-temperature data are always desirable.
Based on the temperature range studied here, the data do
extrapolate toW&0 asT→0 for samples 12 and 13, and the
behavior for samples 9–11 is not as clear-cut. Since we can-
not confidently extrapolate a positive zero-temperature value
of W for samples 9–11, we proceed by grouping together all
samples withdW/dT,0 as “metallic” to distinguish border-
line sampless9–11d from “critical” samples whereW versus
T is nearly constant andW has an unambiguously positive
zero-temperature limit. We note that samples 9–13 all exhibit
sublogarithmic behaviorse.g., Fig. 10d, which is often
used to identify metallic behavior, and also satisfy the Mott
criterion for minimum metallic conductivity,rsmetald
,,0.005V cm.

The low-temperature behavior of the electrical resistivity
rsTd and of the magnetoresistance MRsBd in the metallic
regime can be explained in terms of WL.40 According to
scaling theory,8 the dimensionless interblock conductanceg
;G/ se2/p"d scales with the block size,L, for the appropri-
ate range ofL. In the WL regime, the phase coherence length
Lf is smaller than the localization lengthj, and Lf deter-

TABLE I. Samples used in this study, listed with decreasing
values ofa=rs1.9 Kd /rs40 Kd. The table lists zero magnetic field
resistivity r at T=1.9 K, reduced activation energyW at 1.9 K,
resistivity ratioa=rs1.9 Kd /rs40 Kd, and crossover temperatureTc

for all samples studied.

rs1.9 Kd smV cmd W s1.9 Kd a Tc sKd

s1d HPR T1150 1300 2.7 91.8 2.41

s2d HPG T1150 2750 2.92 89.8 1.90

s3d HPR T900 225 1.7 29.5 1.54

s4d HPR T600 38 1.08 10.5 1.06

s5d PLV Undoped 55.6 0.74 4.7 0.48

s6d PLV-H 10.1 0.47 3.2 1.06

s7d HPR T300 3.4 0.39 3.1 0.66

s8d HPG Raw 1.97 0.32 2.2 0.66

s9d HPR Neat 0.424 0.061 1.35 a

s10d HPG Doped 0.996 0.057 1.32 −0.28

s11d PLV+Br2 1.87 0.044 1.29 b

s12d PLV+HNO3 1.78 0.041 1.25 −0.42

s13d PLV+H2SO4 1.01 0.0074 1.09 a

aMRsBd vs B monotonic in the accessible temperature range.
bMR not measured.

FIG. 2. Reduced activation energyW=−d lnr /d ln T vs tem-
perature forsad HPR fiber, sbd HPG buckypaper, andscd PLV
buckypaper. For metallic samples 9–13, we finddW/dT,0. For
samples 7 and 8,WsTd is approximately constant and approaches a
finite positive value asT→0. Finally, insulating samples 1–5 obey
WsTd=psT0/Tdp ssolid linesd. The conduction mechanism changes
from 3D VRH sp=1/4d to CG VRH sp=1/2d with increasing
resistivity.
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mines the relevant scale for the temperature dependence ofg.
The macroscopic conductivity can be written as

s >
e2

p"
ugsLdLd−2uL=Lf

, s2d

whered is the dimension and

d ln g

d ln L
= sd − 2d −

C

g
, s3d

C being a constant. Note that Eq.s2d is valid whenLf&j
and is not valid in the insulating regime wherej and the
phase scattering rate 1/tf determine the relevant scale for
the temperature dependence ofg.8

WL originates from the quantum interference of time-
reversed paths in electron transport. Due to elastic scattering,
paths fromr to r 8 generally contribute random phases. In the
special case of self-crossing paths, however, the closed loop
can be circumscribed in opposite directions. Time-reversed
paths interfere constructively atB=0,40 which leads to en-
hanced backscattering. Inelastic events at finiteT in the in-
terfering paths reduce the effect ands increases with in-
creasingT. This leads to a zero-field temperature dependence
in 3D of the form

s3DWL = s0f1 + sT/T0ds/2g , s4d

where we have takentf~T−s and Lf
2 ~tf. This behavior

leads to finite conductivitys0 asT→0, in contrast to 2D and
1D, which is consistent with the observed behavior of our
heavily doped samples.

Despite the aforementioned differences in the limiting be-
havior ofW asT→0, the inverse of Eq.s4d fits the resistivity
data for strongly doped samples 9 and 10sHPR Neat and
HPG Doped, respectivelyd very well for T,40 K. However,
for doped PLV samples 11–13, the addition of a residual
resistivity r0 is necessary,

rsTd =
1

s0f1 + sT/T0ds/2g
+ r0. s5d

Values of the fit parameters are shown in Table II. The re-
sidual resistivityr0 forms a large fraction of the total resis-
tivity of doped PLV samples, but is negligible for HiPco
samples. This different behavior is likely due to different
microstructures. While the length of nanotubes in PLV
samples is of order 10mm,41 tubes in our HiPco samples are
about 0.5mm long. Assuming that WL results from NN tun-
neling, we would conclude that in PLV the intrinsic tube
resistance and NN tunneling make comparable contributions
to the macroscopicr, while in HiPco material NN tunneling
is dominant.

2. Critical regime

A MI transition in 3D is associated with the fact that
d ln g/d ln L vanishes at someg=gc and can be approxi-
mated by

d ln g

d ln L
= h lnsg/gcd, s6d

whereh is a constant of order unity.8 By integrating Eq.s6d,
one can find

gsLd < gcf1 + dsL/L0dhg , s7d

whered;sln g0− ln gcd>sg0−gcd /gc!1 is the “control pa-
rameter” andg0 is the conductance on some microscopic
scaleL0. The system remains in the critical regime as long as
L is smaller than the correlation lengthLc~L0d−1/h. For L
@Lc, the system is metallic ifg0.gc, and Eqs.s3d and s4d
apply. If g0,gc, the system is insulating forL@Lc,g
~exps−L /Lcd, and the physical meaning ofLc in the insulat-
ing phase is the localization lengthj.8

In the critical regimeg<gc, and according to Eq.s2d the
large-sample resistivity follows a power-law behavior,8

rsTd = aT−b. s8d

This behavior leads to constant reduced activation energy
WsTd=b, as is the case for lowT behavior of HPR T300 and
HPG Rawssamples 7 and 8d, shown in Fig. 2.

The power-law dependence ofrsTd is universal and re-
quires only that the disordered system be close to a MI tran-
sition, i.e., in the critical region whered!1.14 We obtain

FIG. 3. Linear-linear plots ofW vs T for the PLV samples 11,
12, and 13 doped with bromine, nitric, and sulfuric acid,
respectively.

TABLE II. Parameters obtained from fits of resistivity data to a
model of 3D weak localization for samples in the metallic regime.
Data for HPR Neat and HPG Dopeds9 and 10d are fit to Eq.s4d
while the doped PLV datas11–13d are fit to Eq.s5d.

s0 sS cm−1d T0 sKd s r0 smV cmd

s9d HPR Neat 2012 118.9 0.78±0.06

s10d HPG Doped 864 155.6 0.72±0.04

s11d PLV+Br2 1393 12.0 1.82±0.08 1.27

s12d PLV+HNO3 1654 11.1 1.85±0.05 1.27

s13d PLV+H2SO4 7362 22.5 2.3±0.10 0.88
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good fits to Eq.s8d below 40 K for both samples in the
critical regime withb=0.38 and 0.31, in agreement with the
theoretical prediction 1/3&b&1.14,42 The resistivity ratios
a for these samples are 2&a&4, shown in Table I.

3. Insulating regime

When doping is sufficiently weak to reduce the tube-tube
coupling, the charge carriers at the Fermi energy become
strongly localized,j!Lf, and hops withR.j are favorable.
The low-temperature transport in the insulating regime is by
variable-range hoppingsVRHd,

rsTd = r0 expfsT0/Tdpg, s9d

where kBT0=21/pDj /2ps1−pd ,Dj is a characteristic energy
separation between NN states, and an average energy needed
to make a hop of lengthr is equal toDjsj / rds1−pd/p. For
d-dimensional Mott43 VRH, p=1/sd+1d, and for
Coulomb-gap44 sCGd VRH, p=1/2.

To extract the exponentp in Eq. s9d, we calculateWsTd
and plot it against logT sFig. 2d. This procedure yields val-
ues ofp which vary from sample to sample and with anneal-
ing temperature. For moderately resistive samples, we obtain
p=0.25−0.26, consistent with 3D VRHsp=1/4d. With in-
creasing resistivity we observe increasingp.

For the most resistive samples HPR T1150 and HPG
T1150s1 and 2, respectivelyd, log WsTd versus logT changes
slope fromp,0.4 to p=0.5 with kBT0<5.2 meV. This be-
havior is similar to crossover from 3D VRH to CG VRH
observed in various materials.45–47 Note that the characteris-
tic energy corresponding tokBT0,Dj<7.6kB, agrees with the
temperature at which the change of VRH behavior takes
place.

Both Mott-like VRH s1Dd and CG VRH are consistent
with p=0.5. 1D VRH is unlikely since the corresponding fit
valueT0<60 K would imply j<350 nm if NsEFd along the
nanotube axis is 2.187 eV−1 nm−1.48 The tube length in HPR
and HPG samples is,500 nm, not much longer than the
inferredj so that 1D hopping effects would seem unlikely.

The observed VRH exponentp<1/3 in some of our
samples is consistent with 2D VRH. However, there is no
physical explanation for 2D localization and hopping in our
samples, and we rather interpret this value of VRH exponent
as a transition between Mott-like 3D VRHsp=1/4d and CG
VRH sp=1/2d.

Coulomb interactions and the charging energyEc in
granular systems open a Coulomb gapDc~N0sEFd1/2 at EF

with vanishing density of states at the Fermi level,NsEd
~ sE−EFd2. The quadratic behavior is universal and does not
depend on the unperturbed density of statesN0sEd.44 rsTd
follows the VRH form, withp=1/2 and

kBT0 =
2.8e2

kj
, s10d

where k is the effective dielectric constant. It has been
pointed out that in granular systemsj in Eq. s10d has to be
replaced with an effective decay length 1/x.9,16 Here, the
decay occurs over metallic and semiconducting nanotubes,
and in the intervening gaps between nanotubes, and is char-

acterized by barrier heightsFm, Fs, and Fg, respectively.
The effective reciprocal decay lengthx is calculated as a
weighted average of reciprocal lengths over tubes and gaps,

x =
rm

r
xm +

rs

r
xs +

rg

r
xg, s11d

wherer =rm+rs+rg is the hopping distance andr i , i =m,s,g,
is the total span of region i sm=metallic tube,
s=semiconducting tube,g=gap between nanotubesd.

Although the wave-function decay within the nanotube
can be small, NN hopping is not necessarily more likely than
VRH due to the fluctuations in the nanotube energy. The
fluctuations make NN hops energetically less favorable than
distant hops16 and, provided thatx is small due to large
energy fluctuations, the hopping distanceR,x−1ÎT0/T can
be quite long.Fm andFs exist due to nanotube energy fluc-
tuations, of which there are two types.16 The first is due to
random disorder potential in the surroundings of each nano-
tube sof length Lnd. This fluctuating potential changes the
charging energyEc~1/Ln by an amount not exceeding the
original value, since discharge to the ground state would re-
sult in an even larger change inEc.

16,49The perturbed energy
is then distributed within the rangeEF±2Ec.

49 The second
type arises from quantum size effects which cause an energy
splitting Eq~1/Ln within an individual nanotube. Note that
bothEc andEq are inversely proportional to tube length. This
explains why we do not observe CG VRH in undoped/
annealed PLV SWNT samples since they consist of long
tubes.

The effective barrier height for metallic SWNTs is com-
parable to the fluctuations,16 Fm.2Ec+Eq. For semicon-
ducting tubes, the position of the Fermi energy with respect
to the bottom/top of the conduction/valence band has to be
taken into account.

The CG VRH mechanism was reported in random
SWNT/polymer composites by Benoit and co-workers.50 In
their experiment, processing designed to isolate tubes in the
polymer matrix resulted in only weakly screened Coulomb
interactions. In the present work, we achieve an increase of
charging energy by annealing, which makes the semicon-
ducting nanotubes very poor conductors. This results in weak
g between metallic tubes, and reduced mutual screening.
Combining these effects with short tube lengthssLn

,0.5 mmd leads to CG VRH at lowT.

B. Magnetoresistance

The temperature and field dependence of MR depends on
the transport regime. MR is sensitive to disorder and electron
interactions40 and, unlike resistivity, can provide not only
temperature dependence of relevant scattering mechanisms
but also the corresponding length scales. The sign of MR as
a function of doping and/or annealing temperature can pro-
vide an indicator for electronic MI transition.9 More specifi-
cally, by extrapolating lowT data we are able to determine
the sign of the quadratic coefficient of magnetoresistance
sQCMRd, dMR2/dB2uB=0, at zero temperature. Our data as-
sociate a negative sign with the metallic regime, and a posi-
tive sign with the nonmetallic regime.
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A sampling of the MR data is shown in Figs. 4 and 5.
Above 10 K, all samples exhibit negative MRsBd which de-
creases monotonically withB. Below 10 K, the magnitude
andB dependence are qualitatively different for different re-
sistivity ratiosa. In the metallic regimesa,2d, MR is nega-
tive down to the lowest accessible temperaturefFig. 4sbdg
and the low-field behavior is consistent with WL. Samples
with diverging low-temperature resistivitysa.2d acquire a
positive contribution to MRsBd at higher fieldsfFigs. 4sad
and 5g. The magnitude of this contribution increases with
decreasingT, so MRsBd has a minimum at a temperature-
and sample-dependent fieldBmin. Samples with the highesta
exhibit positive QCMR at accessible temperatures, Fig. 5sad.

1. Weak localization

The negative MR in the metallic regime is quadratic at
low B, flattening out at higherB. With decreasing tempera-
ture, the loss of purely quadratic behavior occurs at lowerB.
This is consistent with WL theory, which predicts negative
MR in weakly disordered systems and quadratic behavior
below the inelastic-scattering equivalent magnetic fieldBf.
Time-reversal symmetry is not obeyed in finite magnetic
field, which leads to dephasing of the interference between

two opposing paths around the loop of self-crossing paths,
and to negative MR.Bf is equivalent to the field which in-
duces a magnetic fluxAfBf of order one flux quantumF0
=h/e through the areaAf~Lf

2 of the interfering loop.Bf is
often expressed in the formBf=F0/4pLf

2. Since Lf

~T−s/2,Bf increases with increasing temperature.
In WL theory, MR can be expressed in the form

AfsB/Bfd, assuming only one relevant phase-scattering
mechanism. This property can be readily tested by scaling;
for a given sample, we select one MR data set at some tem-
peratureT0 and consider this to befsBd. Then we fit MRsBd
data at differentT to AfsB/Bfd with A andBf as free param-
eters. This procedure yields theT dependence ofsnormal-
izedd proportionality constantA and snormalizedd phase-
scattering equivalent magnetic fieldBf. The absolute values
of these parameters and the analytical form offsxd remain
undetermined.

We find that the MR is scalable in the range 0–9 T but
only for metallic samples where MR is monotonically nega-
tive. Below the temperature at which MRsBd develops a
minimum, MRsBd can no longer be expressed asAfsB/Bfd,

FIG. 4. Transverse magnetoresistance MR ofsad HPR fiber an-
nealed at 600 °Cssample 4d, andsbd strongly doped neat HPR fiber
ssample 9d. In the doped state, MR is negative, increasing mono-
tonically in magnitude with increasing field. After annealing, MR
goes through a minimum and becomes positive at high temperature.
In both cases, the low field behavior is quadratic.

FIG. 5. MR of sad HPG buckypaper annealed at 1150 °C
ssample 2d andsbd undoped PLV buckypaperssample 5d. At low T,
HiPco samples annealed at high temperature exhibit high resistance
and positive MR with strong temperature dependence at lowT. The
inset insad shows MR of annealed HPR fiber above 10 K, which is
similar to that of strongly doped samples. MR of undoped/annealed
PLV samples is similar in magnitude to that in slightly doped HiPco
samples.
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i.e., in the nonmonotonic cases there is clearly more than one
scattering mechanism or contribution to MR.

Figure 6 shows the scaling results as the temperature de-
pendence ofBf /B0 andA/A0 for metallic samples 9, 10, 12,
and 13. HPR Neat and PLV+H2SO4, which show monotonic
MRsBd down to 1.9 K, can be fit with a power law

Bf ~ Ts, s12d

with s<0.66. For the other two metallic samples,Bf devi-
ates from power-lawT dependence above 7 K; fits to the low
T data yields<0.77. Note that in the case of diffusion trans-
port Lf

2 ~tf, both perpendicular and parallel to the rope axis,
and the temperature dependence ofBf is identical to that of
the phase-scattering rate,Bf~1/tf. As a result, the exponent
s in Eq. s12d should be identical with the exponents in Eqs.
s4d and s5d. However, only for doped HiPco samplesffit to
Eq. s4dg are values ofs close to those obtained from magne-
toresistance data. In the case of doped PLV samplesffit to
Eq. s5dg, there is a large difference between the two values,

and the resistivity saturates to a constant value at lowT much
faster than predicted from MR data.

The T dependence of the negative second derivative of
MRsBd at zero field,Kf;−d2MR/dB2uB=0, is shown in Fig.
7. In both insulating and metallic regimes, the low-field MR
is quadratic as shown in Fig. 8 for sample 5. For samples in
the metallic regime,KfsTd approaches power-law behavior
at low T,

KfsTd ~ T−g, s13d

with exponentg<1.0−1.2; these are collected in Table III.
The low T behavior ofBf andKf of samples in the me-

tallic regimesa,2d qualitatively follows predictions of 3D
WL which were used to analyzersTd sTable IId. In 3D, the

FIG. 6. Analysis of MR data for metallic samples 9, 10, 12, and
13. sad Temperature dependence of the weak localization parameter
Bf. Good linear fits withT2/3 exponents are found for samples with
MR,0 at all T fe.g., sample 9, Fig. 4sbdg. sbd Proportionality con-
stantA obtained by scaling MR toAfsB/Bfd, which suggests that
both positive and negative contributions to MR arise from a single
mechanism. Lines are guides to the eye. In both figures, normaliza-
tions at different temperatures are made to offset the results for
clarity.

FIG. 7. Temperature dependence of the negative second deriva-
tive of MRsBd at zero magnetic field,Kf, for metallic samples 9,
10, 12, and 13. Lines are guides to the eyes. At lowT, Kf exhibits
power-law behaviorfEq. s13dg with exponentg<1.0−1.2 sTable
III d. Inset shows qualitatively different behavior in the insulating
regime, where the sign ofKfsTd changes at low temperaturesnote
the linear insety-axis scaled and a positive zero-field magnetoresis-
tance is observedfsee text and Fig. 5sadg.

FIG. 8. Low-field MRsBd and quadratic fits for sample 5 from
T=2 to 100 K.
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WL contribution to magnetoconductivity can be written in
the form

Ds3DWLsBd/s = AS B

Bf
D1/2

f3S B

Bf
D , s14d

where A=k1
ÎBf ,k1 is a positive constant coefficient, and

f3sxd is the function given by Kawabata,51 who found that
f3sxd goes asx3/2 for x!1 and is constant forx@1. Applying
Eq. s14d to calculateKfsTd, we getKf~Bf

−3/2. Comparingg
from Eq. s13d with exponents from Eq. s12d, we see that in
the 3D WL regimeg=1.5 s. Experimentally obtained values
of s andg, shown in Table III, agree approximately with this
relation.

Although our low-field MR data follow Kawabata’s 3D
WL model quite well, we do not obtain good fits to Eq.s14d
at higher fields, i.e., the functionfsxd we use in the scaling
differs from Îxf3sxd for large x. Equations14d predictsÎB
behavior forB@Bf, but the observed dependence is closer to
ln B, similar to 2D WL.52,53 Possible explanations for this
discrepancy include contributions to the MR from carrier-
carrier interactions and/or anisotropic microstructure result-
ing from the 1D nature of SWNT. More detailed theoretical
analysis is needed to resolve this issue.

We use Eq.s14d and low-field MR data to estimateLf
2

=F0/4pBf. For T=1.9 K, we obtain Lf
2 approximately

1000 nm2; a summary of the results is given in Table III. We
calculateLf

2 instead ofLf because SWNT ropes are aniso-
tropic and we expect different diffusion coefficients for
propagation alongsDid and perpendicular to the rope axis
sD'd. For the phase coherence length along and normal to
the rope axis, we can write,i

2~ÎDi /D'Lf
2 and ,'

2

~ÎD' /DiLf
2, respectively. This can lead to long,i even for

relatively smallLf
2.

The value ofLf can serve as a lower limit for,i and an
upper limit for ,'. At 1.9 K, we obtainLf<30 nm for
HiPco samples andLf<45 nm for PLV samples. Since
bundle diameters in our samples are about 40–70 nm and
,',Lf, the bundles can be considered as anisotropic 3D
objects in the whole temperature range 1.9–300 K.

Both transverse MR andLf
2 will depend on the degree of

alignment of the anisotropic ropes;28 only the normal com-
ponent of the areaAf~Lf

2 of the interfering loop contributes
to MR. Experiments by McIntoshet al.54 on an individual
rope indeed show that the MR amplitude decreases as the
field direction is varied from perpendicular to parallel with
respect to the rope axis. We expect a similar effect to occur

in partially aligned bulk SWNT samples such as our films
and fibers,28 and MR versus field direction should correlate
with degree of alignment.

2. Bmin versus T and the MI transition

In Fig. 9, we plotBmin versusT for the subset of HiPco
samples exhibiting nonmonotonic MRsBd. We find BminsTd
remarkably linear,Bmin=Bcs1−T/Tcd strue as well for PLV
samples, not shownd. Tc is of particular interest; it is the
crossover temperature below which MR has positive QCMR.
The extrapolated sign of QCMR atT=0 K, which is the
same as the sign ofTc, depends on doping/annealing and
provides a sensitive indicator for electronic MI transition.9

We find negative zero-temperature QCMR andTc for all
samples in the metallic regimesa,2d. Positive Tc is ob-
tained for nonmetallic samplessa.2d.

The linear behavior ofBminsTd for all samples is unex-
pected. One would assume that the negative and positive
contributions to MR represent two distinct phenomena. For
example, if one wishes to explain the positive upturn in
MRsBd as a sum of WLsnegatived and some other positive
contribution, then both must have a common parameter or
their parameters have to correlate to ensure linearity of
BminsTd for all combinations of the twosi.e., for all samplesd.
Extrapolating the linear fits ofBminsTd also reveals that for

TABLE III. Values for the exponents obtained from scaling of MRsBd data fEq. s12d, Fig. 6g, the
exponentg obtained from the fit ofKfsTd datafEq. s13d, Fig. 7g, and the values ofLf

2 obtained from the
fitting of low-field magnetoresistance data to 3D WL modelfEq. s14dg. sSee also Table II.d

s g Lf
2s1.9 Kd snm2d Lf

2s4.0 Kd snm2d

s9d HPR Neat 0.66±0.03 1.04±0.02 1000 640

s10d HPG Doped 0.77±0.04 1.06±0.02 1000 650

s12d PLV+HNO3 0.77±0.05 1.16±0.02 1400 900

s13d PLV+H2SO4 0.66±0.02 1.12±0.02 1900 1200

FIG. 9. Magnetic field of the MRsBd minima vs T for HiPco
samples. The fitted linear behaviors all extrapolate approximately to
the same points−0.3 K,−2.7 Td.
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HiPco-based samplessHPR, HPGd, all lines intersect at
roughly the same points−0.3 K,−2.7 Td. Three datasets of
Bmin versus T for PLV-derived samplessPLV Undoped,
PLV+Br2, PLV-Hd do not have this property, perhaps due to
their different microscopic properties.

The correlation betweenTc sderived from MRd anda sde-
rived fromrd is shown in Fig. 10sbd. The most complete data
were obtained for HPR fibers; these show convincingly that
the crossover temperatureTc decreases slowly with decreas-
ing a in the nonmetallic regimeslargead and then faster as
the metallic regime is approached. Samples in the metallic
regime have either negativeTc or monotonic MRsBd down to
the lowest accessible temperatures. BothrsTd and MRsBd
give similara values which demarcate metallic and nonme-
tallic samples. From the normalized resistivityrrsTd
=rsTd /rs40 Kd versusT shown in Fig. 10sad, we estimate
that on the metallic sidea,ac=1.5. Since the plot is log-
linear, the dotted line represents logarithmic behavior—all
rrsTd’s above the line have nonmetallicsdivergent or super-

logarithmicd temperature dependence while allrrsTd’s below
the line have metallicsnondivergent or sublogarithmicd tem-
perature dependence with finite conductivity atT=0. The
observed value ofac is consistent with the value at which the
sign of Tc and QCMR changes from negative to positive, as
shown in Fig. 10sbd.

3. Strong localization

With increasing resistivity ratioa, all samples acquire an
increasing positive contribution to MR. One possible origin
is the field dependence of carrier-carrier scattering. This cor-
rection is large only when the splitting between spin-up and
spin-down bands is much greater than the thermal energy
kBT.11,40 Therefore, the MR associated with carrier-carrier
interaction is a high-field effect, consistent with the observed
positive upturn in MRsBd at high fields and with the negative
sign of Bc/Tc.

The positive MRsBd at very lowT for samples dominated
by CG VRH can be due to spin polarization or wave-function
shrinkage effects. Both predict quadratic field dependence at
low B.9,56 Spin polarization reduces the hopping probability
between two singly occupied states and between a doubly
occupied and an empty state, and MR saturates at highB.55

Saturation was not observed in our study, but a trend toward
saturation in sample 5fsee data at 2.0 K in Fig. 5sbdg sug-
gests a higher field study of these samples is worthwhile.
Regarding wave-function shrinkage, a positive MR has been
predicted for this mechanism in 2D,56 and the importance of
similar effects in bulk SWNT materials needs closer investi-
gation.

At low fields, VRH can also lead to negative MR.57,58The
mechanism is similar to WL, except the magnetic flux is
enclosed by a loop formed by the hopping path, and the
relevant length scale is hopping distanceR instead ofLf.
Two calculations predict linear57 or quadratic58 magnetic-
field dependence for low fields. Our MR data for insulating
samples support the latter, but the temperature dependence
does not follow the predicted power law,T−3/sd+1d, whered is
the dimension.59 Instead, the low-field quadratic curvature is
nonmonotonic with temperature and changes signsFig. 7,
insetd, so in contrast to a prior study of multiwalled carbon
nanotubes,2 no simple correspondence between the data and
these theories can be made here.

In any event, any combination of possible MR contribu-
tions has to satisfy the condition that atT.Tc the total MR
exhibits a minimum atB=Bcs1−T/Tcd. This condition im-
poses an important constraint on the available parameter
space, and may lead to a “universal” MR function for
SWNT-based materials.

We do not expect that the observed MR behavior origi-
nates from orbital magnetism.60 The field scale for such ef-
fects is that which gives a flux quantumF0 through the
nanotube cross section. The mean diameterd<1.2−1.4 nm
in our samples15,24,25 leads to a maximum magnetic flux of
orderF0/100, which is too small to alter the band structure
of the nanotubes.

IV. SUMMARY

In this paper, we investigate the transition from weak to
strong localization as a function of charge-transfer doping in

FIG. 10. sad Temperature dependence of normalized resistivity
rr =rsTd /rs40 Kd for several low-resistivity samplesfrrs1.9 Kd
;a,5g. Dotted line marks crossover from metallicssublogarith-
micd to nonmetallicssuperlogarithmicd behavior and gives estimate
for “critical” resistivity ratio ac<1.5. sbd Plot of crossover tem-
peratureTc fBminsTcd=0, see Fig. 9g vs resistivity ratioa. The
samples exhibiting metallic behavior have either monotonic MRsBd
or negativeTc; two short vertical arrows at theTc=0 axis marka
values for samples 9 and 13 with monotonic MRsBd sa=1.35 and
1.09, respectivelyd. Vertical line at a=ac separates metallic and
nonmetallic samples. Lines are guides for eyes.
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bulk SWNT samples of varying microstructure. This is done
in two ways: by estimating the resistivity ratio at which the
crossover temperatureTc, which characterizes the field de-
pendence of the MR, changes from positive to negative; and
the change fromrsTd diverging to nondiverging asT→0. In
this manner, bothr and MR data can be interpreted consis-
tently in terms of a MI transition. On the metallic side, the
resistivity ratioa,1.5 and low-field MR is negative down
to the lowest temperatures, withT0.66−0.8temperature depen-
dence of the phase-scattering rate 1/tf.

At a<1.5−2,Tc exhibits an increase from negative to
positive while the zero-temperature conductivity changes
from finite to zero. In the critical regime 2,a,4, rsTd
follows a power law and MR is positive at high field. In the
insulating regime, we observe 3D VRHsp=0.25d for mod-
erately resistive samples. The exponentp increases withr,
the most resistive samples exhibiting CG VRHsp=0.5d and
positive MRsBd at low T.

We attribute the MI transition to the annealing of doped
SWNT samples. Upon dedoping, semiconducting tubes be-
come highly resistive, coupling between metallic tubes
weakens, and reduced screening leads to stronger Coulomb
interactions in the most resistive samples.

An interesting feature of MRsBd, and an important result
of this experimental study, is the existence of minima atBmin,

whose temperature dependence is linearfor all measured
samples and regardless of the conduction regime,Bmin
=Bcs1−T/Tcd. This demonstrates that MRsBd cannot be in-
terpreted as an arbitrary linear combination of WL contribu-
tion and some positive effect. Instead, the observed behavior
suggests that the parameters controlling the behavior of rel-
evant contributions to MR are not independent but they cor-
relate to ensure the linearity ofBmin versusT.

Tc is the crossover temperature below which low-field
MRsBd has positive zero-field quadratic coefficients. For the
given sample,Tc increases witha. Samples in the metallic
regime have negativeTc or their MRsBd is monotonic in the
accessible temperature range. ZeroTc was identified with an
electronic MI transition.
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