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Quantifying the effective attenuation length in high-energy photoemission experiments
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We have determined the effective attenuation length of photoelectrons over the range of kinetic energies
from 4 to 6 keV in Co, Cu, Ge, and G05. The intensity of the substrat&i) and overlayer core level peaks
was measured as a function of the thickness of the wedge-shaped overlayers. Experimental values vary be-
tween 45-50 A at 4 keV and 60—65 A at 6 keV in Co, Cu, and Ge. Smaller vé&306k to 50 A, respectively
are found in GgOs5. Our results confirm that, for different classes of materials, high energy photoemission
spectroscopy has the necessary depth sensitivity to go beyond surface analysis, yielding important information
on the electronic properties of the bulk and of buried layers and interfaces.
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[. INTRODUCTION photon energ§.This is one reason why there was no follow
up to the pioneering experiments carried out on first genera-
Photoemission{PE) electron spectroscopy is one of the tion synchrotron sourcésTaking advantage of the improved
most powerful tools available for the investigation of the performance of modern storage rings, several projects have
electronic properties of matter. Its strong surface sensitivinpeen started over the last few years with the aim of measur-
is fully exploited for studying the topmost atomic layers of aind the volume electronic properties of solids via
solid. Quantifying depth sensitivityin PE experiments has HAXPES!®'* In addition, high performance laboratory
been an ongoing subject of research for more than 30 year&ources have been designed and developed recently for spe-
generating a wealth of experimental and theoretical resultSfic applications where energy resolution is of litle

; : . nts
(see, for instance, Refs. 2-&uch studies are important not concern.” L
only to PE spectroscopy, but also to quantitative LEED. Our project VOLPE(VOLume PhotoEmission from sol-

analysi§ and electron energy loss spectroscpy.is rel- ids) has the objective of obtaining bulk sensitive valence

evant to the following discussion to boint out that so farband PE spectra with good statistics and with energy resolu-
N Wing CISCUSSI POl u tion comparable to that of standard PE experiments carried

research has concentrated almost entirely on a range of eIe&—Jt in surface sensitive modéThe results of the commis-
tron kinetic energ|§$Ek) that goes from a few tens of ev up. sioning of the electron analyzer indicate that photon energies
to at most 2 keV, i.e., the range that is normally analyzed inyround 6 keV offer a good compromise between attainable
PE experiments. At these kinetic energies, extreme surfacgnergy resolution, increased depth sensitivity and a reduced
sensitivity prevents PE spectroscopy from being used to incross section for valence band BHn particular, we were
vestigate bulk electronic properties with negligibly small able to measure the CpZore level emission of a Co film
contributions from the surface. Important examples of thisburied under a 120 A thick capping layer, and a rough esti-
difficulty can be found in the analysis of strongly correlatedmate of the effective attenuation lengtBAL) was given
systems, such as high temperature superconductors afd=50+5 A at 5 keV. It is clear, though, that in order to set
heavy fermion systemsFrom a more technologically ori- realistic conditions for the feasibility of future experiments
ented point of view, it is also important to stress the need foand to move into applications of high energy valence band
nondestructive methods of analysis capable of investigatinghotoemission, a more accurate and quantitative knowledge
the electronic properties of protected thin films, buried inter-of the depth sensitivity is required.
faces and multilayered devices. Model calculations estimating the depth sensitivity in this
In principle, the most straightforward way of increasing range of kinetic energies are scarce. We will refer to the work
bulk sensitivity in PE experiments is to go towards higherof Jablonskiet al!® and Cumpson and Sedhwhose com-
values of  (4-10 keV). Hard x-ray photoemission spectros- puter codes are available at the cited websites. From the
copy (HAXPEY) is very demanding in terms of photon flux, experimental point of view, an early study by Flitsch and
because of the low photoionization cross sections at higiRaidef® estimated a mean escape depth of about 55 A at 3.5
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keV in Si and SiQ. More recently, Dalleraet all® deter- 10f ' ' '
mined the EAL in GaAs to ba=53 A at 6 keV. 107} \_\\\

In this paper, we present the result of a systematic work 103
dedicated to quantifying the effective attenuation length of 107} x=145 A
high energy(4—6 ke\) electrons. The energy dependence of . = = = - =
the EAL at several keV has not been investigated exten- 11(?_1’
sively, let alone its material dependence. Yet, from the expe- 104:
rience gained at low kinetic energi&sit appears very im- 10° x=115A
portant to compare, even at this early stage, values fofr . . . . .
different types of materials. 10°F

The samples that we used in our investigation were two- 10:;,
component systems of the kind wedge-shaped overlayer-A 107} x=83 A

I

grown on substrate B. This choice allowed us to monitor in a
simple way the intensity of core level emissions of both ma-
terials as a function of the thickness ofthis is the so-called

Reflectivity (arb. units)
)

overlayer methot). The substrate was always silicon, while
overlayers were chosen in such a way as to cover different 10°
classes of materials, namely noble metéls), open 2l shell 1o ' : : : :
metals (Co), semiconductordGe) and an open # shell, 10_1'
strongly correlated oxide&Gd,03). 10.2: x=42 A
107}
Il. SAMPLE PREPARATION 5 10 15 20 25 30

Sample angle (deg.)
Wedge samples of Co, Cu, and &4 were preparee@x

sity, using magnetron sputtering. The nominal thickness gra- FIG. 1. Specular reflectivity curves measured at different posi-
dient was 10 A/mm for all samples. The Co sample wasions on the Co wedge. The sample displacement is 2 mm between
capped by a 20 A thick homogeneous layer of Cu, to prevensach successive curve. The photon energy is 777 eV. The estimated
oxidation. GgO5; was obtained by mixing 5% of oxygen to overlayer thickness, indicated next to each curve, includes the Cu
Ar during the deposition of Gdpartial pressures were 5 capping layer.

X 1074 mbar of G and 9.5< 1072 mbar of An. Deposition

rates (in the 1-2 A/s rangewere monitored by a quartz yes and by using the resulting thickness versus position
balance prior to deposition. All Si substrates were cut from.,rve in the analysis of photoemission data.

the same wafer. The thif8—10 A) passivation oxide layer We also prepared four Ge samples, in the form of homo-

was not removed, in order to limit the possible intermixing geneous films, by using an electron bombardment evapora-

with deposited films. The presence of the oxide layer conyg, Nominal(measurelithickness values were 288) A, 50
tributes weak Si* components that are well separated in en-(48) A, 75 (78) A, and 100(112 A.

ergy from the SI main lines of the substrate. In addition, it
introduces a constant attenuation factor for all@iaks, but,
being a constant factor, this does not affect our analysis of Nominal value
the overlayer thickness dependence of normal emission spec- 250 - - From reflectivity data 1
tra.

In order to avoid artifacts in the analysis of the photo- /
emission intensity, we checked the thickness of our samples 200 |-
by measuring the angular dependent specular reflectivity as a
function of the position along the wedge. Reflectivity mea-
surements were carried out at the x-ray metrology beamline
6.3.2 of the Advanced Light Source at the Lawrence Berke-
ley National Laboratory®

Figure 1 shows an example of reflectivity measurements
at different positions along the Co wedge. Oscillations in the
reflectivity as a function of the scattering angle originate
from the interference between the waves scattered at the 50
vacuum-film and at the film-substrate interfaéeBy match- I
ing the oscillation period of the reflectivity, the local over- -
layer thickness can be determined precigéfjhe results of 0= (') : é : "1 : ('3 : é '1'0 : 1'2 : 1'4 : 1'6 : 1'8'
the reflectivity analysis agree well with nominal thickness Relative sample position (mm)
values, except that the Co film displayed an unexpected kink
at around midpositiorisee Fig. 2 This deviation from lin- FIG. 2. A comparison between nominal and reflectivity-derived
earity was accounted for by interpolating experimental valthickness values as a function of position along the Co wedge.

150 |-

100

Sample thickness (A)

Co wedge
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lating over the energy range defined by the acceptance of the
detector in the dispersive direction, without changing any
voltage. For a pass energy of 60 eV, this energy range is 4.5
eV, sufficient to record a whole photoemission péelk Fig.

3). In our experiment we made use of this mode of acquisi-
tion, in addition to the standard step-by-step one.

6000

IV. DATA COLLECTION AND ANALYSIS

Intensity (cps)

4000 The thickness gradient axis in the wedge samples was

oriented vertical, i.e., normal to the measurement plane de-
fined by the incoming photons and by the collected electrons.
In this way, we could select the overlayer thickness by a
vertical translation of the sample, leaving the geometry of
the PE measurement unaltered. All PE measurements were
performed at room temperature, with the photon beam im-
pinging at 45 deg onto the sample surface and by collecting
photoelectrons at normal emission. We chose this experimen-
FIG. 3. Si-Is photoemission from the bare substrate, after sub-g| geometry in order to keep data analysis as simple as pos-
traction of an integral background curots. Experimental con-  sjple. It is now well recognized that the description of the
fjitions are d_etailed in the text. The Iipe is a Voigt function, assum-gmission depth distribution functicDDF) as an exponen-
ing the nominal values of the experimental resoluti®80 meVl  jg| decay is not valid whenever elastic scattering events can-
and of the natural peak linewid{480 meV). not be neglecte&:* On the other hand, making use of both
numerical and analytical calculations, it was shown that the
emission angle plays an important role in the shape of the
AEDDF function, and elastic scattering effects are enhanced at
VOLPE analyzer. The complete setup was assembled &razing_ emissio? At normal gmission, the E.DDF s well
ESRF in January 2004 and installed on beamline ID16 foﬁpprox'mﬁtedfby an erponhentlal decay behawor and the IIEAL
commissioning and first experiments. Results were ver)f.aS a well de |_ned valug that can be obtained by a simple
promising in terms of energy resolution: an overall band- It to_the experimental data' Moreover, although rarely stated
width of ~70 meV was attained at 6 keV, with equal contri- explicitly, mogjel_calculaﬂons talgmg Into account the depen-
butions from the photon beam and from the analy2din- d%nlgg ggcgéld'ﬁg: itrggtoret};St“\(/:vhsecr?ttgec:mg fof\flsgzsorh]iéﬂgr
ergy resolution, though, is not a major issue in the prese inetic energies:?8 It should be stressed, though, that even

experiment and, relaxing constraints on both the photo .
beam and the electron analyzer, we were able to measuHander these favorable conditionsshould be regarded as a

core level spectra with good statistics also in the low curren ract]cal EAL value(as defined in Ref. Jrand, espeqally, .
mode (30 mA on averageof the storage ring. hat it should not be confused with the electron inelastic

Using a combination of a §i11) double crystal and a M¢an free patt{IMFP),22 which does not account for the

Si(220) channel cut for the monochromator, we obtained, a nfluence of the elastic scattering processes.

6 keV, a flux of 2< 1012 photons/second per 100 mA in the We deflne_)\ as t_hesth|ckness of the overl_aygr that reduces
to 1/e the intensity ®l of a core level emission from the

storage ring, with a photon energy resolution of 340 meV. . . ; )
The photon beam size at the sample position isuBO substrate, assuming a unlte}ry intensifyfor the bare sub-
D Pe P H strate. Therefore, the intensity of a core level peak from the

X 120 um (FWHM verticalX horizonta). bstrat . functi ‘ih | thickoess
The electron analyzer was operated at a pass engrgy E substrate varies as a function ot the overiayer thickiess
15(x) = 157,

60 eV, using an entrance slit of 1.6 mm. The spatial resolu-

tion of the two dimensional detectd0.1 mm/channglde-

fines the size of the exit slit. In the scan mode, we integrated [N the same way, the intensity | of a peak related to the

the signal over 15 channels, for an effective exit slit of 1.5€Xcitation of a core electron in the overlayer will vary as

mm. Under these conditions, the expected analyzer resolu- 1(%) = 1o(1 - ™)

tion is 470 meV, which, combined with the photon band- 0 ’

width, gives an overall resolution of 580 meV. Photoemis-l, being the intensity for an infinite thickness of the over-

sion data confirm this estimate: Fig. 3 shows a \oigt fit to thelayer. It is worth underlining that, in both cas@sexpresses

1s photoemission peak of Si, where the widths of the Gaussa property of the overlayer material. Measuring the bare sub-

ian and Lorentzian contributions are fixed to their nominalstrate and a very thick overlayer fixes the valuesjard L,

values of 580 meV and 480 mé¥respectively. The signal thus making\ the only free parameter for a given electron

intensity is given in counts per secoridps, and such a Kkinetic energy k

spectrum could be collected in about 2 min. Data were collected either in a scan mode or in a fixed
The use of a position sensitive detector makes it possiblenode. An example of the former is given in Fig. 4 for Co:

to acquire spectra in the so-called fixed mode, i.e., accumu~hole PE spectra were recorded as a function paEdif-

2000

" 1 L 1 L 1 L 1 L 1
4078 4079 4080 4081 4082 4083
Electron kinetic energy (eV)

Ill. PHOTOEMISSION SETUP

High energy PE experiments were performed using th
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FIG. 5. The area of the curves in Fig. 4 after normalization to
bare silicon(dotg. The abscissa is the total overlayer thickness,
including the 20 A Cu capping layer. The continuous line is the best
fit with an exponential decay function.

L 1 L 1 L 1 1 1 2 1
4078 4079 4080 4081 4082 4083
Electron kinetic energy (eV)
obtained using the two collection modes always agreed well.
FIG. 4. Si-Is photoemission spectra as a function of the total The fixed mode allows for faster data acquisition.
overlayer thicknesévalues, in A, are indicated next to each cyrve The results of our analysis are summarized in Table |,
All data are normalized to the incoming photon flux and on awhere\ values are given for different materials and different
counts-per-second basis. The accumulation time goes from 1 secopgy e |evel peaks. In Table I, we use the notation scan and
per point for the thinnest overlayer to 6 seconds per point for thgjyeq o refer to results obtained according to the two experi-
thickest one. mental procedures described above. The correspondmg

ferent sample positions, i.e., at different overlayer thicknesé’alues are shown in Fig. 7.

values in the wedge. Raw data were corrected for photon flux
and accumulation time. The area under the curve for the bare
Si substrate was set to unity. To evaluate the EAL, these
values were fitted with an exponential decay, yielding Figure 7 gives an experimental estimate of the EAL in
=50+2 A (Fig. 5. The abscissa in Fig. 5 is the total over- different materials for electron kinetic energies between 4
layer thickness, i.e., we assumed that the 20 A thick homokeV and 6 keV. The values that we obtain for Co, Cu, and Ge
geneous capping layer of Cu behaves as(fhis was con- are fairly similar and close to predictions based on the best
firmed a posterior). Alternatively, one can plot the intensity available model$®*’ The full line in Fig. 7 is the IMFP in
versus the actual Co thickness and scale the intensity of th@etallic Cu, as obtained using thesT computer codé®
bare silicon to account for the attenuation through 20 A ofUnder our experimental conditions, one expects the EAL to
Cu (using values in Table)l This procedure yielded be smaller than the IMF# One also expects this difference
=51+2 A. to diminish with increasing Evalues?® but we have not

In the fixed mode, we set the kinetic energy of the anafound models that quantify this trend between 4 keV and 6
lyzed peak at the center of the detector and, by scanning theeV. The data in Fig. 7 may be interpreted as suggesting that
sample height, we recorded the total peak intensity versute difference between EAL and IMFP becomes smaller than
layer thickness. Another scan at 10 eV higher kinetic energyhe experimental error bar at high kinetic energies. On the
was also recorded to take into account variations in the backether hand, in view of the discussion relative to,Ggl data
ground. The difference between the two measurements gaelow, we believe that such a conclusion cannot be drawn on
the variation of the peak area as a function of the overlaye@ firm basis yet.
thickness. Figure 6 shows three curves obtained in a fixed A quantitative comparison with other experimental data
mode, measuring the Sk¥mission intensity as a function on similar materials can be made with the results obtained
of the thickness of the G, overlayer. The sample was recently by Dalleraet al,’® who analyzed three GaAs
moved in steps of 0.2 mm, corresponding to aGgthick-  samples where an AlAs layer of given thickness was intro-
ness variation of rougfl2 A from one point to the next. The duced at various deptH&0, 40, and 60 A from the surface
three curves differ for the photon energy employgei25 eV,  They determined (E,) values of 44 A at 4450 eV and of 53
7500 eV, and 8000 eV hence for the kinetic energy of the A at 6050 eV, with ar(E,)°° dependence over the 800—6000
photoelectrons. Lines are exponential best fits. The resul8V range of kinetic energies. Our results for Co, Cu, and Ge

V. DISCUSSION
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TABLE I. Summary of the experimental results. From left to right, columns coritpoverlayer material;
(ii) photon energyf(iii ) core level used for the analysisy) type of measuremelteither independent spectra
or fixed mode acquisition (v) electron kinetic energy(vi) value of\ and corresponding error bar estimated
from an exponential fit to the dat&yii) calculated\ zp values from Refs. 17 and 3@alues in parentheses
are from Ref. 16

Layer hw(eV) Core level Data type E(eV) N (A) Mwee (A)
Co 5925 Sik Scan 4079 50+2 40
" Si 1s Fixed 4079 51+2 41
" Co 2p Fixed 5140 55+2 49
Si 2s Scan 5769 61+3 54
Si 2s Fixed 5769 60+3 54
Cu " Sils Fixed 4079 44+4 4@50)
" Si 2s Scan 5769 62+6 5467)
Ge " Si 1s Scan 4079 47+3 5851)
" Ge 3s Scan 5738 65+6 69
Gd,03 " Sils Scan 4079 31+1 51
" Si ls Fixed 4079 31+3 51
Gd 3p Scan 4372 32+3 54
Gd 3p Fixed 4372 344 54
7500 Sik Fixed 5654 43+4 67
5925 Gd 4 Scan 5765 44+5 68
" Gd 4d Fixed 5765 46+6 68
" Si 2p Scan 5818 44+4 69
" Si 2p Fixed 5818 45+5 69
8000 Sik Fixed 6154 51+3 72

give larger values ok (44-51 A at 4079 eV and 60-65 A at  The kinetic energy dependence fcannot be deduced
5738 e\J. These are not major differences and agreemenfrom our data alone. If we consider, together with our results,

may be regarded as moderately good insofar as a clear tre@dso lower energy values of the EAL that can be obtained
is demonstrated. from the literature(e.g., EAL values for Cu based on the

Normalized Si - 1s peak intensity

0.4

0.0

analysis of experimental data over the rangg, E

R — =500-1000 e¥®), a (E,)°7"® behavior gives a fair fit to the

O E -4079ev ensemble of the data. On the one hand, such a behavior is at

Ls 31 A ] variance with the results of Dalleret al,'® based on the
\ J analysis of a single set of data extending over a wider energy
o £ =-ses4ev range. On the other han¢E, )%’ behavior is supported by
—mm A=43A 1 recent calculations for both positrons and electrons up to 40
i kev.2®
©  E =6154ev Turning now to GdOg, the values that we obtain farare

always smaller than for all the other samples. To check for
spurious effects and experimental artifacts, we measured
more points for GgO; (more emission lines and several pho-
ton energiesand obtained consistent results. The,Gglpa-
rameters relevant to the determination of the IMEEnNSsity,
energy gap, and number of valence electyplead to theo-
retical \jyep Values slightly larger than for Co or Cu. At this
stage, we have no explanation for this discrepancy. A reduc-
tion factor of about 0.6—0.7 would be required to explain the

T difference between the calculated IMFP and the experimental
40 60 g0 100 120 EAL. Such a strong reduction is hardly encountered even at
Overlayer thickness (A) ’ . . 9 . . y
very low kinetic energies and this argument would not ex-

FIG. 6. Sample scans in fixed mode acquisitisee the teyt ~ plain the difference between gd; and the other samples. A
The normalized Si-4 peak intensity is plotted against the &3  theoretical evaluation of the IMFP in lanthanides has been

overlayer thickness for three different kinetic energies. Lines ardhe subject of debate and of changing points of view over the
obtained by fitting with an exponential decay function. last few years, as illustrated, for instance, by the works of
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layer buried 100 A deep
3% of the total

11 I.I.I.ﬁ.

20 40 60 80 100 120 140 160 180 200

Distance from the surface (A)

4 5 6
Electron kinetic energy (keV) FIG. 8. The calculated contribution to the total intensity as a
. function of the distance from the surface. Dashed |ir€&000 eV
FIG. 7. A graph of the values(E,) reported in Table I. Open ; ) .

grap (B rep P glectrons in GgO5; (\=51 A). Full line: ~6000 eV electrons in Cu

diamonds represent experimental values for Co, Cu, and Ge, an . .

) . S o ' =62 A). For comparison, the dotted line corresponds to 600 eV
filled circles those for . The full line is a calculation ok(E . . "

! ! G105 urine | utad (B0 ﬁlectrons in Cu, with a practical EAL of 8 ARef. 16.

for Cu (Ref. 16. The two dashed lines and the encompassed gra
area correspond to calculated values for,Ggl allowing for the
maximum variation of parametefRefs. 30 and 311 The thin dot-
ted line is a guide for the eye, obtained by fitting &g data with

a (Ep°7° dependence.

ing able to put figures on these quantities is very important to
support the idea that high energy photoemission is a bulk
probe of the electronic properties of solids.

(i) Typical capping layers which are used for protecting
Seahet al2® and of Tanumat al3! To appreciate the influ- sz_imples from contami_nation are 20 to 40 A_thick, and they
ence of different choices of parameters on calculatggp will only reduce the signal from the underlying sample by
values, we used the expression for the IMFP that is given ifeSS than a factor of 2. This implies that protected samples
Ref. 31: varying every parameter within physically accept-c@n be measured easily and thatsitu preparation under
able limits, we obtained values that are always within theUltrahigh vacuum conditions is no longer a strict requirement
shaded area in Fig. 7 and we were not able to reproduce offf" core level photoemission spectroscopy. Also, the signal
experimental results. Rare earths are known to have a pec{fom buried interfaces and thin films will be more accessible.
liar behavior in terms of the electron mean free path at very//hen is ~60 A, for instance, a film 10 A thick buried
low kinetic energieg® One would think, though, that the qnder a 100 A.Iayer will still contr[bute a measurgble frac-
mechanisms invoked at low energmainly the high prob- tion (~3%) of its core level bulk signalFig. 8), while the
ability of exciting localized transitions of thefelectrony ~ corresponding intensity at 600 ex 10°°) would not be
are not very effective at several keV, and do not serve tdéletectable.
explain our findings. Therefore, it remains an intriguing ex-
perimental observation that requires better understanding and
modeling. We have measured the effective attenuation lengtbf

Overall, our results confirm that, for,E 6 keV, photo-  high energy photoelectrons in Co, Cu, Ge, and@d Ex-
electrons can travel an average distance of 50 to 65 A beforeerimental values in Co, Cu, and Ge vary between 45-50 A
suffering an inelastic collision. The corresponding informa-at 4 keV and 60-65 A at 6 keV, in fair agreement with
tion depth(defined as the layer thickness from which 95% oftheoretical prediction>!” At variance with calculations,
the total signal is producéd) is of the order of 150-200 A. smaller values(respectively, 30-35 A and 45-50)fare
This is in agreement with earlier measurements of thin filmgound in GgOs. Overall, our results confirm that, for differ-
buried under more than 100 A thick overlayé#s? ent classes of materials, high energy photoemission has the

These values have two implications. necessary probing depth to be considered a volume sensitive

(i) Surface contributions at 6 keV are of the order of 2 totechnique. Although these results do not exhaust the need for
7% of the total intensityFig. 8), according to the thickness Systematic characterization studies on different materials,
of the surface layer being taken as 1 or 5 A, respectively. Fothey help us to define boundaries for the depth sensitivity of
comparison, when working at ten times lower kinetic energyhigh energy photoemission experiments.

(note that E=600 eV would be considered already as high
energy photoemission by usual standardise surface layer ACKNOWLEDGMENTS
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