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Critical behavior, scaling, and nonlinear properties of the susceptibilityx* =x8− ix9 in 18O isotope ex-
changed SrTiO3 are revisited in a crystal that was perfectly single domained by an external electric field in the
quantum paraelectric regime aboveTc<24 K. Corrections due to random-field induced nanoregions turn out to
be important, if not decisive, for a reliable description. We find quantum critical exponentsg=1.9±0.1,d
=2.7±0.1, andD=3.1±0.1, and a divergency of the nonlinearity coefficientB with an exponent 3g−2D<
−0.4. Below Tc critical and scaling analysis is inhibited by large contributions of domain walls to the
susceptibility.

DOI: 10.1103/PhysRevB.71.144113 PACS numberssd: 77.80.Bh, 77.80.Fm, 77.84.Dy, 77.22.2d

I. INTRODUCTION

Strontium titanate SrTiO3 sSTOd takes a very particular
position among the oxygen-octahedral compounds with
perovskite-type structure. Many findings, new original con-
cepts and ideas in the physics of phase transitions or even
more generally in condensed matter physics, have been born
and developed when investigating this unique material.1 On
one hand, STO reveals one of the rare antiferrodistorsive
structural phase transition from cubicPm3m to tetragonal
I4/mcmsymmetry atTa.105 K with criticality of the order
parameter as first explored by Mülleret al.2 Ever since it has
been regarded as a model system for displacive phase tran-
sitions. Further, the appearance of quantum paraelectricity in
pure STOsRef. 3d and ferroelectricity in STO doped with
Ca2+ ions4 or chemically equivalent, but heavier oxygen ions
18O2− sSTO18d,5 has attracted unrivalled interest in the low
temperature properties of this compound.

The nature of the ferroelectric phase transition induced by
the exchange of oxygen16O by its isotope18O and of the low
temperature ferroelectric state thus obtained still remains
controversial. This is manifested both in theoretical and ex-
perimental research. While Bussmann-Holderet al.6 and
Kvyatkovskii7 predict a displacive soft-mode mechanism of
the phase transition into a conventional ferroelectric state in
their theoretical works, Yamadaet al.8 claim that STO18
undergoes a transition into a three state quantum order-
disorder system. Its very specific “ferroelectric” phase is ex-
pected to reveal a considerable amount of polarization fluc-
tuations even at T=0 K, associated with tunneling
fluctuations of the dipoles. Actually, the order-disorder na-
ture of this phase transition was originally suggested by
Zhanget al.9 Its microscopic symmetry is still under debate.
While common belief would favor an orthorhombic symme-
try with the spontaneous polarization and the easy axis of
susceptibility lying in thec plane as in STO:Ca,4 optical
second harmonic generationsSHGd10 and very recent NMR
studies11 favor a lower symmetry, probably a triclinic space
group. In this paper we focus on the paraelectric regime,

where the easy axis of susceptibility lies alongf110gc.
Similarly, in experimental research, one kind of experi-

ments clearly indicates a structural phase transition atTc
<24 K into a mesoscopic domain state10,12–15or even into a
normal ferroelectric16 state with lowered symmetry, while
others, e.g., x-ray or neutron diffraction and heat capacity,
could not detect any anomalies nearTc,

5,17 thus indicating
that the system rather transforms into a disordered or very
short-ranged polar state.

Having in mind the above ambiguities we decided to
carry out detailed investigations of the nonlinear dielectric
response of the STO18 system, since it is believed that the
nonlinear susceptibility is more sensitive to dipolar ordering
than the linear one.18 These investigations are to shed some
light on the nature of the phase transition and the low-
temperature phase of STO18. In the present experiments spe-
cial attention is paid to investigations on samples in the te-
tragonal single domain state when cooling to belowTa. This
state of the sample is an essential prerequisite for reliable
experimental data. Very probably, some of the contradictions
found in the experimental results hitherto reported may origi-
nate from ill-defined multidomain states of the samples in-
vestigated. Here we name our own previous work19 and that
of others,20 which differs in some important details. Al-
though most authors used the shaping method21 for obtaining
a single domain state in the samples, it has been demon-
strated that these conditions are insufficient for obtaining the
single domain state in the STO18 single-crystal
sample.15,22,23Surprisingly, this deficiency can be remedied
by additionally applying a dc electric field which efficiently
supports this procedure.24

II. EXPERIMENTAL PROCEDURE

The experiments were performed on a single crystal
sample of SrTis16O0.06,

18O0.94d3 prepared in the same way as
described previously5,25 with dimensions 103230.5 mm3

along the directionsf1 0 0gc, f1̄ 1 0gc, f1 1 0gc sin the cubic
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systemd, respectively. Following Bednorz and Müller,4 the
sample was etched in boiling orthophosphoric acid in order
to remove surface layers of about 0.1 mm thickness. After
this procedure the sample reached its final size 1031.9
30.3 mm3, and according to common expectation21 this ge-
ometry should warrant formation of a crystallographic single
domain state with the tetragonalc axis along the long sample
edges when cooling to belowTa. Vacuum deposition of a
thin copper interface and subsequent rf sputtering of gold
were used to cover the majors110dc faces with electrodes.
The linear susceptibilityx* =x8− ix9 was measured using a
Hewlett-Packard 4192-A impedance analyzer at the fre-
quencyf =10 kHz, temperatures 4,T,50 K and an ampli-
tude of the ac probing fieldE=30 V/m in a helium-gas-flow
cryostat. Starting fromE=0, the bias field was swept be-
tween ±120 kV/m at constant temperature. In order to war-
rant identical conditions for all measurements, prior to each
measurement carried out, the sample was refreshed atT
=150 K for half an hour and then cooled down in zero field
to the required temperature.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Electric field control of structurally single domained sample

Figure 1 shows representative examples of the depen-
dence of electric susceptibility on the dc bias field as ob-
served in the sixth quarters of the respective complete loops
measured atTùTc.24 K.5,16 An example of such a bell-
shaped complete loop taken at 30 K is shown in the inset.
Solid lines represent fits to a model described below. The
bias field was applied step by step when cycling between
±Emax in order to record 1.5 periods, i.e., six quarters, of the
loop at fixed temperatures. At this temperature, being far
above the ferroelectric phase transition temperature, the
sample still remains in the paraelectric state. It is seen from

the inset in Fig. 1 that the curve related to the first quarter
differs substantially from the others. This primary curve
starts markedly below the apex of the bell, and the suscepti-
bility decreases monotonically when increasing the bias field
up to about 50 kV/m. At this field a jerky increase of the
susceptibility takes place, which is spread over a field inter-
val of aboutDE<10 kV/m. After reaching a new equilib-
rium state the monotonic decrease of the response continues
until the maximum bias field is attained. On subsequent de-
creasing of the bias field, the susceptibility monotonically
increases again, following the primary run in the high field
limit. However, belowE<70 kV/m it deviates from the pri-
mary curve reaching values enlarged by about 15%sinset in
Fig. 1d. On further cycling only very minute further changes
are observedssolid and open triangles in Fig. 1d. This reflects
near-reproducibility of the susceptibility data after the sixth
quarter cycle. It is these data that are subject to detailed
analysis in the present paper. The initial discontinuous recov-
ery of thex vs E curve is attributed to an electric field in-
duced switching of ferroelastic domains.24 Obviously, the
shaping conditions alone21 are insufficient to form a single
domain state in STO18 and a dc electric field may be used to
switch the residual domains as discussed in detail
elsewhere.24

B. Electric field dependent linear susceptibility

As shown in Fig. 1 an extremely strong field dependence
of the dielectric susceptibility is observed when approaching
Tc from above. Whilex8 is nearly independent ofE for T
ù35 K, a drastic drop of the susceptibility is observed on the
isotherm related toTc=24 K, where it is reduced by a factor
of approximately 6.5 from its initial value when approaching
Emax=120 kV/m. Characteristically, the main part of this re-
duction happens in the low field limitEø20 kV/m. Another
issue that comes from Fig. 1 is that the strong nonlinearity of
the dielectric response in the paraelectric phase is restricted
to a relatively narrow temperature range betweenTc andTc
+10 K.

In order to describe the experimental data phenomeno-
logically we decided to start from the well-known two-
termed electric equation of state

E = AP+ BP3, s1d

where P is the polarization induced be the applied electric
field E andA=A0sT−Tcd is a temperature-dependent coeffi-
cient.A0 is a constant andB the so-called nonlinearity coef-
ficient which is assumed to be temperature-independent in
classic Landau approximation. Equations1d is expected to be
valid for small enough values of the polarization where
higher terms ofP in Eq. s1d can be neglected. Equations1d
provides the relationship between the electric field and the
induced polarization, from which the relationship between
the electric susceptibility and the electric field may easily be
deduced as

]E/]P = 1/s«0x8d = A + 3BP3, s2d

where«0 is the permittivity of the free space. For practical
use an explicit function forx8sEd is preferred,

FIG. 1. dc electric-field dependences of the electric susceptibil-
ity at selected temperaturesT=24, 27, 30, and 35 K and their best
fits ssolid linesd as measured in the sixth quarters of continuous
hysteresis cycles. The inset shows one complete experimental cycle
masured at 30 K. For clarity only every second experimental point
is shown.
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x8sEd = 1/s«0A + 3«0BP2d, s3d

where the explicit relationship forPsEd has to be incorpo-
rated into Eq.s3d. This may be obtained analytically from
Eq. s1d as a solution of the tertiary equation

PsEd = f− q/2 + sDd1/2g1/3 − fq/2 + sDd1/2g1/3, s4d

with a new variableq=−E/B and a positive discriminantD
=sp/3d3+sq/2d2.0, wherep=A/B. Equationss3d and s4d
provide a convenient expression forx8sEd, which contains
only two adjustable fitting parametersA andB. What is even
more important, it is based on the identical approximation as
the initial equation of state Eq.s1d, which is in fact the in-
verse function of Eq.s4d. In Fig. 2 the sixth quarter data
taken at 33 K are shown. The solid linesline 1d represents a
best fit of these data to Eqs.s3d ands4d. The fitting procedure
was carried out in the whole data range and the result has
appeared to be very satisfactory as indicated by a very low
value of the chi-square functionx2=125.9, a favorable value
of the correlation coefficientR2=0.99994 and very precisely
determined values of the fitting parametersA
=s9.3959±0.0013d3106 V m/C and B=s1.837±0.002d
31010 m5 V/C3, respectively.

It is interesting to compare this result with other approxi-
mate treatments, which have been developed in order to ob-
tain x8sEd. One of them was proposed by Johnson,26

x8sEd = x1/f1 + 3Bs«0x1d3E2g1/3, s5d

which also contains two fitting parameters, the initial linear
susceptibilityx1 andB. In order to obtain the same low value
of x2 as in the previous treatment the fitting range has to be
reduced by one half, i.e., by fitting only the data belowE
<60 kV/m as indicated by the vertical arrow in Fig. 2. In
this case the valuesx1=12021±2 andB=s5.713±0.014d
31010 m5 V/C3 with x2=120.1 andR2=0.99969, respec-
tively, are obtained. It is seen that the value ofB is now more
than three times larger and its standard deviation is one order

of magnitude larger. An extrapolation of the best-fitting bro-
ken line sline 2d in Fig. 2 beyond the fitting range deviates
appreciably from the experimental data. Otherwise, when fit-
ting Eq. s5d to the data in the whole range of data presented
in Fig. 2 much larger values ofx2 andR2 are obtained. The
most popular expression forx8sEd has the form of a series of
even-power terms in the electric fieldE,27,28

x8sEd = x1 − 3x3E
2 + 5x5E

4 7 ¯ , s6d

where the expansion parametersx1=1/s«0Ad, x3=B/ s«0A
4d,

x5=3B2/ s«0A
7d, etc., are related to the equation of state Eq.

s1d. The above series contains an infinite number of terms
with an infinite number ofx parameters, all of which may be
expressed by the coefficientsA andB appearing in Eq.s1d.
When expanding the equation of state, as well, into an infi-
nite power series, thex parameters have to be redefined,
respectively. Approximate features of Eq.s6d containing the
first three terms are illustrated in Fig. 2 by the dotted line
sline 3d. Its extrapolation beyond the fitting rangesvertical
arrowd deviates significantly from the data. While the
x-square andR2 functions were, again, similar as in the pre-
vious cases,x2=123.0 andR2=0.99972, respectively, the fit-
ting expression now contains three adjustable parameters
x1=12012±2, x3=s2.493±0.015d310−7 m2/V2, and x5

=s9.9±0.3d310−18 m4/V4, which yield A
=s9.3955±0.0016d3106 V m/C and B=s1.720±0.013d
31010 m5 V/C3 in good agreement with the results of the
first fit. The value ofB is slightly smaller, which is probably
due to a different number of experimental points analyzed in
both procedures. While in the first procedure the entire cur-
vature of the data is taken into the account, data beyond the
inflection point are omitted when using Eq.s6d. Hence, very
probably the fit based on Eqs.s3d ands4d and its value ofB
seem to be more adequate for the system investigated.

The above discussion shows that the very simple equation
of states1d offers a very powerful tool for an effective evalu-
ation of realistic data in a relatively large range of electric
fields. Obviously the expressions4d may be expanded into a
series

PsEd = E/A − BE3/A4 + 3B2E5/A7 7 ¯ s7d

under the constraint that 27BE2/ s4A3d,1. After differentia-
tion, ]P/]E=«0x8sEd, one obtains an expression forx8sEd
which is identical with the series in Eq.s6d. It is obvious that
the series expansions in Eq.s6d or s7d, cut off after the third
term, are less powerful in fitting the data than the combina-
tion of Eqs.s3d and s4d, which make use of all information
contained in the equation of state. Thus the series expression
s6d may only be used in cases, where a very weak field
dependence of susceptibility is involved. As seen in Fig. 1,
this is not the case for STO18. In the case of strong nonlin-
earity rather the rigorous expressions based on the equation
of state Eq.s1d, Eqs.s3d and s4d, have to be used.

The above fitting procedure is satisfactory for the iso-
therms recorded in the temperature range of 31øTø50 K.
However, atT=30 K a significant increase of the chi-square
function x2=3784, and a reduction of the correlation coeffi-
cient R2=0.99977 emerges from a best fit according to Eqs.

FIG. 2. dc electric-field dependence of the electric susceptibility
taken at 33 K and their best fits to Eqs.s3d ands4d ssolid line 1d, Eq.
s5d sdashed line 2d, and Eq.s6d sdotted line 3d, respectively. The
vertical arrow designates the fitting range for lines 2 and 3. For
clarity only every second experimental point is shown.
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s3d ands4d fFig. 3sadg. In particular, severe deviations of the
fitting curve from experimental data are observed in the low
field limit fFig. 3sad, insetg. This behavior indicates that the
relatively poor fit cannot be due to the truncation of the
equation of state consisting of two terms only. Higher-order
terms in Eq.s1d would rather improve the situation in the
high field range. The above symptoms strongly hint at the
existence of a supplementary polarization mechanism, which
saturates rapidly when increasing the dc bias field. The con-
tribution of such a component with quasiswitching properties
to the dielectric response is expected to vanish due to its
constant saturation value at high fields.

Bearing in mind the proposed random-field nature of the
STO18 system,9,12 the appearance of precursorlike polar
clusters is very likely when approaching the phase transition
region. They are expected to have an effective polarization
P0 and a volumeq. The polarization due to the reorientation
of such noninteracting polar regions may be described within
a discrete-level Langevin-type approach29,30

P = P0 tanhsP0qE/2kBTd, s8d

where the local field is assumed to be close to the external
one Eloc>E. The factor 2 in the denominator is due to the
xy-type symmetry of the polarization order parameter of

STO18 as anticipated by analogy with Ca2+-doped STO16.4

Equations8d yields the following expression for the dielec-
tric susceptibilityxr8:

xr8 = ]P/«0]E = x0rfcoshsExdg−2, s9d

wherex0r =P0x/«0 and x=P0q /2kBT. As can be seen from
the solid line in Fig. 3sbd, this additional term together with
the previously used Eqs.s3d and s4d definitely improves the
quality of the fit. As a consequence, the value of thex-square
function is substantially reduced tox2=249.6, and the corre-
lation coefficient increases,R2=0.99998, while the values of
the four fitting parameters are A=s6.034±0.002d
3106 V m/C, B=s2.25±0.002d31010 m5 V/C3, x0r

=260±8, andx=s1.90±0.08d310−4 m/V. The last two pa-
rameters provide the value of effective polarization of the
precursor clustersP0=x0r«0/x=s1.21±0.09d310−5 C/m2.
As seen in Fig. 3sbd, the contribution to the total dielectric
responsessolid lined due to the additional extrinsic polariza-
tion mechanism is fairly smallsin the order of 1%d and, as
expected, it vanishes at very weak fieldsE<10 kV/m fFig.
3sbd, broken lineg. Subtracting this contribution it is easy to
extract the intrinsic response of the host as represented by the
dotted line in the inset of Fig. 3sbd. The dynamic heteroge-
neity thus introduced might be referred to as a multipolariza-
tion mechanism model.31 Here we decided to add a rapidly
saturating cluster contribution with superparaelectric switch-
ing properties to the background, whose strong field depen-
dence extending to very high fields is excellently described
by dielectric nonlinearity.

Using the above procedure it is possible to determine the
temperature dependence of the nonlinearity coefficientB
which is shown in Fig. 4. As is seen,B increases when ap-
proaching the phase transition point from above. It shows a
weak relative maximum at 29 K. Since the apex of the sus-

FIG. 3. dc electric-field dependence of the electric susceptibility
taken at 30 K and their best fits according to the one component
s3ad and the two components3bd polarization mechanism, respec-
tively. The insets show details in the low field limit. For clarity only
every second experimental point is shown.

FIG. 4. Temperature dependences of the fitting parametersA
sinsetd, B, and the calculated third order susceptibilityx3. The solid
line represent the best fits within the range shown by vertical arrows
with the critical exponents 3g−2D=−0.33±0.04, Ts=15.5 K
sfixedd, Tc

Q=26.9±0.3 K, andB0=s1.25±0.07d31010 m5 V/C3 and
g+2D=8.2 sfixedd, Ts=15.5 K sfixedd, Tc

Q=20.7±0.5 K, and
B0/ s«0A0

4d m2/V2, respectively, and extrapolated beyond the fitting
range. Dotted lines are to guide the eyes.
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ceptibility x8 vs E remains localized atE=0 below Tc, the
above superposition procedure was used for fitting a few
isotherms in the ferroelectric state as well.

It is advisable here to demonstrate a fundamental differ-
ence in the fitting results of the isotherms above and below
Tc. Figure 5 presents two isotherms taken atT=Tc±1 K and
their analysis. While at 25 K the extrinsic reorientation
mechanism atE=0, x0r, contributes only 3% to the total
responsefFig. 5sad: dotted lineg, at 23 K it increases signifi-
cantly up to 46%fFig. 5sbd: dotted lineg. The inset to Fig.
5sbd presents the temperature dependence ofx0r with its jum-
plike increase belowTc. While the intrinsic “bulk” suscepti-
bility decreases by a factor of about 2, as expected at a sec-
ond order phase transition, the extrinsic “cluster” or
“domain” susceptibility increases by a factor of about 20.
This is a convincing illustration of the transformation of the
STO18 system into a domain state belowTc=24 K. We are
inclined to call this state a “quantum domain state” since

tunneling as a substantial quantum feature is involved in this
part of the susceptibility.8,9 Very probably the fine-grained
nature of this state explains the lack of structural changes
reported in recent x-ray or neutron-diffraction studies.5,17

When the system contains a large number of mesoscopic
accidentally oriented polar regions, its global symmetry re-
mains unchanged as is wellknown from zero-field cooled
cubic relaxor crystals.32 Symmetry changes on a very small
length scale is beyond resolution of a given technique and
thus simply cannot be detected. The above picture is sup-
ported by very slim hysteresis loops with an extremely small
remnant polarization5 and by the temperature dependence of
the effective polarizationP0 of polar regions as presented in
Fig. 6. While P0 shows a sharp drop just aboveTc, it in-
creases in a jumplike fashion by two orders of magnitude
below Tc. Very probably this kind of behavior does not re-
flect the real temperature dependence of the spontaneous po-
larization, since belowTc the dielectric response is com-
pleted by considerable domain wall contributions as
evidenced by strong dispersion of the dielectric susceptibility
that was absent in the paraelectric state. Hence, domain wall
contributions are contained andP0 can neither be considered
as the cluster polarization, nor as a measure of the polar
order parameter. Similarly, the sharp minima of the fitting
parametersx0r and P0 are questionable. These parameters
were extracted from the near-critical isotherm taken atT
=24 K, where the system is strongly unstable and small
changes in temperature can give rise to large changes in the
response. More systematic research addressed to this region
is suggested for future experiments.

C. Criticality and scaling properties

Let us come back to the parameters of the intrinsic polar-
ization. When crossing the phase transition point from the
paraelectric state the nonlinearity coefficientB jumps up and
then increases smoothly againsFig. 4d. The coefficientA,
which is proportional to the inverse of susceptibility, shows a
pronounced minimum atTc ssee inset in Fig. 4d. The third

FIG. 5. dc electric field dependences of the electric susceptibil-
ity taken atT=24±1 K, respectively, and their fits according to the
two component polarization mechanismssolid linesd. The dashed
and dotted lines represent the susceptibility related to the intrinsic
and extrinsic components of the polarization. The inset insad shows
details in the low field limit. The inset insbd shows the temperature
dependence ofx0r8 sthe line is to guide the eyesd. The values of
the fitting parameters aresad A=s2.3±0.2d3106 V m/C,
B=s2.835±0.012d31010 m5 V/C3, x0r8 =s2.3±0.2d3103,
x=s5.5±0.7d310−4 m/V and sbd A=s4.5±0.9d3106 V m/C,
B=s4.56±0.05d31010 m5 V/C3, x0r8 =s3.02±0.05d3103, and
x=s1.400±0.015d310−4 m/V.

FIG. 6. Temperature dependence of the calculated effective po-
larizationP0=«0x0r8 /x of the polar regions. The line is to guide the
eyes.
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order susceptibilityx3=B/ s«0A
4d then displays a very sharp

maximum atTc in its temperature dependencesFig. 4d.
In order to characterize the temperature dependence of the

coefficientB one should refer to the equation of state written
in a more general way,33

E = A0utugP + B0utu3g−2DP3, s10d

whereg, D, A0, andB0 are the critical exponent of the sus-
ceptibility, the gap exponent, and constants, respectively.
Here we propose to replace the classic reduced temperature
t=sT−Tcd /Tc by its quantum equivalenttQ=sTQ−Tc

Qd /Tc
Q

with TQ=Ts tanhTs/T;34 Ts=15.5 K. After this modification
the factor in the first term in Eq.s10d is directly related to the
generalized quantum Curie-Weiss lawssee belowd, while the
second one describes temperature dependence of the nonlin-
earity coefficientB in the quantum regime. The modified
version of the equation of state thus obtained may be referred
to as a quantum electric equation of state. When fitting theB
data within the interval 24øTø28 K one obtains the expo-
nent 3g−2D=−0.33±0.04. Extrapolation beyond the fitting
range follows pretty well the rest of datassolid line in Fig.
4d. As it is seen, this exponent is determined by the values of
g andD which have to be extracted from other sources.

The exponentg is obtained from the susceptibility mea-
sured at vanishing dc bias fieldsFig. 7: circlesd. Fitting these
data within the temperature range 25.5øTø31.5 K to the
generalized quantum Curie-Weiss law35

x8 =
C

sTQ − Tc
Qdg

, s11d

we obtaing=1.92±0.07ssolid line in Fig. 7d, which comes
very close to the one predicted for the quantum regime,g
=2.36 Ts was fixed after a preliminary fitting procedure in
order to reduce the standard deviation of the remaining ad-
justable parameters. It is worthwhile noticing that a best fit to

Eq. s11d of the data aboveT=30 K yields the mean-field
valueg=1.

When applying a dc fieldE the maximum value of the
susceptibilityxE8sTmd decreases with increasing values ofE
and its temperature positionTm shifts towards higher tem-
peraturessFig. 7d. According to scaling theory37 these quan-
tities are scaled by power laws with exponentsD and a
=D /g, respectively, as extended to the quantum limit38

E ~ STm
QsEd
Tc

Q − 1DD

s12d

and

xEsTm
Qd ~ E−1/a. s13d

These relations provide a possibility for an experimental ex-
traction of the values of these exponents. To this end, first,
the Tm data have to be rescaled into quantum temperatures
sTm

Q→Tmd via the expression given above as shown by tri-
angles in Fig. 8. Within the field 5,E,120 kV/m we find
Tc

Q=23.1±0.3 K in agreement within errors with the result
from Eq.s11d and the gap exponentD=3.08±0.14. Using the
exponentg=1.92±0.07ssee aboved, one calculates the expo-
nenta=1.60±0.13.

On the other hand, the exponenta may directly be ob-
tained when fitting thexEsTmd vs E data to Eq.s13d ssolid
line in Fig. 8d. We obtaina=1.63±0.03, which is in a very
good agreement with the previous one. Finally, we may cal-
culate, again, the exponent referring to theBsTd data 3g
−2D=−0.4±0.5. It is in satisfactory agreement with the pre-
vious onessee aboved. The large errors±0.5d is due to the
propagation of the individual standard deviations of particu-
lar terms. Obviously, the critical behavior ofBsTd is charac-
terized by a divergence. It is clear now that the unusual tem-
perature dependence of the nonlinearity coefficientB, is a
consequence of the particular nonclassic values of exponents
g andD.

FIG. 7. Temperature dependences of the electric susceptibility at
selected dc bias fields. The solid line represents the best fit of the
data atE=0 within 25.5øTø31.5 K with C=s1.2±0.2d3106, Ts

=15.5 K sfixedd, Tc
Q=23.8±0.2 K, andg=1.92±0.07.

FIG. 8. Dependences ofTm
Q strianglesd and xEsTmd scirclesd on

the electric fieldE. The solid lines represent fits of the data within
the range indicated by the vertical arrows to the formulasTm

Q=Tc
Q

+KE1/D and xEsTmd=K8E−1/a, respectively, withTc
Q=23.1±0.3 K,

K=2.5±0.2, D=3.08±0.14, K8=s1.33±0.04d3105, and a
=1.63±0.03.
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Having in mind the expression for the third order suscep-
tibility x3=B/ s«0A

4d one easily obtains a respective expres-
sion describing its temperature dependence as

x3 =
B0

«0A0
4utQu−sg+2Dd. s14d

This expression fits satisfactorily to the data presented in Fig.
4 striangles and respective solid lined with the exponentg
+2D=8.2, which complies well with that obtained from the
individual values ofg andD, g+2D=8.2±0.4.

The exponenta is a key quantity for static nonzero-
external-field scaling analysis of the data based on the
relation37,38

x8sT,Ed/x8sT,0d = fhEfx8sT,0dgaj, s15d

with a=d / sd−1d=D /g. Here x8sT,Ed;x8sTd is the static
dielectric susceptibility at temperatureT and external fieldE,
whereasx8sT,0d;x08sTd is the zero-field susceptibility at the
same temperature.d scales the power-law relation of the
critical isotherm atT=Tc, E~ Pd, between the external elec-
tric field and the polarization. This equation is very conve-
nient for the scaling analysis of criticality, because it contains
only one fitting parametera and does not requirea priori
knowledge of the critical temperature. In order to check the
scaling behavior of the data we constructed the scaling func-
tion f according to Eq.s15d, xE8sTd vs Efx08sTdga by using
different values ofa. Best data collapsing onto one master
curve is achieved witha=1.62 sFig. 9d in good agreement
with values obtained above. Closer inspections shows that it
provides an excellent compromise for almost all data points.

The scaling analysis of the experimental susceptibility
data discloses a very good scaling behavior of the STO18
system with consistent effective scaling exponents. Using the
well known scaling relations one may calculate further ex-
ponents, e.g., b=D−g=1.2±0.2 and a=2−g−2b=
−2.1±0.5. These values show drastically that STO18 devi-
ates significantly from the classic Landau universality class.
They give rise to the unusual temperature dependence of the
nonlinearity coefficientB as discussed above. To the best of
our knowledge, the resultb.1 has never been found in any
theoretical system. However, the possibility forb.1 has
already been suggested for the doped system SrTiO3:Ca.38

IV. CONCLUSION

Within the framework of a two component polarization
mechanism it has become possible to separate the extrinsic

polarization due to reorientation of polar regions from the
intrinsic host one. Our exponents thus determined are related
to the intrinsic polarization of the system investigated in a
structural single domain state. They make the present inves-
tigation much more precise than our previous one19 and en-
hance its degree of reliability. It should be stressed that, al-
though the relative contribution of the extrinsic polarization
to the total response is very low in the paraelectric state, it
gives rise to quite sizable changes of the nonlinearity coeffi-
cient BsTd. However; it increases substantially in the ferro-
electric state, which might be classified as a quantum domain
state controlled by quenched random fields.

Furthermore it has been shown that the very simple quan-
tum electric equation of state offers a powerful tool for a
satisfactory description of the nonlinear dielectric response
up to a relatively large field range, even in the case of a very
strong field dependence of the dielectric susceptibility. Ap-
proximate treatments or truncated series expressions have
only limited usefulness.
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