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We use Monte Carlo simulations of a coarse-grained three-dimensional model to demonstrate that the
experimentally observed approximate temperature independence of the magnetic creep-rate for a broad range
of temperatures may be explained in terms of record dynamics, namely, the dynamical properties of the times
at which a stochastic fluctuating signal establishes records.
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I. INTRODUCTION ramped at a fixed rate up to a value and then remains con-
stant for the entire duration of the experiment.
The magnetization of type-Il superconductors is deter- We use a three-dimensiondD) version of the restricted
mined by the number of quantized magnetic vortices insid@ccupancy mode(ROM)*'-*" to study the response to a

the samplé.As an externally imposed magnetic field is in- fixed applied magnetic field. Important physical properties of

creased, vortices penetrate the sample in a process which & 3D layered ROM model have a nearly temperature-

nonzero temperature is driven by thermal activation over enl_n_deper)dent dynamical e.VOIUt'OH’ mz_atchmg in this respect
) .~ simulation results previously obtained for the same
ergy barriers produced by the sample surface and by pinnin

) oo odef=?7 as well as experimental results on type-Il
centers in the bulk. When the external field is lowered, Vor'superconductor%i6v11'12v16‘20v28‘3%s a strong temperature

) i X %ensitivity is expected for the activated dynamics of an en-
in and out of the sample determines the magnetic creep-ralgyq|y classical model system, the mechanism behind the ob-
Given that the magnetic relaxation is driven by thermalgered temperature independence warrants some further the-
activation, it is rather surprising that experiments have found)etical scrutiny.
the creep-rate to be essentially temperature independent in a p fixed applied magnetic field can be expected to lead to
wide temperature rande'? Several mechanisms have beeng nonstationary time dependence of the internal magnetiza-
suggested to explain how competing factors are able to canion, which slowly increases from zero to about the value of
cel the typical Arrhenius temperature dependence@kp)  the applied field. Interestingly, the low-temperature dynami-
for activation over an energy barriet. The most prominent cal evolution of the response involves two types of configu-
theoretical suggestion so far is probably the description irfation rearrangements, having widely different time scales.
terms of collective creep’ One type consists of rapid glitches by which the magnetiza-
Here we show that the lack of temperature dependence dion irreversibly jumps to higher values, as additional vorti-
the creep rate can be understood quite simply in terms ofes enter the system. We refer to these glitches as
record dynamicd* which has recently been proposed as aquakes$®3¢37to emphasize their nonequilibrium nature, their
general mechanism for the irreversible dynamics following aabruptness, and their dramatic effect on the state of the vor-

sudden quench in glassy systeth&® tex system. The quakes are separated by much longer periods
We base our analysis on the following two experimentalof apparent quiescence, during which the vortex system is
and numerical observations: “searching” for a configuration of larger stability and for a

(a) For along time, glitches have been observed in thevay to accommodate more vortices inside the sample. Even
time dependences of the magnetic relaxation of type-Il suthough the total magnetization does not change, the internal
perconductorgsee Ref[12] and references therginAs the  spatial organization of the vortices undergoes considerable
external magnetic field is varied, the magnetization underrearrangements.
goes abrupt jumps whenever vortices suddenly move in or We argue that the slow vortex creep associated with the
out of the sample. quakes can be analyzed through the statistical properties of

(b) A number of studies, experimental as well asrecord dynamics, which immediately explains the tempera-
theoreticall®27 indicates that in a broad range of not too ture independence of the creep-tatdor the range of
high temperatures the vortex system exhibits many charademperatures for which this description is applicable. By
teristic features of glassy dynamics. record dynamics we mean the following. Consider a stochas-

Many?8-35 put far from all®~2° creep experiments study tic time signal x(t). The corresponding record signal is
the response of the external magnetic field to a sweep, irR(t)=max._{x(7}, i.e., the largest value assumed }y) up
cluding sign reversal. For simplicity, we will presently con- to the current timet. The physical idea behind record
centrate on a setup in which the external field is initially dynamicd436-3839is that large irreversible configurational

1098-0121/2005/711.0)/1045267)/$23.00 104526-1 ©2005 The American Physical Society



OLIVEIRA et al. PHYSICAL REVIEW B 71, 104526(2005

changes in noisy systems with a macroscopic number of The Hamiltonian of the ROM model is thus the following:

metastable attractors are induced by noise fluctuations of

record size. Similar behavior is observed in other glassy H :EA”.ninj - > Ain + 2 AP+ ) Ag(ni - nj)2, (1)

metastable systems, e.g., gels and spin glasses, and can be ij i i (i),

characterized statistically in a similar w&y?%3" This high-

lights the underlying unity of nonequilibrium glassy dynam- wheren; is the number of vortices on siteof the lattice. In

ics at low temperatures and supports the possibility of a coma superconducting sample the number of vortex lines per unit

mon theoretical description. area is restricted by the upper critical figl,),* so in the

The paper is organized as follows: The next section summodel the number of vortices per cell can only assume val-

marizes the properties of the ROM model used in the simuues smaller tharN.,=Bc,l3/ ¢o.2>*® Hence the name re-

lations. Section Il briefly introduces a possible stricted occupancy model. Moreover, as we are interested in

mechanisrt?383%py which activated dynamics can become a simulation setup that does not require magnetic field inver-

insensitive to the temperature in a glassy system, and dension and the vortex-antivortex creation is strongly sup-

onstrates its relevance for the ROM model dynamics. Sectiopressed, we simply considay= 0.

IV focuses on creep-rates and contains comparison with ex- The first two terms in Eq(l) represent the repulsion en-

periments. Finally, Sec. V presents a summary and a discugrgy due to vortex-vortex interaction in the same layer, and

sion. the vortex self-energy, respectively. Since the potential that
mediates this interaction decays exponentially at distances
longer than our coarse-graining lengthinteractions beyond

. THE 3D ROM MODEL nearest neighbors are neglected. WefgetAy=1, Ajj:=A, if

The two-dimensional random occupancy model has beeh@nd] are nearest neighbors on the same layer, &pe0
shown to reproduce the essential features of vortex dynamicherwise. _ _
at nonzero temperatufé-2’ Here we use Monte CarlMC) The third term represents the interaction of the vortex
simulations of a generalized 3D layered version of the ROMPancakes with the pinning center is a random potential
model to capture the long-time relaxation of interacting vor-and for the purposes of this work we consider thahas the
tex matter. following distribution: P(AP) =(1-p) S(AP) - pS(AP-A¥). The
In vortex matter, the length scale of the interactions carpinning strengthAf]| represents the total action of the pin-
be very large compared with the average distance betweeting centers located on a site. In the present work we use
(pancake vortices. At high densities, this implies that each |A§|=0.3.
vortex interacts with many others. For layered superconduct- Finally, the last term describes the interactions between
ors this situation can roughly be described by two lengtithe vortex sections in different layers. This term is a nearest
scales: the first is the range of the interaction parallel to thé@eighbor quadratic interaction along tkeaxis, so that the
planes: this is the London penetration depthThe second number of vortices in neighboring cells along thdirection
length scale is the vortex correlation lengihparallel to the tends to be the same.
applied field(which we imagine to be perpendicular to the  The parameters of the model are defined in unitef
copper oxide planes for high temperature supercondyctorsThe time is measured in units of full MC sweeps. The rela-
The exact identification of this length scale is difficult and istionship between the model parameters and material param-
likely to depend on the anisotropy of the material, the natureeters is discussed #3:48
of the pinning, the strength of the magnetic induction, and Each individual MC update involves the movement to a
the temperature. This length scale may be related to vortefeighbor site of a single randomly selected vortex. The
line cutting?®-4” These length scales, respectively, give themovement of the vortex is automatically accepted if the en-
horizontal and vertical lattice spacing of our model. Theergy of the system decreases; if the energy of the system
horizontal coarse-grained length sciecorresponds to the increases, the movement is accepted with probability
penetration depthy=\ of the superconducting material, and exp(~AE/T).49
the spacing between the layers in our lattice we consider Given that the movement of pancake vortices is restricted
[,~§&. Smaller length scales are ignored. For our purposeto the superconducting planes we only allow MC movements
this approximation is acceptable because the length scalgsrallel to the planes. We have used periodic boundary con-
smaller tham\ seem to have little influence on the long-time ditions along thez direction.
glassy properties of vortex matter. The external magnetic field is modeled by the edge sites
Another limitation of the model is that it ignores the on each of the planes. The density at the edge is kept at a
variation of X with the temperature. As will become clear controlled value. During a MC sweep vortices may move
from our ensuing discussion of record dynamics, ignoringbetween the bulk sites and the edge sites. After each MC
the temperature dependence\as not crucial for our expla- sweep, the density on the edge sites is brought to the desired
nation of the observed temperature plateau of the creep-ratealue. Initially the external field is increased to a desired
In a sample of a superconducting material, the vortex matvalue (Ng,=10 vortices per edge sjtdy a very rapid in-
ter behavior is determined by the competition of four energycrease in the density on the edge sites. We have here used a
scales® intra- and interlayer vortex-vortex interaction, sweeping ratey of 0.25 per MC sweepcompared with
vortex-pinning interaction and thermal fluctuations, all of ye[10°°,1072] in our previous studi€$2"). After this fast
which are schematically included in the ROM model. initial ramping, the external field is kept constant, while we
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study how the vortices move into the sample. The age of the 1750
system(t,), is taken to be the time since the initial ramping.

We have studied systems of different sizes, and obtain
similar results except for very small system sizes. Our key 1700
results were obtained in a system consisting of eight layers
of size 16<16. The model parameters used in our simula-

tions were 1650

N (1)

number of realization = 4000,

1600
A;=0.28,
A,=0.5, ‘ L [ [
100 1000 10000 100000
p=0.5, t
FIG. 1. The detailed time variation of the total number of vor-
=-0.5, tices N(t) on the system for a single realization of the pinning
A=-0.3 ices N(t) h f ingl lization of the pinni
potential and the thermal noise in ax®8Xx 8 lattice for T=0.1.
N, =27, Notice the monotonic step function character of the time series.
y=0.25, same also holds for the general expressiong@) in Eq.
(2). The independence @f(q) on the distribution of random
Ney= 10. numbers corresponds to the independencgfon the ther-

mal noise and will translate directly into the temperature
independence of the creep rate.
It has recently been showa?®3%that in (glassy systems
IIl. RECORD DYNAMICS having a large number of dynamically inequivalent attrac-

We will in this section describe how the observed plateadOs: temperature independence of suitably coarse-grained

in the temperature dependence of the magnetic creep-rate cdynamical variables can arise from the peculiar way in which_
be explained in the framework of record dynamics. Let udhe attractors are selected as the system evolves from a typi-

first mention the salient features of what we mean by recor§@/ly rather unstable initial configuration through gradually
dynamics. Consider a stochastic sigré) with no time cor- more stable ones. A similar noise insensitivity of stochastic
relations. Now derive the record sign(t)=max_x(7)}. Qynamlcs has been observed Wét()h otherltypes of noise, e.g.,
We note thatR(t) is a monotonous piecewise constant func-"" driven dynamical systen® and in evolutionary

: _ ) ) . dynamicst®5t
tion that only increases its value at discrete timgsvhen- o .
ever y(t) manages to fluctuate to a value larger than any That the ROM model also exemplifies this type of behav-

) Igr can be gleaned from Fig. 1, showing the time dependence
encountered previously. For our present purpose, the MOSk the number of vortice\(t) which during a single run

important property of the statistics of the record tintgss .
that the probability that exactly records occur during the have e”tefed the system up to tlmemportantly, th? Ien_gth_
of the quiescent periods typically increases with time

+ - . . L. .. . .
E:gnne) '?;etrga;[tg(’)t(‘)’v d Ea]\p(;\;vrrc]:(irritgtilcs)r:hs;igir?Igicseiritgﬁttlargtlgn anotlce the Iogarlthm|c time axis in Fig. l Were _thls not the
Ioga’rithmic time scald3%i e case, the dynamics would appear continuous in terms of a
oo suitably coarse-grained time scale. Conversely, the lengthen-
()9 ing of the intervals between successive quakes signals the
p(q) =~ - exp(— (@) (2)  anticipated gradual entrenching of the dynamics into dy-
@ namically more stable configurations.
with average number of quake events proportional to loga- Also important is that the overwhelming majority of the
rithmic time observed glitches lead to states with a higher number of vor-
tices. Thisde factoirreversibility of the dynamics enables
(@)= alog(1 +t/ty). () one to meaningfully approximate the sigriait) with the
Here is the logarithmic rate of events. To get the gist of themonotonically increasing record signBlt) =maxq{N(t)}.
mathematics behind E@2) (for full detail see Ref. 14 we  We stress that this theoretically convenient idealization is
note that since the largest outcome, i.e., the record,iof  only applicable within the strongly nonequilibrium regime of
dependent trials is equally likely to occur at any of the our present concern.
instances in the sequence, it occurs at the first attempt with Statistical insight into the time evolution in the number of
probability 1£. Hence, the probabilityp(1) of exactly one vortices present within the system is provided by Fig. 2,
record int trials is 14, independently of the distribution of where the empirical distributions df(t) are displayed for
theunderlying signaly(t). It is important to point out that the three different times, which are equidistantly placed on a
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0.02

from the simulated distributions in the inset of Fig. 2 or from
fitting Eq. (4) to the simulated data in the main frame of Fig.
2. In both cases we find=16. We also find that is essen-
tially temperature independent for temperatures below
T=0.1. This is also expected from the insert in Fig. 2. It is
important to mention that the MC dynamics does overcome
many positive energy barrie(dE > 0) through thermal ac-
tivation for temperatures in the range 00T <0.1. As the
temperature is lowered, fewer MC updates correspond to
AE>0, and for the lowest temperatures MC steps involve
AE=<0 only?* Nevertheless, the record dynamics remains
essentially temperature independent Ter 0.1.
The agreement is encouraging and suggests that the pro-
0 0 ' 500 ! 1000 cess of vortex penetration into the sample can be described
N ¢+ ) - N () in terms of a Poisson process with logarithmic time argu-
v v ment, called the log-Poisson process. We also note that the
log-Poisson statistics covers the temporal distribution of the
evolution of the pdfP[N(t+t,)—N(t,)] of the number of vortices _quakes_but has nothing to say on the size d'St.”bUt'Or_' of the
jumps, i.e., the number of vortices entering during a single

entering for t,=1000 and fthree different observation times event. This stochastic quantity could in principle introduce
t=188,2791,8371 given by the black, slightly jagged, curves. The ) q y P P

smooth curvegblue) are a fit to the theoretical expressisee Eq. addlil_onaldtlrtr;]e a_lnd :er?plzeratlérehdeper:ﬁep ?'es' Howel;/er, gs
(4)]. The system is 18 16X 8 andT=0.0001. The insert shows the mentioned, the |nsr?_ ot Fg. h S OWSA a g_r al veLy roa
quake size distribution for various temperatures for the time intervaparamem‘_r range, this Is ”9“ € case. Accoraingly, the creep-
betweent=1000 andt=10 000. ForT<0.1 the distribution has an &t obtained by convoluting the distribution of the quake

approximately exponential tail. Fai=0.5 the shape becomes closer SizeS and the log-Poisson distribution of number of quakes
to a Gaussian. will also be temperature independent.

The link between record statistics and the stochastic dy-
namics of a glassy system is discussed in detail in Ref. 36 on

logarithmic time axis. The inset in Fig. 2 shows the tail of the . 7 . X : ,
. . . . the basis of several idealized physical assumptions. The first
probability density functior{pdf) of the number of vortices, : : . Lo
element is the existence of a large number, in principle a

p(v), enterlr)g'durmg a smgle quake. To a good .fippmx'ma'continuum, of attractors. These are sets of configurations
tion, the tail is exponential and the observed time depen-

L clustered around a local energy minimum and supporting
dence and temperature dependence gi(of are negligible, equilibrium-like reversible thermal fluctuations. By contrast,
except for the highest temperatufe0.5.

. L . attractor changes—our quakes—are as-sumed to be irrevers-
The interpretation in terms of record dynamlcs_suggest%le on the time scale at which they occur. The exact nature
that t_he probability th?‘t eX?Ct'W qqakgs oceur during t_he of the quakes is not entirely clear in our system. At interme-
tlme _mterval [twthWth] IS _P0|sson distributed on a logarith- diate temperatures they are related to activation over barriers
mic time scalé&* 3% according to Eq(2). We approximate the

and the jump inN(t) is associated with a increase in the
pdf for the number of vortices which enter during a given JP ®

K inset Fia. Pb tial distributi energy of the interacting vortices. However, at the lowest
quake eventsee inset Fig. Pby an exponential distribution temperatures there is not sufficient thermal energy available

P(v)=exp-v/v)/v, and assume that subsequent quakes arg, o system to climb over energy barriers. The thermal
staqsucally mdependenp The number of vortices entering),ctuations are only able to push the vortices along equipo-
during exactlyq quakes is then a sum of exponentially dis- o ntia| trajectories or to lower potential energy configura-

tributed independent variables, and is hence gamma distri;o s |n this regime the vortex motion is hindered by jam-
uted. We finally obtain the pdf for the total number of vorti- ming and the quakes are of a mechanical nattire.

ces entering duringt,,t,+t] by averaging the gamma A interpretation in terms of record dynamics implies that
distribution for q quakes over the probability Eq2) that e gynamical bottlenecks overcome by fluctuations are de-
preciselyq quakes occur within the time interval of interest. (armined by the actual noise history, and not predetermined
This leads to t_he following expression for the pdf of total i, 5 static fashion. For other model systeth& the validity
number of vorticesAN=N(t+t,)~N(t,) that may have en- f the assumed linkage between noise records and barriers
tered during the time intervat,, t,+t]: was confirmed by considering white noise perturbations

drawn from a distribution with finite support, e.g., a box
0(AN, 1) = e 8No=(@) [ L I1(2 /(Q>AN> (4) distribution, and by then studying the properties of the se-
’ vAN v )

0.015

p (N (t+t ) - N (t )
o
=

0.005

FIG. 2. (Color online The main panel contains the temporal

lected attractors as a function of the maximum size of noise.
Record-induced dynamics has thus a number of testable
wherel; denotes the modified Bessel function of ordé¥ 1. predictions, the most interesting of which is, for our pur-
The above theoretical prediction, is compared in Fig. 2 withposes, the logarithmic time dependence and the striking tem-
our simulation results. To estima{g) according to Eq(3),  perature independence of the number of quakes occurring in
we usedw=22.6, as obtained from the logarithmic rate of thethe time interval[0,t], which are shown in the following
guake events. We can determinein two ways. Directly  section.
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FIG. 3. (Color onling Vortex density time dependence in the
system for various temperatures. Ho& 0.1 the vortex number is a FIG. 5. (Color onling Main panel: Numerical results for the
piecewise linear function of Idg). For T=0.5 the system relaxation creep-rate versud for the time interval betweeri=1000 and
becomes faster. In this plai(t) is averaged over many system (=10 000. In the low-temperature region the creep-rate is constant
realizations. within our numerical precision for about two orders of magnitude:

we observe a nonzero creep rate in The 0 limit. Insets: experi-
IV. CREEP-RATES mental results for the creep-rate verudhe right inset shows data

Let us now turn to the dependence on time and temperdtom Keller et al. for melt processed YB&u;07 (YBCO) crystals
ture of the total number of vortices in the sample. At timeWith the magnetic field applied along tieeaxis (squares and ab
t=0 we rapidly increases the external field from zero up the?!@ne(circles. The left inset shows data frofiRef. 53 for unirra-
value N, (see Sec. )l The vortex density of the bulk sites diated (squares and 3 MeV proton-irradiatedcircles YBCO flux

gradually increases as vortices move in from the boundary.grown (Ref' 54 crystals with a 1 T magnetic field applied parallel
. to thec axis.
In Fig. 3 we present, for a very broad range of tempera-
tures, the average densitft) of the bulk sites as function of _ )
the natural logarithm of time lag). As anticipated, the time ~ FOr timest; <t<t,, Fig. 3 demonstrates thalt) depends
dependence is temperature independent for all but the higinearly on lodt) to a very good approximation.
est temperatures. The linear logarithmic time dependence is of course en-
One can identify three different temporal regimes sepatirely consistent with the record dynamics outlined in the
rated at times,; ~ 300 andt,~3x 10*. For the remainder of Previous section. We consider the total number of vortlc;es in
this paper we will focus our analysis on the intermediatethe systemN(t,+t) to be the accumulated effect of vortices
regimet; <t<t, (and choosé,=t;). Our reason for this is entering during quake events that have occurred prior to time
that att; vortex interactions become essential through out thdw*t. Lett, denote the time of occurrence of quake number
entire system. The late-time regirhe t, is very difficult to ~ and letv, denote the actual number of vortices entering dur-
resolve appropriately in simulations and is probably equallyng this quake. We then have
difficult to study experimentally.

Nt+t) =Nt + 2 o (5
0.012 iy <t<ty+t
0.011 - where the sum is over all quakes that occured during the time
interval [t,,, t,,+1]
0.01 - 4 From Fig. 2 we know thab, is temperature independent
and possesses a well definedSince the average number of
£ 0.009 _ qyakes increas_es according to IB# record dynamics pre-
S dicts the following(temperature independeriemporal evo-
0.008 | lution of the average number of vortices
0.007 AN = (N(t +1,)) — (N(t,)) = av log(1 +1/t,), (6)
I i.e., for the considered time regimét,>1 a temperature-
0.006 L. L L L . e .
0.0001 0.001 0.01 0.1 independent logarithmic rate given by
T

dAN/d log(t) = avl(1 +t,/t) ~ av. (7)

We extract the rate of the quakes in the simulations from
temporal signals like the one exhibited in Fig. 1. In Fig. 4 we

FIG. 4. Quake dynamics rate versusT for the time interval
betweent=1000 andt=10 000. Notice thatv is roughly tempera-
ture independent for three orders of magnitude belowO.1.
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demonstrate that the quake rate is indeed approximately inng, and future study of the ROM model will seek to improve
dependent of temperature in the broad temperature intervalur understanding of the spatial and dynamical properties of
104<T<2x102 these quakes. We can already conclude that the physical
Finally, Fig. 5 shows the near temperature independencmechanisms involved must be different at low and high tem-
of the actual rate with whichN(t) changes. We extract peratures. At the lowest temperatures activation over free
this rate from the data shown in Fig. 3 in the time energy barriers are excluded and the quakes are related to
region t;<t<t, and plot the normalized creep-rate mechanical rearrangements of the vortitedit elevated
S=dlog[M(t)]/d log(t) in order to compare consistently with temperatures the quakes are expected to be triggered by ac-
experiments, here we have uskt) =|N(t)—Nq,d. tivation over thermal barriers. The present paper shows that
record dynamics can be used to understand the temperature
range from very low temperatures, where no barriers can be
V. CONCLUSION climbed, up through a regime in which thermal activation

We have presented an analysis of simulated vortex cree%oes take place. For high temperatuf@s our case for
data in terms of record dynamics. This approach allows us td > 0-1) the description in terms of record dynamics breaks
interpret the observed temperature independence of tH&Wn. This happens when there is sufficient thermal energy
creep-rate as a generic property of the dynamics of recoro%vallak_JIe to make any trapped metastable configurations
obtained from the underlying fluctuating sequence. To estapshort lived. _ o
lish the temperature independence of the creep-rate we do Let us finally mention that our description in terms of
not need to know the detailed nature of the quantity being®cord dynamics may not exclude aspects of previous de-
gradually maximized. Nor do we need a description of theScriptions of vortex relaxation in terms of,_e.g., correlated
intermittent vortex quakes that are responsible for the abrugtollective vortex creep? We would rather think of our ap-
changes in the number of vortices. All we make use of is thé?roach as contributing to an understanding of the detailed
assumption, supported by the simulated model, that th@ature of the dynamics of the correlated vortex regions.
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