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We present a method to simulate scanning tunneling spectra on metal and semiconductor surfaces. The
method is based on the full electronic structure of the surface and the tip. Compared to existing methods, it
provides the additional advantage that surface and tip contributions can be clearly distinguished in the ensuing
spectrum. Analyzing the spectra of surface states ons111d noble metal surfaces, we find that the simulations
agree well with experimental data only with respect to the surface contributions. We conclude that model tips
in spectroscopy simulations have to be modified compared to the tips used in topography simulations in the
past.
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I. INTRODUCTION

Experiments in scanning tunneling microscopysSTMd
over the past ten years have increasingly moved from an
analysis of structure and atomic positions to an analysis of
electronic properties and processes. The main reason for this
change of focus is the wide availability of low-temperature
sabout 80–200 Kd and even very-low-temperaturesmK to a
few Kd microscopes. The new level of experimental preci-
sion has had some remarkable consequences in research. In
particular, the demonstration of standing-wave patterns of
surface electrons, e.g., on Ags111d,1–3 images still used for
the cover design on nanotechnology books, has come to
symbolize, more than other measurements, the instrument’s
power and precision. In a wider frame of reference, tunneling
spectroscopy, due to its rich features and resolution power of
complex electronic properties, is probably the most expan-
sive field in low-temperature STM experiments today. This
evolution clearly indicates that the field has sufficiently ma-
tured. High-resolution topographies and numerical simula-
tions are now all but routine, and, apart from the so far un-
solved problem of assessing the agreement between
experimental and simulated STM tip models, the correspon-
dence between experiment and theory is satisfactory if not,
in some cases, spectacular.4,5

To move theoretically in the same direction as low-
temperature experiments, i.e., to go from topography to high-
resolution spectroscopy, poses some particular problems,
once theory tries to progress beyond the description of the
surface alone. The surface alone and its characteristics in
tunneling spectra can be inferred from the local density of
states and its changes with bias voltage. But if a simulation is
to include the whole tunneling junction and not just one part
of it, it is immediately confronted with the problem of tip
representation. It is quite well known that metal surfaces
frequently possess a rather complicated band structure near
the Fermi level.6 In an experimental spectrum, the features
will be determined not only by the surface itself, but also by
the STM tip. Experimentally, a way around this problem is
the preparation of specific blunt tips,7 which can be gauged
on particular systems, e.g., Cus111d, where the signature of
the surface electronic structure is well known. Theoretically,
a similar strategy needs to be adopted if one does not know,

initially, the detailed structure of the STM tip used in spec-
troscopy experiments. In spectroscopy, the parameter space
for tip simulations is substantially larger than in topogra-
phies, because one crucial property of tips in high-resolution
topographic experiments is missing. Spectroscopy tips do not
usually yield atomic resolution of a flat metal surface, which
suggests that theycannotpossess a mono-atomic apex. This
removes many of the constraints used to great profit in to-
pography simulations. As the current is no longer passing
through a single apex, the theoretical problem can no longer
be reduced to finding a particular chemical composition, e.g.,
a contamination on a tungsten base,8 but is also confronted
with the exact geometry and termination of a large array of
atoms. The parameter space in this case increases beyond
what is numerically manageable. That is to say, even though
one can in principle construct tip models of a few hundred
atoms with today’s computer codes, it is unfeasible to map
the ensuing band structure with suitable resolution.

How does the resolution of a spectrum relate to the map
of the band structure? Assuming that the energy resolution in
today’s best experiments is in the range of mV,3 a numerical
representation of the experiment has to include, for a specific
band, at least onek point of the surface Brillouin zone every
few mV. This makes, e.g., on a noble metal surface, for a few
thousandk points of the band-structure map. On a known
surface, one could circumvent the problem by some clever
interpolation routine. However, on an unknown or electroni-
cally very complicated, e.g., magnetic, surface, this might
not work too well and shift the problem mainly to a different
arena, without actually reducing the numerical effort. Given
this level of precision, the parameter space for accurate tip
calculations becomes so large, and the calculations so expen-
sive, that they would actually be unfeasible for routine simu-
lations of spectroscopy experiments.

For these reasons, we have adopted a two-way strategy.
On the one hand, we have developed numerical spectroscopy
simulations based on the Bardeen method, shown to be very
reliable in topography simulations.4,9 On the other hand, we
have also developed a direct way to determine the changes
from one bias value to the next. This method allows us to
separate the effects of surface and tip electronic structure.
The main conclusions of our simulations of noble metal sur-
faces are as follows:sid Simulated spectra are at present pre-
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cise enough for detailed comparisons with state-of-the-art
experiments in the temperature range above 150 K; andsii d
the electronic structure of the tip models tested is unsuitable
to represent the tips in the experiments. The paper is orga-
nized as follows. In Sec. II, we shall briefly talk about the
computational methods and the main equations of Bardeen
and differential spectra. Section III shows our simulated re-
sults for the spectra on noble metals111d surfaces. The final
sections present a discussion of results and a summary of the
work.

II. THEORY AND NUMERICS

A. Differential tunneling spectroscopy simulations

The central theoretical formulations of Bardeen’s ap-
proach to tunneling are well known. Their main equation
describes the dependency of the tunneling current on the bias
voltageV and the position of the STM tipR. It is usually
written4,9

IsR,Vd =
4pe
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Here, mS sTd denotes the Fermi function of the surface
stipd. Thed functional in this equation is due to energy con-
servation, which is a central assumption in the derivation of
the formula, e.g., from the separate wave functions of surface
and tip in Chen’s modified Bardeen approach.10 In principle,
the relation can be used for any bias voltage within a range
of about61 V, where the change of electronic properties of
the sample surface due to the potential of the tip is suffi-
ciently small and well below the range of field emission. The
set point of a given spectroscopy measurement is determined
by the current at a specific bias voltage. Usually, the current
feedback loop is then disengaged and the bias voltage
changes over a specific range. It is thus only by performing
the integration that one actually knows the distance of the
STM tip from first principles.

Here, we encounter two fundamental theoretical prob-
lems. First, experimental results are usually given in terms of
dI /dV curves, which will involve the numerical differentia-
tion of Eq. s1d. The differential value cannot directly be ob-
tained, e.g., from the integral kernel, without some approxi-
mations involved, since a change of bias will also change the
transition channels by virtue of thed functional. Such a nu-
merical differentiation, however, will make the calculation
inherently unstable due to the Fermi distribution functions.
As the largest slope of the current will be found near the
Fermi level, this region will always prominently show up in
the computed spectrum. An obvious solution to the problem
is to compute the spectra for zero temperature. In this case,
the Fermi distribution functions are changed to step func-
tions and electrons of both systems will always tunnel
strictly from an occupied into an unoccupied state.

The second problem is a problem of control: the numeri-
cal differentiation procedure does not allow any distinction

between states of the surface and states of the tip. The ensu-
ing IsVd distribution and its numerical derivative are there-
fore convolutions of surface and tip states. The electronic
structure of both sides of the tunneling junction contributes
in an equal manner to the result. A solution to this problem
would be to revert back to the Tersoff-Hamann model of
tunneling.11 There, the current is assumed proportional to the
local density of states of the surface by virtue of an approxi-
mation for the tip states, viz., the only involved tip state is a
state of radial symmetry, and such a tip states exists for every
bias voltage. The voltage dependency can be included by a
model suggested by Lang,12

dI

dV
~ erSseF + eVdTseF + eV,Vd

+E
eF

eF+eV d

dV
frSsedTse,Vdgde. s2d

rS denotes the local density of surface states at the vacuum
boundary zs, and Tse ,Vd is the transmission coefficient
through an average barrier at a given bias voltage and energy
e; it is described by

Tse,Vd = expf− 2sÎ2msFav + eF − e + eV/2d/"g . s3d

The average work functionFav=sFS+FTd /2, while s is the
vertical distance between the tip apex and the vacuum
boundaryzs of the surface. In the limit of zero bias, only the
first term survives, and the expression reduces to the usual
formulation within the Tersoff-Hamann approximation,

IsR,Vd ~ E
0

eV

dEo
i

uciu2. s4d

In this case, the integral kernel and thus thedI /dV spec-
trum can be directly determined since the eigenvalues or the
transition channels are only related to the bias interval and
are incrementally increased for an incremental increase of
the bias voltage. However, it should be clear that the spec-
trum obtained from the integral kernel is qualitatively differ-
ent from the spectrum, e.g., obtained by the Bardeen method
and a numerical differentiation. While the first could be
called a differential spectrum, the second is the derivative of
an integral spectrum. For reasons of consistency, the assump-
tion that current is proportional to the local density of states,
which is at the bottom of the Tersoff-Hamann model, finds
its expression here in the proportionality of the current de-
rivative and the derivative of the local density of states.

This might seem an unnecessarily fine distinction, but it is
also made in experimental spectra. Early experiments, e.g.,
by Stroscio and Biedermann,13,14 determined thedI /dV
curve by numerically differentiating a measuredIsVd curve.
Numerical differentiation of noisy data is generally problem-
atic. It is thus that the method works comparatively well in
an ambient environment and for very distinct electronic fea-
tures of a surface, e.g., a surface state on Fes001d or Cus111d.
It fares far worse in the determination of subtle features, e.g.,
the onset of a surface state in low-temperature experiments
or the threshold of a vibrational node in single-molecular
spectroscopy. There, the incremental differences are directly
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determined by oscillating the bias voltage around a median
value by about 20 mV.15 Since the actual changes here occur
in a range of only 20 mV, it becomes unfeasible to account
for experimental results by integral spectroscopy.

A short example might illustrate the issue. It is well
known that the surface state of Cus111d is located at about
2450 mV from the Fermi level at theG point of the surface
Brillouin zone. It is equally well known that the dispersion of
the state leads to ak vector of about 0.5p /a at the Fermi
level. If the spectrum from2450 to 0 mV should possess a
resolution better than 10 mV, then the interval must be
spanned by at least 100k points, due to the requirement of
numerical stability in the differentiation. This, in turn, means
that the Brillouin zone has to be mapped by more than
100 000k points. Not only is it close to impossible to per-
form such a calculation within density-functional theory,
given standard size computer systems, it also seems highly
inefficient. The ensuing spectrum, precise though it might be,
still does not answer the question of what actually causes a
particular feature in the spectrum. The origin still could be
both the copper surface or the STM tip.

To account for both problems—the problem of high reso-
lution and the problem of identifying a particular
feature—we need to develop a method, similar to a determi-
nation of the spectrum from the integral kernel alone, but for
a calculation including the STM tip. The solution could be
called a differential Bardeen spectrum, and it rests on one
approximation: a change of the bias by an incremental
amount leaves the bulk of the transition channels unchanged.
The only changes are the additional transitions due to the
change of bias voltage. The incremental current change in
this case has two distinct components: one component due to
overlaps of states at the Fermi level of the tip and states of
the band structure of the surface, and one component map-
ping states at the Fermi level of the surface to the band
structure of the tipssee Fig. 1d. The method deviates to some
extent from the method suggested by Hörmandinger a few
years ago. There, the derivative of the current with respect to
voltage was described by16

dI

dV
= fTs0dfSseVd −E

0

eV

dEfT8sE − eVdfSsEd. s5d

The functionsfS sTd of the surfacestipd electronic structure
denote the contributions to the tunneling matrix element in
the Bardeen approach, and it was assumed that these contri-
butions can be split into products. In this paper, we follow a
different approach for two reasons.sid The expression still
contains a derivative with respect to the bias of the tip con-
tributions. It will be seen in our analysis of simulated results
that such a derivative is inherently numerically unstable and
requires a map of the tip band structure beyond today’s com-
putational means.sii d The integral kernel in the Bardeen ma-
trix element contains the expressionsx* ¹c−c¹x*d. It
seems not feasible to separate the ensuing square of the sur-
face integral in separate surface and tip functions, or only if
one assumes a featureless tip which can be described analyti-
cally.

Apart from making the separate contributions identifiable,
the suggested method for differential spectroscopy has two
additional advantages: since it does not involve a numerical
differentiation it is also more stable and more precise; and
since it involves at each step only a fraction of the actual bias
voltage range, it is also considerably faster. The numerical
values in such a calculation, however, are still actual values,
e.g., in nA/V, and can therefore directly be compared to ex-
perimental results. The incremental change in the current due
to a change of bias fromV to V+dV is then

dI = o
i1k1

uMsci1
,xk1

du + o
i2k2

uMsci2
,xk2

du, s6d

where the eigenvalues of surfaceEi1s2d
and tipEk1s2d

states are
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Here, EF denotes the Fermi level of the surface and tip
system, respectively. Then the total spectrum contains
equally two distinct contributions due to the band structure
of the surface and the tip system,

dIsVd
dV

= o
i1k1

uMsci1
,xk1

du

dV
+ o

i2k2
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,xk2

du

dV
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In this case, the simulated values are very stable, since a
constant bias increment has the effect that the surface band
structure always maps onto the same STM tip states at the
Fermi level. Any changes from one bias value to the next are
therefore directly related to the changes of the surface elec-
tronic structure. Numerically, the calculation is also very ef-
ficient: given a high resolution of the surface and tip Bril-
louin zone and a small bias increment of about 5–10 mV, the
simulation of one point of a spectrum can be performed, on a
workstation, within less than 1 h. This, in turn, makes it
possible to simulate tunneling spectra also with high local
resolution.

FIG. 1. Contributions to the tunneling current at a bias voltage
V. The change of the bias by an incremental valuedV leads to two
distinct additional contributionssgrayd: one contribution mapping
the states at the Fermi level of the tip onto the band structure of the
surfaces1d, and one contribution mapping states at the Fermi level
of the surface onto the band structure of the tips2d.
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B. Calculating the surface electronic structures

The electronic structure of noble metal surfaces and
model tips was calculated with density-functional methods.
We used the Vienna Ab Initio Simulation Program
sVASPd.17,18 The potentials of the ionic cores were modeled
with VASP’s projector augmented-wavessPAWd sRef. 19d
implementation. The exchange correlation energy was calcu-
lated within the PW91 parametrization scheme.20 Initially,
we calculated the electronic structure of 13-layer films, sepa-
rated by 15 Å of vacuum. We found that in this case the
surface states of the film couple through the bulk as well as
the vacuum, leading to two surface states on either side with
an energy difference of 10 mV. The number of layers was
therefore increased to 25fAgs111dg, or one surface of the
film was passivated by hydrogen adsorbed in the threefold
hollow sitesffor Cus111d and Aus111dg. This measure was
suitable to either reduce the splitting of the surface bands to
less than 1 meVfAgs111dg, or to quench the surface electrons
on one surface. Similar results were previously found by
full-potential calculations of the Aus111d and Ags111d sur-
face states.21 It should be mentioned that we used the experi-
mental lattice constant in all calculations, as previous expe-
rience with a theoretical lattice constant indicates that, e.g.,
the surface state of Ags111d is shifted into the unoccupied
range. All surfaces were fully relaxed. The electronic ground
state and the charge distribution were calculated with a
Monkhorst-Pack grid of 1031031 specialk points in the
irreducible wedge of the surface Brillouin zone. In the final
calculation, we used ak map centered at theG point of 331
special points within the irreducible wedge covering only
25% of the full Brillouin zone. This is sufficient to map the
surface bands on all surfaces up to about 1 eV above the
Fermi level. The final map amounts to more than 2000 points
at the center and a correspondingly high resolution of the
metal band structure.

The STM tip models in the simulations were tungsten
s110d films terminated either by four tungsten atomssflat tipd
or by four tungsten atoms and a single atom at the apex
ssharp tipd. Also in this case, the systems were fully relaxed.
Since the tip unit cells are significantly larger than the sur-
face unit cells, we only used 100k points centered at theG
point to map the tip electronic structure. The atomic arrange-
ment of the two tip models is shown in Fig. 2.

C. Calculating the tunneling spectra

The calculation of tunneling spectra with the method de-
scribed above is straightforward. The bias voltage is ramped

from an initial values21 Vd to a final values11 Vd in steps
of 20 mV. At every step the incremental change is calculated.
We only present results for one STM tip position on the
surface: the position on top of surface atoms. The results for
the hollow positions differ only slightly by their absolute
valuessless than 1% in the distance range of evaluationd. The
set point for the evaluation, which corresponds to the point in
the experiments, where the feedback loop is disengaged, was
set to a distance of 7.0 Å between the surface and the STM
tip. In this range, currents are sufficiently smallsless than 1
nA at a bias of21 Vd so that interactions between surface
and tip can be safely neglected. ThedI /dV spectra were
finally smoothed with Gaussian of 20 mV, 50 mV, and 80
mV half-width, respectively.

III. DIFFERENTIAL SPECTRA ON NOBLE
METAL SURFACES

The s111d surfaces, of copper, silver, and gold have been
researched extensively due to their importance as model sys-
tems for two-dimensional electronic structures. The silver
s111d surface, where the bottom of the surface state band lies
very close to the Fermi level, also allows us to study inter-
ference of surface electrons scattered at atomic centers or
step edges. The reason, in this case, is the long wavelength of
surface electrons at the Fermi level, which is substantially
larger than the dimension of the unit cell. In this case, the
interference pattern dominates STM images, and the decay,
e.g., from a step edge, can be used to estimate the lifetime of
surface-state electrons due to their interactions with electrons
and phonons of the crystal. The coppers111d surface is one
of the main systems in surface-science research for three
reasons: it is easy to clean and then provides large flat ter-
races which can be measured by scanning probe or electron
diffraction methods; it does not interact easily with adsor-
bates and can therefore be used to study the processes occur-
ring during alloying with other metals; and it is one of the
easiest systems to measure with STM due to the relatively
high corrugation of 10–20 pm. Apart from that, its surface
state is easily recognized even under ambient conditions. The
gold surface is important in two separate fields. In nanoelec-
tronics, it is used as the conducting material, e.g., in circuits
comprising organic molecules or single organic films posi-
tioned between gold electrodes. Such a setup has potentially
important applications in organic transistors. In heteroge-
neous catalysis, it was found recently that small clusters of
gold on, e.g., titanium oxide templates provide a much en-
hanced catalytic performance.22 There seems to be still some
controversy, whether this enhancement is due to catalytic
processes at the rims of the cluster, or whether the strain on
the gold films changes their electronic properties in such a
way that the interaction with physisorbed molecules changes
significantly.23 Copper and gold surface states have been
most successfully mapped by angle-resolved photoemission
experiments,24 while low-temperature STM measurements
have been used to determine the onset and thus the lifetime
broadening.3 In all three cases, detailed spectroscopic simu-
lations have so far not been performed; the best theoretical
data result from one-dimensional models including many-
body effects.25

FIG. 2. sColor onlined The two STM tip models used in the
simulations. The models are based on a three-layer tungsten film in
s110d orientationsdark atomsd, covered by a tungsten pyramidsleft,
bright atomsd or a tungsten tetramersrightd.
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A. Tunneling spectra on Cu(111)

The differential spectra on Cus111d are shown in Fig. 3.
The top frames represent the surface contributions only. The
left frames are the simulated spectra with an atomically sharp
tungsten tip; the right frames show the spectra for a flat tip.
We simulated the ensuing spectra under different thermal
conditions, included in the evaluation by a broadening of
spectral features with a Gaussian of 20 mVsgrayd, 50 mV
sfull lined, and 80 mVsdashed lined half-width. Initially we
note that the top frames for the two spectra are identical. The
only difference is the absolute values, which depend on the
number of states at the Fermi level of the STM tip. It can be
seen that this has no influence on the onset of the surface
state at about2450 mV. The oscillations of the spectrum
with a period of about 25 mV denote the energy resolution in
the simulation. Decreasing the broadening to less than 20
mV thus will not affect the ensuing spectrum. Considering
the overall shape of the spectrum, it can be seen that it is
rather similar to a step function. If the thermal broadening is
increased to about 50 mV, the oscillations due to the discrete
k mesh in the simulation vanish. It may thus be concluded
that the spectrum yields an accurate description of experi-
ments at temperatures above 150 K.

The bottom frames show the spectra including the band
structure of the STM tip. We notice two features which are
due to the tip electronic structure alone:sid a peak at about
2800 mV andsii d a dip at the Fermi level. Both of these
features are not confirmed by experimental data.26 They
clearly indicate the limitations of the tip models used in the
simulations. Given that the peaks in the full spectra are un-
equally spaced, the additional features should not be due to

the limited k grid of the tip used in the simulations. The
effective area of thek mesh was limited to about 25% of the
tip Brillouin zone. If this were the origin of the additional
peaks, then under the condition of equally spacedd bands the
peak would reveal an equal distribution with respect to en-
ergy. However, the difference between the first peak at2800
mV and the second or third not only varies in value, it also
varies from one tip to the other. We conclude from this fea-
ture that the additional peaks, distorting the spectrum of the
surface electronic structure, are due to the limitation of our
tip unit cell and the confinement of electrons to compara-
tively few film layers. The same conclusion could be drawn
by a comparison with the spectra on Ags111d or Aus111d,
which reveal the same additional peaks, also varying from
the sharp to the flat STM tip model. There is, however, one
feature of the spectrum including the STM tip, which has a
profound physical meaning. It can be seen, in particular by
comparing the full spectrum for the combined flat tip and
surface with the spectrum of the surface alone, that the
former shows a slope toward higher energy values which
does not exist in the latter. This effect is genuine: when the
surface states map onto tip states with lower energy, as the
energy is increased, the decay length of the tip states be-
comes shorter and thus the overlap with surface states
smaller. The dispersion of the surface state, which leads to a
change of the electron momentum in thez direction, and the
height of the vacuum barrier at a specific energy uniquely
characterize the decay length of surface-state electrons. As it
remains fairly constant over the bias range, as revealed by
the spectrum of the surface state alone, the additional tip
contribution leads to a slope toward higher bias values,
which is also confirmed by experiments.26

B. Tunneling spectra on Ag(111)

On Ags111d, the simulations including only the surface
electronic structure and the states at the Fermi level of the
STM tip show an onset of the surface state around280 mV
to 270 mV, indicating the bottom of the surface band. In this
case, the spectrum also shows a slope toward higher bias
values. We conclude from this difference that the one-
dimensional picture, which unambiguously assigns a step-
function behavior to the spectrum of surface states, needs to
be modified in a three-dimensional environment. As the de-
cay of the surface-state electrons into the vacuum depends on
an interplay between the dispersion of the state and the decay
characteristics due to the vacuum barrier, it is subject to dif-
ferences for different metals. In a simplified model, we may
write for the relation between the vacuum decay constantk,
the energy eigenvalueE, and the reciprocal-lattice vectork
sin atomic unitsd,

k2 − k2 = 2E, E = E0 + ak2, s9d

where a is characteristic for the dispersion of a particular
surface state. If we assume that the differential contribution
to the tunneling current at a specific bias voltage and dis-
tancez0 depends on the vacuum decay lengthk and the area
of the Brillouin zone covered in a particular energy interval,
the differential change of the current will be

FIG. 3. sColor onlined Differential spectrum on Cus111d. The
top frames show the surface contribution of the spectrum, simulated
with the sharpsleftd and flatsrightd tip. The bottom frames display
the sum of surface and tip contributions. Results are given for three
different values of thermal broadening: 20 mVsgrayd, 50 mV ssolid
lined, and 80 mVsdashed lined. It can be clearly seen that the tip
contribution for the chosen model tips leads to a peak at about
2800 mV, in contrast to experiments.
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dIskd = expS− z0ÎE
1 + 2a

a
−

2E0

a
D2kpdk. s10d

The relation between bias voltage and energy is given by

E = EF + V. s11d

Then conductance, ordI /dV, will be described by

dI

dV
sz0,Vd =

p

a
expS− z0ÎV

1 + 2a

a
+ constD . s12d

The spectrum will show a slope as the bias voltage is
increased. The slope depends on the energy of the surface
state at the center of the Brillouin zoneE0, and the surface
state dispersiona, and will differ for different surface states.

The results of our simulation on Ags111d are shown in
Fig. 4. The slope is considerably larger in the positive bias
regime than, e.g., for Cus111d. Also in this case the surface
contributions alone are in good agreement with experiments,
while including the tip band structure in the differential spec-
trum leads to artificial peaks at2800,2200, and1500 mV
ssharp tipd, or 2800, 2200, and1300 mV sflat tipd. But
while on Cus111d the surface state remains recognizable even
with the tip contributions, it is distorted beyond recognition
on Ags111d. In the case of a sharp tip, the main peak is at the
lower end of the spectrum. In the case of a flat tip, the energy
value of the peak is reproduced, but the onset is substantially
extended.

C. Tunneling spectra on Au(111)

The tunneling spectrum on Aus111d shows the onset of the
surface state around2500 mV, in agreement with experi-
ments. Also the steeper slope toward higher bias voltages as
compared to, e.g., Cus111d is backed by experimental data.25

In the plots of the surface contributions, the energy resolu-
tion of the band map with low thermal broadeningsFig. 5,
gray lined can clearly be distinguished. We conclude from the
simulations, as in the previous cases, that the band map is
precise enough to reporoduce experimental spectra in a ther-
mal range above 150 K. Concerning the tip contributions, we
note the same problem as on the other surfaces: the peaks
introduced by the tip electronic structure, in particular its
confinement to a few layers of tungsten, have no correspon-
dence in experimental data.

IV. SURFACE-STATE ONSET
AND LIFETIME BROADENING

In the past, two methods to determine the lifetime of
surface-state electrons have been suggested.sid The slope of
the surface state onset in a spectrum, which directly relates to
the lifetime broadening due to inelastic electron-electron and
electron-phonon interactions.3 sii d The decay of standing
waves with the distance from a surface terrace.27 We have
calculated the slope of the onset from our spectroscopy simu-
lations and compared the results to experimental low-
temperature measurements. In all cases, the spectrum was
simulated with an energy resolution of 2 mV, and the ensuing
spectrum smoothed with a Gaussian of 10 mV half-width.
The results of this comparison are shown in Fig. 6. At first
glance, the slope differs for Ags111d and Cus111d or Aus111d
surface states; the results furthermore seem in acceptable
agreement with experimental data.25

However, the theoretical model of our simulations does
not include many-body effects. Given that the onset of a
surface state should in an ideal case be a step functionfsee
Eq. s12dg, there should be no difference between the onset at
the three noble metals. But the picture changes if we assume

FIG. 4. sColor onlined Differential spectrum on Ags111d. The
top frames show the surface contribution of the spectrum, simulated
with the sharpsleftd and flatsrightd tip. The bottom frames display
the sum of surface and tip contributions. It can be clearly seen that
the tip contribution in this case distorts the spectra and makes the
onset of the surface state all but unrecognizable.

FIG. 5. Differential spectrum on Aus111d. The top frames show
the surface contribution of the spectrum, simulated with the sharp
sleftd and flat srightd tip. The bottom frames display the sum of
surface and tip contributions. It can be clearly seen that the tip
contribution also in this case distorts the spectra and makes the
onset of the surface state all but unrecognizable.
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that the energy resolution in the spectrum, essentially deter-
mined by the band-structure map, is comparable to the onset
we determine in the simulation. Then, the dispersion curve of
the surface state will provide the energy difference from one
k point of the band-structure map to the next. And if the
dispersion curve has a very low curvature at theG point, then
the energy resolution will be improved. This makes the simu-
lated onset for Ags111d only about half the value obtained for
Aus111d and Cus111d. From the viewpoint of comparisons
between experiments and simulations with respect to
surface-state lifetimes, it seems that a fully adequate com-
parison requires an even higher resolution of the band-
structure map than used in this work. Including many-body
effects in such a simulation seems well beyond computa-
tional means today. Considering the problem of simulation, it
seems to be safe to conclude that a theoretical treatment of
lifetime broadening is best applied to the decay of standing
waves, e.g., scattered from a step edge rather than to the
slope of the surface-state onset. In the latter case it seems
unclear, as long as three-dimensional simulations are not vi-
able, how a particular experimental situation will actually
influence the achieved onset and thus make a detailed com-
parison between experiment and theory problematic.

V. DISCUSSION

Given that tunneling spectra on noble metal surfaces have
been measured for more than ten years, it seems quite aston-
ishing that only very few detailed comparisons between ex-
periments and simulations have been accomplishedssee, for
example, Refs. 3, 16, and 26d. One reason, as seems clear
from the presented theoretical results, is the enormous nu-
merical effort. Tunneling spectra depend to a much higher
degree on the numerical details of the electronic structure
calculations than topographies.

Concerning the theoretical scheme developed for differen-
tial tunneling spectroscopy, it seems accurate enough to de-
scribe the detailed features of a spectrum with a resolution of

20–50 mV. For most spectra, this level of accuracy seems
sufficient. However, in very detailed low-temperature experi-
ments, experimental accuracy is above this level. In prin-
ciple, it is possible to increase the number ofk points to
about 10 000 in the Brillouin zone, and to map the band
structure with sufficient accuracy. This has not been done in
the present work, which was aimed at introducing the
method and showing its potentials. Given the theoretical re-
sults presented in this paper, it seems fair to consider differ-
ential spectroscopy, even if it is based on an approximation
for the bulk of electron transitions—that they will not be
influenced substantially by the change of transition channels
due to the offset of bias—as a quite accurate tool in simulat-
ing tunneling spectra. The additional advantages, i.e., the de-
tailed analysis of surface and tip contributions, the compara-
tively high efficiency, and the numerical stability, more than
balance the approximation involved.

Concerning the tip electronic structure, the simulations
reveal a lack of detailed understanding. It was shown in pre-
vious simulations that tunneling topographies can be accu-
rately simulated with STM tip models of a rather limited
size. This, however, is not possible in tunneling spectroscopy
or only under specific conditions. If, for example, the density
of states at the Fermi level of the surface system is very low,
the second term in Eq.s6d becomes very small compared to
the first term. Since this second term describes the contribu-
tions of the tip band structure to the differential spectrum, it
will become negligible compared with the overlap of the
surface electronic structure and tip states near the Fermi
level. In this case, the simulated tunneling spectrum will be
essentially the spectrum of the surface alone. This applies in
particular to metal surfaces with a surface state far from the
Fermi level and semiconductor surfaces. First simulations of
these surfaces will be presented in the very near future and it
will be shown that in this case it is possible to simulate the
full spectrum including the STM tip.

If the problem of suitable tip electronic structures, ana-
lyzed with this method, remained unsolved, the method of
Lang,12 using only the surface electronic structure, would be
the end point of any analysis. But the advantage of the sug-
gested scheme is that it allows quantifying a large class of
materials where the tip electronic structure, even with
Bardeen’s method, is not too relevant: these are all materials
like semiconductors or certain magnets, where the surface
density of states at the Fermi level is very low by compari-
son. It also tells us, via the analysis of surface states and their
numerical representation, that the band structure of a surface
is only correctly represented if the calculation involves at
least 23 layers. And finally it allows a qualification of tip
electronic structures, which will faithfully represent even
complicated surfaces: this is always the case if the tip elec-
tronic structure has a sharp peak at the Fermi level. In this
case, the second term in Eq.s6d is equally negligible. That
such tip structures may exist can be inferred from the reduc-
tion of the valence band if atoms have a decreased number of
nearest neighbors, as, e.g., at surfaces. Reducing this number
further, e.g., for a tip apex of very few atoms, and increasing
the number of layers as well as the size of the tip unit cell,
should eventually produce such a structure in simulations. It
thus provides a clear research program for how we can in-

FIG. 6. Onset of surface states on noble metal surfaces. The
experimental datasbottom framesd were taken from Ref. 25. The
values obtained seem to correspond well with experimental values,
even though they relate to the band-structure map rather than in-
elastic effects, as explained in the text.
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clude the tip electronic structure and what these tips, geo-
metrically and electronically, will look like. Improving the
electronic structure of the STM tip relies on an accurate map
of a semi-infinite tip crystal with a distinct apex structure of
a few atoms. Given the numerical limitations, such a tip
cannot, at present, be calculated within standard DFT meth-
ods, relying, e.g., on a three-dimensional repeat unit. Given
the fact that the surface of, e.g., Ags111d has to be simulated
by a film of at least 23 atomic layers, and considering that a
single layer of a model tip includes at least eight atoms, an
exact map with a high number ofk points is unfeasible with
current simulation methods. A potential way to improve this
situation is to compute the tip electronic structure with non-
standard methods, e.g., the Korringa-Kohn-Rostoker method,
which can routinely be applied to semi-infinite systems.
However, this method is usually limited to only a few atoms
per layer and a comparatively low number ofk points.
Whether or not it can be applied to the specific geometry and
composition of the STM tip has to be determined in future
calculations.

VI. SUMMARY

In this paper, we have presented a method to calculate the
tunneling spectra on metal surfaces. The advantage of the

method is that it includes the full electronic structure of the
surface and the STM tip. It allows us, however, to distinguish
between surface and tip contributions in the ensuingdI /dV
map. The method was applied to differential spectra ons111d
noble metal surfaces, where it was shown that we obtain
good agreement between theory and simulations. We also
showed that the usual STM tip models, successful, e.g., for
tunneling topographies, are unsuitable for detailed compari-
sons between experiment and theory in this case. The reason,
identified by a careful analysis of the ensuing spectra, is the
local limitation of STM tip structures, leading to confinement
of tip electrons and artifacts in the electronic tip structures. A
potential improvement of the method is to base the STM tip
structure on simulations of semi-infinite systems.
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