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We have carried out classical molecular dynamics simulations to study the configurational and energetic
properties of the Si self-interstitial. We have shown that the Si self-interstitial can appear in four different
configurations, characterized by different energetics. Along with the already known tetrahedral, dumbbell, and
extended configurations, we have found a highly asymmetric configuration not previously reported in the
literature. Using a data analysis technique based on time averages, we have extracted the formation enthalpies
and the probability of finding the interstitial in a given configuration, both depending on temperature. By the
use of thermodynamic integration techniques we have determined the Gibbs free energy and entropy of
formation, and the relative concentration of each interstitial configuration as a function of temperature. We
have demonstrated that the change of interstitial configuration is correlated with the diffusion process, and we
have identified two different mechanisms for interstitial-mediated self-diffusion. In spite of the microscopic
complexity of the interstitial-mediated diffusion process, our results predict a pure Arrhenius behavior with an
activation energy of 4.60 eV in the temperature interval 900—1685 K, in good agreement with experiments.
This energy is decomposed in an effective interstitial formation enthalpy of 3.83 eV and a migration barrier of
0.77 eV, which macroscopically represent the averaged behavior of the different interstitial configurations.
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[. INTRODUCTION tions from independent diffusive mechanisms or defects,
Dsp=2,D;C;, whereD; andC; are the diffusivity and concen-

Native point defects in Si, vacancies and self-interstitialsration, respectively, of the relevant defect. Only two diffu-
have been an important field of both theoretical and experisive mechanisms are routinely considered in Si: the vacancy-
mental research for several decades. The interest in its studyediated and the self-interstitial-mediated diffusion
continues today due to their role in a large variety of phesmechanisms. A third one, the concerted exchange of
nomena, especially in those related to the fabrication of miPandey;! is based on the defect known Bspair or simply
croelectronic devices. Native Si defects affect the micro-bond defect which consist of a local distortion of the Si
structure evolution of the material during several of the IClattice with no excess of deficit of atom&® It is a low
manufacturing steps, and thus can alter the final performandermation energy defect that maintains fourfold coordination.
of the device: Understanding their behavior and properties isEven though it has been given a fundamental role in the Si
important in order to develop predictive atomistic simulatorsamorphization proces$;!® its contribution to diffusion is
for the design of new IC generations by saving the realizausually disregardédsince it has been theoretically demon-
tion of expensive and time-consuming test fots. strated to be negligible in comparison to the other two

The study of the Si self-interstitial properties is of particu- mechanism$® Even though the Si self-diffusion process is
lar importance. Self-interstitials have been implicated as thevell characterized experimentally, the individual contribu-
origin of rodlike defects observed in Czochralski single-tions to it from vacancies and self-interstitials are still an
crystal growth, which can ultimately produce the degradatioropen question, as well as the determinationDpfand C;.
of the manufactured ultralarge-scale integrated silicorlJsually additional hypotheses have to be introduced since
devices® On the other hand, during the implantation step adirect experimental detection of Si self-interstitials has
large concentration of interstitials is introduced in the lattice proved to be difficult
Upon subsequent annealing at elevated temperatures theseln order to complement these experiments, theoretical
interstitials interact with dopants, such as B, and cause thstudies have been carried out to determine the configuration
so-calledtransient-enhanced diffusipwhich alters the junc- and energetics of the Si self-interstitial, as well as its
tion depth? This effect is becoming more and more critical diffusive behavior. These include first principfes.6-21.23
as the size of devices shrinks on every new IC generatiortight binding (TB),*224-2° and classical potential calcula-
Besides, Si self-interstitials have also been given a role in théons28-3-38However, even when using the same calculation
understanding of amorphous phase formatién. techniques, different authors come to different conclusions

In spite of the great number of studies devoted to it, theegarding the Si self-interstitial properties. The discrepancies
interstitial contribution to Si self-diffusion is far from being are mainly related to the determination of the lowest forma-
fully understood. Experiments have established that Si selftion energy configuration and to the microscopic description
diffusion obeys an Arrhenius behavior over a wide range obf the interstitial-mediated self-diffusion mechanism.
temperatures with an activation energy of 4.5—4.87€¥. Most of the first-principle studies of the Si self-interstitial
The self-diffusivity Dgp is written as the sum of contribu- properties are based on static minimization techniques,
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mainly because of the limitation on the simulation times {I™NKkAt),pNKkAY)], k=1, ... M}, (1)
(<30 p9 that can be treated. Statical minimization tech-

niques have been shown to give useful information, above alvhere M is the total number of discrete points needed to
those related to defect formation energies. However, with it§over a given simulation timé (t=MAt). From the com-
use the system could get trapped in a local potential miniputed trajectory it is possible to extract the average of a
mum instead of finding the global one. Sometimes, defecsystem propertyA by
configurations obtained by statical methods have been shown

M
to be unstablé! Symmetry is often enforced when searching 1 N N
possible configurations and migration paths, and that can oc- A= MEAD (kAt), p (kAD)], 2

casionally lead to wrong conclusioffs?! These limitations,
which could explain the discrepancies among results of difprovided the relation betweehandf™ andpN is known and
ferent authors, would be avoided by using fully dynamicalthe total simulation time is long enough.
simulations. However, that is not possible within the first- |n the MD technique the interactions among the atoms
principle framework due to the excessive computationabetermine the system dynamics. Consequently, it is impor-
workload, except for temperatures close to the Si meltingant to use interatomic potentials that represent as close as
point!® Unfortunately, to be able to do fully dynamical simu- possible the interactions in the real material. In our study,
lations it is necessary to resort to empirical approaches, at th&/en though no large systems are necessary, we have to
expense of losing the “parameter-free” character of the firstsimulate very long times, at least for the lower temperatures.
principle methods. In fact, to get reliable statistics on thewe resorted to the use of an empirical interatomic potential,
different interstitial configurationgseveral thousands of much less computationally intensive than first-principles or
samples and to accurately describe the diffusion processTB methods. Among the several potentials for Si that can be
(several hundreds of diffusion hopat intermediate tempera- found in the literaturésee Ref. 42 for a comparative stidy
tures(around 1000 K, even the TB technique could be com- e have chosen to use the one developed by Tersoff within
putationally prohibitive. Classical potentials allow us to af- its third parametrizatioriT3).° It takes into account many-
ford such kinds of long dynamical simulations, but thepody interactions through the use of an effective coordina-
electronic description of the system is lost and some care hagn term that depends on the bond lengths and their relative
to be taken in order to extrapolate results to situations nogrientations. The potential parameters were fitted to a data-
explicitly included in the potential parameter-fitting process.pase consisting of cohesive energies of real and hypothetical
In the literature, the vast majority of classical studies on thgobtained byab initio method$ bulk polytypes of Si, along
Si self-interstitial have been carried out using the Stillinger-with the bulk modulus and bond length in the diamond struc-
Weber (SW) potential?® and consequently their properties ture. In addition, the potential was required to reproduce all
within the SW description are rather well established. This ishree elastic constants of Si to within about 20%. Even
not the case for the Tersoff potentfdl. though no point defect data were included in the fitting pro-
In this paper we present a thorough study of the Si selfgess, the fact that data regarding structures not having four-
interstitial configurational and energetic properties using mofold coordination were used in the fitting suggests that the T3
lecular dynamicsMD) calculations within the Tersoff de- potential could be more suitable than others at describing
scription. The MD technique is briefly introduced in Sec. Il, point defects, since the involved atoms are also not fourfold
as well as the motivations behind the use of the Tersoff pocoordinated. In fact, Tersoff compared the point defect ener-
tential and the particular conditions of our calculations. Ingies predicted by T3 with first-principle calculations showing
order to analyze the simulation data, we used a techniqughat values were consistent within 1—2 &\Jyhich was only
based on time averages of atom coordinates along the simg-factor of 2 worse than the consistency amongaheénitio
lation, which is presented in Sec. Ill and compared withresults of different groups.
other analysis methods routinely used. In Sec. IV the main A limitation attributed to the T3 potential is that it predicts
results of our work are presented, with special emphasis 08 melting point temperature for Si of around 2406%4yell
the comparison with results obtained by other authors usingbove the value found in the experiments, 1685 Khis is
different techniques, both theoretical and experimental. Finot an important drawback since it is possib|e to make a
nally, in Sec. V some conclusions are drawn. rescaling between real and T3 temperatures. Pettat. re-
lated the simulation temperatufie; with a scaled real tem-
peratureT,qy by requiring that the internal energy of the
Il. MOLECULAR DYNAMICS SIMULATIONS classical simulation system at; be equal to that of a cor-
responding quantum system &t,.** They defined a tem-
The MD simulation technique consists of the numericalperature scaling expression based on a fifth-order polynomial
resolution of the equations of motion for a system Mf that relatedT+; with T,ey. Unfortunately, their scaling law
atoms*! These equations are discretized in time and solvednly comprised the temperature range upTigy=700 K.
in a computer by using a suitable integration algorithm. TheSince our simulations have been carried at higher tempera-
outcome of the MD simulation in each time st&pis the set  tures, we have extrapolated their scaling law with a second-
of positions™ and momentg" for all atoms. The phase- order polynomial. We have fitted the polynomial parameters
space trajectory of the system can be represented by the d&t assuring continuity of the scaling law and its first deriva-
of numbers: tive atT,e5=700 K, and making the real melting temperature
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of 1685 K coincident with the T3 melting temperature of be simulated. Due to the exchange between kinetic and po-

2400 K. The resulting scaling law is given by tential energies, it is necessary to rescale atom velocities sev-
42 > eral times during an initial run to finally equilibrate the sys-
Tr3=6.95X 107*Tp, + 2.66X 10 Ty + 3.79% 107, tem at the desired temperature. Then the system is allowed to

(3)  freely evolve in theNVE ensemble until the total simulation
) ) time is reached. This time should be long enough to ensure
where bothTr; and T, are in K. In the following tempera-  {hat 4 meaningful part of the phase space has been sampled
ture T will be taken to meaf e, as given by Ed(3), unless i order to apply Eq(2). Due to the slower dynamics in the

otherwise noted. _ N lower temperature range, this total simulation time can be as
In spite of being one of the most used Si empirical poten-high as one-tenth of a microsecond.

tials in MD calculations, there are few studies on the Si
self-interstitial properties within the T3 description. Ungar
al. used the T3 potential to study free energies, structures and [1l. ANALYSIS OF THE SIMULATION DATA

diffusion of point defects in Si in order to complete a . . . .
previous study carried out by Balamane and co-workérs. We are interested in the study of the time evolution of the
configurational and energetic properties of the Si self-

However, instead of carrying out dynamic simulations, they.

used the Monte CarléVC) framework, and in the case of interstitial at different temperatures. Even though MD is a
the self-interstitial they only consider,ed one possible conPowertul tool to study defect dynamics at an atomistic level,

figuration. Nevertheless, they found that the T3 potentia ome problems arise when analyzing data directly extracted

gives a fairly good description of the point defect formation rom the simL_JIations. l_JsuaIIy thermal agitatio_n precludes the
and migration energies. On the other hand, in a recent worE'reCt analysis of configurations and energetics, above all at
Nishihira and Motooka observed the generation and move-Igh tempelre;tur:s.. To geta clet:_:m Iconflggratlor;]frorgbz MD
ment of interstitial defects from a planar crystal—amorphougun’ several lechniques are routin€ly used, such asdbe
interface They used MD simulations with the T3 potential. "9 down 100 K or the steepest-descent/conjugate-gradient

inimi i 27,34 i i
However, their interest was mostly focused on the study ofninimization methods: In _coollng down_ o 0 K the ki .
the recrystallization process. netic energy of the system is slowly drained via velocity

To study the variation of the Si self-interstitial properties rescaling until the total temperature has dropped close to

with temperature we carried out MD simulations for several0 K. I.n th'e m|n|m|zat|on.methods.at.oms are mpved anng
temperature values between 900 K and 1685 K. We hav@e direction of the maximum variation of the interatomic

used a system consisting of 576 Si atoms, large enough to 98 tential function. In both cases particles are gradually dis-

reliable values of the formation energies, and more thar? a_ced to their (,jlose.st local pot.erlltial minimum, thus elimi-
double the system size of previous MC s{mulatié%@'he nating thermal vibrations. Then it is possible to extract clean
dimensions of the computational cell werea>43\s‘”.§a configurations and formation energies for the defect. How-

% 3y2a, a being the Si basic unit cell lengti5.43 A). The ever, these techniques are relatively computer demanding,

MD cell, of approximately the shape of a cube, was bounde nd thus they cannot be applied to every configuration ob-

. L ained from the MD simulation. Besides, there is no certainty
by two .(100) plangs n thexX d|re(':t|.on. ancj _by fpur(llO) of reaching the global potential minimum instead of a local
planes inY andZ directions. To minimize finite size effects minimum
we used periodic boundary conditions along the three axes. On the other hand, to get the diffusion path and the tran-

We solved the C""?SS'Ca' equations of motion using th.e fourth'sition state between two different configurations it is neces-
order Gear predictor-corrector algoritfrwith a variable

time step, which is chosen as an inverse function of the 2y to use relatively complex tgchmques su_ch_am_trctged
maximum, kinetic energyE present in the system: elastic band methqtf thediscretized path optlmlzatlo‘ﬁ or
Kmax ' the eigenvector-following approact Reaction paths de-
At= K/\s"E— (4) scribe the lowest-energy path connecting two defect configu-
Kmax: . . . .
rations. The highest-energy point on this path, saddle

whereK is a proportionality constant chosen in such a waypoint, determines the energy barrier for the transition be-
that the most energetic particle in the system takes 100 timeveen those two configurations. However, the cited methods
steps to cover the distance between two consecutive atoosually require knowledge of both the initial and final con-
planes in the(100 direction. This condition assures total figurationsa priori, as well as a guess of the overall reaction
energy conservation. path36:48

Initially the atoms are set to occupy perfect lattice posi- To analyze the data from the MD simulations we have
tions. An extra atom is then introduced in a hexagonal interused a very simple method that overcomes the mentioned
stitial position, just to keep it as far as possible from its firstdrawbacks. It is based on the time average of the atom coor-
neighbors in the perfect lattidéf the extra atom is set close dinates, and it has been successfully used to study recrystal-
to any host atom, an artificially high repulsive energy may bdization processes in $%.°° Figure 1 serves to illustrate the
introduced in the cell Atom positions are then rescaled to effectiveness of the scheme. Solid lines represent the projec-
account for thermal expansion in order to keep external pregion in the XY plane of the trajectories followed by seven
sure close to zeronveniently then energies are assimilatedatoms(the Si self-interstitial and its six closest neighbors
to enthalpies Initial velocities are chosen from a Maxwell- during 1000 steps in a MD simulation carried out at 1600 K.
Boltzmann distribution corresponding to each temperature té\s can be seen, each atom vibrates around the corresponding
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FIG. 1. XY projection of the trajectories followed by a Si self-
interstitial and its neighbors during 1000 simulation steps at
1600 K. Open circles represent the potential energy minima, as ob:
tained by cooling down to 0 K. Crosses arethe positions obtained

by time averaging the atom coordinates during the 1000 steps. o ) )
FIG. 2. XY, XZ, and YZ projections of the different Si self-

local potential energy minimum. It is clear how these vibra-interstitial configurations found in our simulations. Gray scale rep-
tions preclude the direct determination of the configurationalesents potential energies, where darker tones correspond to higher
and energetic properties of the Si self-interstitial, above all ataues.
high temperatures such as 1600 K. The result of the time
average during 1000 simulation steps, and the atom coordgeometrical consideratior(glistances between displaced at-
nates obtained by cooling down to 0 K using atom velocityoms or between displaced atoms and empty )sites
rescaling every 1000 steps for a total MD simulation run of
10° steps, are also represented in the figure. As it can be
seen, time averaging gives a very good approximation to the IV. RESULTS AND DISCUSSION
positions obtained by cooling down to 0 K, but at a much
lesser computational cost. Besides, this technique can be ap-
plied on the fly i.e., during the actual MD simulation. Con-  Once each set of averaged atomic positions obtained
sequently, it allows us to extract the evolution in time of thealong the simulation is classified in terms of displaced atoms
Si self-interstitial configuration and energetics. Saddle pointsind empty sites, we have made an statistical study of the
appear in a natural way as intermediate configurations duringnorphology and energetics of each interstitial configuration.
Si self-interstitial diffusion, as we shall see in the next sec\We have identified four basic configurations, which are
tion. shown in Fig. 2. In the first one, there are no empty lattice
For each simulated temperature, we have carried out timsites but one displaced atom which occupies a tetrahedral
averages for 1000 steps. The temperature is proportional foterstitial site. This is the so-calle@trahedral interstitia)
the total kinetic energy of the systethConsidering Eq(4), usually represented by T. Figuréb? shows thedumbbell
it is clear that the time step will be shorter for higher tem-interstitial (D), where two displaced atoms oriented along
peratures. Consequently, 1000 simulation steps are equivéhe (110 direction share a common lattice site. T and D
lent in terms of system dynamics for any temperature, sincéterstitials are the most studied Si self-interstitial configura-
the enhanced particle mobility at high temperatures is comtions1239323354n Fig. 2(c) appears thextended interstitial
pensated by shorter time steps. Each averaged configuratioh), which consists of four displaced atoms and three empty
is compared to the perfect lattice at each temperature. Whdattice sites that lie on §110) plane. The name “extended”
an atom is closer than 0.7 A to a lattice site, the atom igefers to the fact that in this configuration the interstitial is
associated with that site; otherwise it is labeledisplaced  highly delocalized. It has been observed to appear during
In the same way, lattice sites with no associated atom areecrystallization from a planar crystal-amorphous interface in
labeled aempty This method allows a first classification of MD simulations®® Figure 2d) shows an interstitial configu-
the Si self-interstitial configurations. When different configu- ration that, to our knowledge, has not yet been reported in
rations share the same number of displaced atoms and emgtye literature. It consists of three displaced atoms and two
sites, the classification can be easily done taking into accourmpty lattice sites. As we shall see, it appears as the saddle

A. Si self-interstitial configurations and energetics
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FIG. 3. Relative concentrations of each interstitial configuration 25 3.0 35 4.0 45 5.0 55 6.0
as a function of temperature. Symbols are obtained directly from
our simulations. Lines represent theoretical fits as obtained from
Egs.(6) and(8) (explanation in text FIG. 4. Formation enthalpy distributions for each interstitial

configuration as obtained from simulations at 930 K.
point between the D and E configurations. Consequently, we
will refer to it asDE interstitial. It is worth nOting that while the formation entha|pies Corresponding to each interstitial
the T, D, and E interstitials are high-symmetry configura-configuration as obtained along the MD simulation at 930 K.
tions, that is not the case of the DE interstitial. A highly while the distribution for the E interstitial is relatively nar-
asymmetric configuration for the Si self-interstitial was alsorow, distributions for the T, D, and DE configurations are
identified in ﬁrSt-prinCiple Calculatior@,the SO-Called:aged wider with an energy Spreading of around 1 eV. The peak
interstitial, though with a different geometry. This caged in- yalues corresponding to each distribution were taken as the
terstitial has been found to be metasta§i&: formation enthalpies for each configuration at 930 K. The

All these configurations for the Si self-interstitial repre- formation enthalpies obtained using this criterion at every
sent local minima in the potential energy curve, as we hav@jmulated temperature are represented in Fig. 5. As can be
verified by cooling down to 0 K. We have observed that inseen, formation enthalpies decrease with temperature, except
the case of the T, D, and DE interstitials, small variations infor the case of the T interstitial where it increases. This trend
the positions of the atoms around the defect drive to slightlyor the T configuration was also observed by Ungéral.
different associated potential energies. Moreover, we havgithin the MC simulation technique framewo?kThe abso-
observed that the D and DE configurations represent veryyte values they obtained for the formation enthalpy are in
shallow pOtential minima, since S“ght thermal agitation |ead%ood agreement with our resu|t5, specia”y in the low-
to their transformation to the T and E interstitials. Other in'temperature end. For h|ghe|’ temperatures there is some dis-
terstitial configurations, such as the hexagonal and bond:repancy but within their error bars. Lines in Fig. 5 represent

centered, although also representing local minima in the Test linear fits to the data. It is noteworthy that when ex-
potential energy curvé&,33 have not been observed in our

dynamic simulations. Symbols in Fig. 3 represent the relative 5.0
probability of finding the interstitial in a given configuration 4.8 - ° oT
i as a function of temperature, as obtained in our simulationss: 4 - W oD
These values can be assimilated to the relative concentratio® o |AE
X . S . . > 4.4 1 ©DE

of each interstitial specieg;. As it can be seen, relative 5] %ﬂw o T (MC)
concentrations of the T and E interstitials decrease with tem<
perature, while for the D and DE interstitials the concentra-
tions increase. As it can be deduced from Fig. 3, the mostg 38 1
frequent configuration is the T interstitial at all simulated g 3.6 - ®
temperatures. 3.4 4 a

Formation enthalpie$d’ for each interstitial typd are 3.2 4
calculated by the evaluation of the potential energy of the —_—
system containing a given configuration and subtracting that g4 1000 1200 1400 1800 1800 2000
of a perfect crystal with the same number of atc¥h¥.The
potential energy corresponding to a perfect crystal lattice at
each temperature is extracted by carrying out the same type FiG. 5. Formation enthalpies obtained in our simulations for
of time average done for the system with the extra atom. Agach interstitial configuration as a function of temperature. Values
we have mentioned in the preceding paragraph, small variaorrespond to the peaks in the formation enthalpy distributions for
tions in the positions of the atoms involved in the defecteach configuration and temperature. Closed circles represent the
produce slightly different values of the potential energy pemcC results for the T interstitial from Ref. 33. Solid lines are best
atom. As an example, we show in Fig. 4 the distribution oflinear fits.

Formation enthalpy (eV)

4.0 1 ° °

Formation enthalp

Temperature (K)

085204-5



MARQUES et al. PHYSICAL REVIEW B 71, 085204(2005

TABLE I. Formation enthalpiegin eV) for several Si self-interstitial configurations as found in the literature. These values have been
obtained using different calculation methods, such as relaxation techniques, MD, or MC. The last column shows our results, obtained by
extrapolating to 0 K the linear fits of Fig. 5.

Configuration First principles Tight binding Stillinger-Weber Tersoff 3 This work
T 5.40 (Ref. 512 3.75(Ref. 26 4.84 (Ref. 32 3.42 (Ref. 33 3.45
4.3 (Ref. 25 4,95 (Ref. 30 3.45(Ref. 42
4.39 (Ref. 12 5.25(Ref. 42 3.8 (Ref. 40
4.41 (Ref. 29 5.28 (Ref. 36
8.10 (Ref. 27
D 2.16 (Ref. 21 3.80(Ref. 12 3.5 (Ref. 35 4.39 (Ref. 33 4.70
3.2 (Ref. 20 5.55 (Ref. 27 3.65(Ref. 39 4.70 (Ref. 42
3.3(Ref. 16 3.9 (Ref. 379 4.7 (Ref. 40
3.31(Refs. 13 and 2 4.68 (Ref. 36
3.40(Ref. 23 5.26 (Ref. 30
4.96 (Ref. 512 5.38 (Ref. 32
5.62 (Ref. 42
DE 5.08
E 2.29(Ref. 22)° 8.10 (Ref. 27P 3.66 (Ref. 32P 3.85(Ref. 39 3.94
5.17 (Ref. 5)2P 3.7 (Ref. 37
3.76 (Ref. 5
3.91(Ref. 36
Hexagonal 3.31Refs. 13 and 22 3.81(Ref. 26 6.54 (Ref. 30 4,58 (Ref. 33
3.45(Ref. 23 4.93(Ref. 12 6.58 (Ref. 32 4.61(Ref. 42
4.82 (Ref. 512 5.93 (Ref. 29 6.95 (Ref. 42 4.7 (Ref. 40
6.96 (Ref. 36
Bond centered 5.6(Ref. 30 4.12 (Ref. 33
5.67 (Ref. 32 5.86 (Ref. 42
5.99 (Ref. 42 5.9 (Ref. 40
6.00 (Ref. 36

a/alues from Ref. 51 were obtained by fixed-node diffusion quantum Monte Carlo methods.

bThe enthalpy values corresponding to interstitial configurations described in Refs. 21, 51, 27, and 32 are shown in line E since in the
literature are usually considered as “extended,” though they are morphologically different from the described E interstitial.

trapolating these lines =0 K, the formation enthalpy val- tion with 3.5-3.7 e\®*% and others the E configuration
ues coincide exactly with the ones obtained by Balamane andith 3.6—3.9 e\23236.37This sijtuation is not different within
co-workers also using MC techniques with the T3 potentiatthe first-principle framework: most authors coincide that the

for the interstitials T(3.45 e\) and D (4.70 e\).*?> A good

lowest-energy configuration

is the D

interstitial, with

agreement is also found between our extrapolation to 0 K foR-2—3.4 eV;*202-2while Need$” and Goedeckeet al*®
the E interstitial(3.94 eV} and the formation energy calcu- State that D and hexagonal configurations are degenerate,

lated by Nishihira and Motooka for the same configuration
(3.85 €\).%8 This shows the consistency of our results, an
supports the idea of a linear behavior of the enthalpie3 on
from T=0 K up to the melting point. These formation en-
thalpy values at 0 K, and the ones obtained by other aUtho_réonfiguratioﬁl

dW

within

and, in

both having a formation energy of 3.31 eV. However, it is
orth noting that, to our knowledge, rab initio calculations
have been carried out on the E configuration, although the-
existence of a delocalized interstitial has been hypothesized
this framework’
has been described as “extendetilh the

the caged

using different calculation techniques, are represented iRose of TR simulations, Tang and co-workéfeund that the

Table I. Energy values for the hexagonal and bond-centerehest-formation-energy configuration is the D interstitial
configurations, although not obtained in our simulations, argyith 3.8 eV. That was the same conclusion for Munro and
also shown for the shake of completeness. Wales, but with a higher value for the formation energy,
From our results it is clear that the lowest formation en-5 55 eV27 |n the previous studies of Wareg al?* and Song
thalpy configuration depends on temperature: T belowet al25 the D configuration was not considered, only the T
1000 K and E above. In the case of the SW potential, therand hexagonal configurations, having both higher calculated
are discrepancies: some authors affirm that the lowest formdermation energies than those obtained by Tahgl. On the
tion enthalpy configuration is the T interstitial with other hand, Lenosky and co-workers obtained a lower forma-
4.95 eV other authors conclude that it is the D configura-tion energy for the T interstitial, 3.75 eV, even though in
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their study the D configuration was not considered either. 40
After this brief exposition, one realizes that there is no clear _ _ ]
agreement in the literature about which interstitial configu—@, '
ration has the lowest formation enthalpy at 0 K. As we shall 336 -
see, the macroscopic description does not correspond to tha
lowest-formation-enthalpy configuration, but to an effective °’ 34 1
behavior that is affected by all of them. f-_’

From the formation enthalpy and the relative concentra-4
tions other thermodynamical magnitudes can be extracteoi% 3.0
The Gibbs free energy of formation for each configurafion

can be obtained by thermodynamic integration: 28 1
T i |
A , H 12
GIT-GiyT,= f A9y, (5) -
To 72 g 10 1
. > 1
whereG; is a reference free energy value at a given tem_pera-g 8 1
ture To. By assuming a linear dependencetdfon T, H' S 6:
=a'T+b', the integration leads to ]
- - aTyInTo+Gy-b . 41
G':—a'TInT+( 0 $ 0 >T+b'. (6) 5]
0 800 1000 1200 1400 1600 1800
Using the reference vaIL@g for the T interstitial obtained by Temperature (K)
Ungaret al. (3.429 eV atT3=500 K),23 the Gibbs free en-
ergy of formation for the T interstitialG", can be easily FIG. 6. Gibbs free energies and entropies of formation for each

obtained from Eq(6). OnceG' is known, the absolute con- interstitial configuration as a function of temperature.
centration of this interstitial can be calculated from

C'=Cyexp- G'/kgT), (7)  potential in both MC and MD simulatior{$5 - 8)kg].32-3°
whereCy=5x 1072 crii™8, the atomic density of Si. Since we From the Gibbs free energies we have calculated the ab-
0

solute concentration of each interstitial configuration the
have extracted from our simulations the relative concentraSame way we did for the T interstitial by applying E@).
tions ¢' for each interstitial configuration, we can calculate Y Y applying

the Gibbs free energy of formation for the D, E, and DEThe:se concentrations are _plotted in Fig. 7 as a function of
) o : temperature. The summation of all of them gives the total
interstitials by applying

interstitial concentrationC predicted by the T3 potential,

G =G - kgTIn(c'/cT). (8)  which is also shown in Fig. 7. Results from other authors
using different simulation techniques are also shown. As it
can be seen, T3 gives a lower total Si self-interstitial concen-
tration than that predicted by more fundamental methods.

G' also has to fulfill Eq.(6), G}, being the only unknown
parameter. This parameter for interstitial configurations D, E
and DE can be determined by fitting to the relative concen-
trations obtained in our simulations. The results of these fit-
tings are represented by solid lines in Fig. 3. As it can be 17
seen, good agreement is found between our simulation re 5]
sults and the fits, except for the case of configurations T anc
E in the low-temperature end. This might be due to the fact
that, as we shall see, at these low temperatures the jum? £
frequency from configuration T to E is reduced and conse-=> _ ]
quently longer simulation times would be needed in order to
further improve the statistics. The obtained Gibbs free ener- ]
gies are represented in Fig. 6 as a function of temperature. s -

The entropies of formation for each configuration can be 1
estimated from the Gibbs free energies and enthalpies:

S=(H'-G)T, 9 6 7 8 o 10 y 12 13

1/{kgT) (€V )

13-

2
2 7]
S 7

which are also represented in Fig. 6. As it can be seen, T anu
E are IOW'format'c_m'emmpy_Conf'gurat'oﬁg‘l __G)kB]'_Wh'le FIG. 7. Absolute concentrations for each interstitial configura-

D and DE are high-formation-entropy configuratiolfd0  ton as a function of temperature. The thick solid line represents the
—13)kg], which is compatible with their increased concentra-total interstitial concentration. The dashed line represahtaitio

tion at higher temperatures. These values compare very weaksults from Ref. 23, the dashed-dotted line TB results from Ref. 12,
with those estimated usingab initio techniques and the dotted line MD results using the SW potential from Ref. 35,

[(6-10kg],'5*® TB calculations(11.%g),'??® and the SW  where only configuration D was considered.
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FIRST INTERSTITIAL DIFFUSION MECHANISM

FIG. 8. The two interstitial diffusion mechanisms identified in our simulations. In the first one the D configuration is the saddle point
between two neighboring tetrahedral sites. In the second mechanism the configuration changes from T to E going through two saddle points,
which are the D and DE interstitials. Energy diagrams for each diffusion mechanism are also shown.

The total Si self-interstitial concentration is fitted very well Then, 3.83 eV corresponds td, and 7.4R; to S. These

to an Arrhenius dependence, given by values are intermediate to those obtained for the different
interstitial configurations. In the light of this analysis, it is

C=8.31X 10% exp(— 3.83 e\/)cm‘3. (10) remarkable that macroscopic behavior can be described in
kgT terms of a unique effective interstitial configuration with

constant formation enthalpy and entropy. These effective val-

diff t interstitial G . d th it £ th ues would be related to experimental measurable magni-
merent interstiial configurations, and the varation ol te€iry qes byt do not correspond to any of the theoretically de-
corresponding formation enthalpies and entropies with teMey ined individual interstitial configurations.

perature, the total Si self-interstitial concentration can still be
described by a pure Arrhenius behavior with a single activa-
tion energy. Since the prefactor is 1662 times higher than the B. Si self-interstitial diffusivity
normalizedC,, Eq. (10) can be rewritten withCy as the
prefactor by introducing a linear dependence witln the

It is interesting to note that, in spite of the contribution of

We have observed that the change in time of the Si self-
interstitial configuration is correlated with the interstitial dif-

exponential:
P fusion process. We have identified two different diffusion
2 3.83 - 7.4RsT 3 mechanisms, which are both sketched in Fig. 8, along with
C=5X10"exp - keT cm - (1D the corresponding energy diagrams. In the first one, the in-

terstitial moves between two neighboring tetrahedral sites,
The expression inside the exponential can be assigned to dine D configuration being the saddle point in the transition.
effectiveSi self-interstitial Gibbs free energys. The fact In the second mechanism, the interstitial configuration
that G is linear with T implies that the effective entropg ~ changes between T and E going through two saddle points,
= —3JG/dT|p, is constant, and so is the effective enthaly ~ which are the D and the DE configurations. In this second
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FIG. 9. Energy barrier estimations for the two interstitial diffu- < ggg
sion mechanisms shown in Fig. 8 as a function of temperature. 3, . |
Solid lines are best linear fits. £
£ 700

. . . . []
mechanism, when going froifi) to (3) there is no net dif- g 600
fusion, just an orbital atomic motion where atosB, C, % 500 -
and D exchange their positions. The first diffusion mecha- o 400

nism has also been observed in TB calculatitnisut with 2 300

. . . . . e . =] T
configuration T being the saddle point in the transition in- % 200

stead of configuration D. This is also the case in some of theg
MD simulations using the SW potenti##3> However, in  + 1907

other MD studies also using the SW potential the diffusion is 0 T : T y T T T :
described by a jump-rotation mechanism involving primarily
the D configuratior?® Maroudas and Brown, using MC tech-

nigues with the SW potential, have proposed that interstitial

Self-dl_f'fu3|0n_ happens betwe_en two n_earest-nelghbosr _tetrah%—nd the total squared atomic displacements(Ber) during the
dral sites going through the intermediate hexagonal Sike.  first 9 ns of the MD simulation at 930 K. There is a clear correla-
first-principle calculations the D configuration has been alsjon petween the change in the interstitial configuration and the
given a fundamental role in the interstitial-mediated diffu- giffusion process. The dashed line represents the slope in SD asso-
sion mechanism, but through a different migration path in-cjated with interstitial diffusion through mechanism one.
volving the caged configuratiéh or the hexagonal
configuratior?? On the other hand, the transition between D . .
and E configurations has also been observed in MD simula- SD =2 [Fi(t) - Fi(0) 12
tions using the SWRefs. 36 and 37and T3(Ref. 38 po- :
tentials, but in this last case with a rather complex transitionn Fig. 10 we show the evolution in time of both the inter-
path involving six intermediate configurations. stitial configuration and SD during the first 9 ns of the simu-
Given the mechanisms and energetics shown in Fig. 8ation carried out at 930 K. Some useful information can be
and taking into account that configurations D and DE areextracted from the inspection of that figure, which confirms
very shallow potential energy minima, the energy barriers fothe indications given in the preceding paragraph and deduced
diffusion can be assimilated in a first approximation to thefrom the energy diagrams. First, SD remains constant while
formation enthalpy differences between the interstitial conthe interstitial configuration is T or E. Second, when the
figurations: E;~HP-HT, E,~HPE-HT, and E;~HPE  interstitial gets to configuration E, the time it stays there is
—HE. Since these energies vary linearly with temperature, agignificantly much larger than when staying in the T configu-
shown in Fig. 5, so their differences do too. These differ-ration. Third, the increase in SD occurs mainly when the
ences are represented in Fig. 9 as a function of temperaturgerstitial switches its configuration between T and D
As can be seerk; is lower thanE,, for all the temperature  (mechanism one
interval considered in our study, which gives an indication The Einstein formula relates the diffusion coefficiaht
that the interstitial diffusion process is dominated by the firstyith SD:
proposed mechanism. Occasionally, when Ejg barrier is

Time (ns)

FIG. 10. Time evolution of the interstitial configuratiduppe)

overcome the system gets to configuration E. The time it e 1 PR TR S SD(1)

stays there should be rather long since the baEjgr(from d—tlm Gtz (i) = ri(0) _!Tl 6t (13

E to DE) that has to be overcome to get back to the T con-

figuration is high. By applying the formulad can be extracted from the slope

To quantify the interstitial diffusion process we have cal-of the SOt) curve for each simulated temperature. Even
culated the summation of the squared displacemédB  though thermal agitation has been eliminated by the time
over all atoms in the simulation cell: average of the atom positions, simulation times have to be
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-85 The diffusion coefficient associated with the first proposed
O Our results|

mechanismgd,, can be calculated at each temperature from
the slope of SIt) in the time intervals where only the first
mechanism is operative, which are easily identified as can be
seen in Fig. 10. By fitting the extracted] values to an
Arrhenius plot we have determined that this mechanism con-
tributes as

Logiod (cm%s)
. o .
o

0.92

e
d;=2.16x 107! exp(— cnls. (15)

keT
-6.0
In Fig. 11 we have represented the prodelat;, wherec' is
65 T r r r r ' the relative concentration of configuration(flotted in Fig.
6 7 8 9 10 1 12 13 3), the main diffusing species of mechanism one. As it can be

1/(ksT) (V") seen, the produat’d; coincides with the diffusion coeffi-
cient obtained from the MD simulations. This is the confir-
FIG. 11. Arrhenius plot of the interstitial diffusion coefficients. mation that effectively, interstitial diffusion is dominated by
Open circles represent our results obtained by a linear fit to the Skhe first proposed mechanism, the second mechanism only
versus time curves for each temperature. We show as well resu"@?cting as a delayer of the diffusion process. When the system
from other authors: the dotted line is from Sinetoal. who used the gets to configuration E diffusion stops for a while, as it was
SW potential(Ref. 35, and the das_hed line represents TB data bygh o in Fig. 10. The time the system stays in configuration
Tanget ‘f"" (Ref: 12." Next to _each line we have indicated the €O E s rather long, or equivalently its relative concentration is
respond'ng. activation ene_rg{)n eV). Crosses represent the contri- high. Consequently, the relative concentration of the diffu-
bution to diffusion of the first mechanism. sive configuration T is reduced. This result also shows that
) ) ) ) even though diffusion is determined by mechanism one, the
long _enough to saturate orbital motion like that preV'QPSWactivation energy for diffusion does not coincide with
mentioned, and to compensate for the enhanced stability ¢f 92 v/, due to the contribution of the relative concentration
the E conflguratlon_, above all _at low temperatures..For iNof configuration T, which decreases with temperaturega-
stance, to get a reliable slope in §Pfor the lowest simu- e activation energy This finding indicates that if diffusion
lated temperaturé930 K) we had to run the simulation for can take place through several mechanisms, the energy bar-
1.6x 10° time steps(equivalent to a simulated time of one rier associated with the saddle point of the dominant one is
tenth of a microsecondrather long for the MD standard.  not necessarily the activation energy of the diffusion process.
In Fig. 11 we have plotted the interstitial diffusion coef- pifferences also occur with the prefactor of the effective
ficients we have extracted from our simulations. The fit ofgiffusion coefficient, which is about one order of magnitude
our results to an Arrhenius plot gives a prefactor of 3.04jower than that ofl;. Generally, prefactors larger than those
X102 cn?/s and an activation energy of 0.77 eV. In the corresponding to the vibrational frequency of the Si crystal
literature, apart from a few exceptioffs}* activation ener-  gre associated with entropy contributid&sThis study pro-
gies for interstitial-mediated diffusion have been determined,ides a physica| exp|anati0n for smaller effective prefactors
to be between 0.65 and 1.37 é%2°34=3"For the sake of \yhen the relative concentration of the diffusive species is
comparison, we have chosen to represent in Fig. 11 resuliguch less than unity. If configurations involved in mecha-
from other authors obtained using the SW potefitiahd TB  nisms of negligible diffusivity are fairly stable, their relative
techniques? some of the more representative from the lit- concentration could be high enougtherefore the relative
erature. As it can be seen, our simulations predict a highegoncentration of the diffusing species would be Jdw sig-
m0b|||ty for the Si self-interstitial than the SW and TB cal- nificantly reduce the effective diffusion coefficient.
culations. The bigger discrepancy with respect to the activa- The interstitial self-diffusion coefficiend can be calcu-
tion energy is with the TB results from Tareg al. However, |ated from the normalized interstitial concentration(the
very recent calculations also using TB techniques determinga| interstitial concentratio© shown in Fig. 7 divided by
an activation energy for Si self-interstitial diffusion of C) and the interstitial diffusion coefficiert
0.8 eV2° much closer to our results.
From the preceding analysis it seems that interstitial- D=cd (16)
mediated diffusion is dominated by the first mechanism. The , o
relative contribution to diffusion of the different mechanisms EXPeriments in isotope heterostructures have shown that

can be calculated by applying the following expression self-diffusivity in Si follows an Arrhenius behavior over a
" wide temperature randeEven though results from self-

- i diffusion studies are generally not easily separable into the
d=> cd (14) TS : h 5 pale
i individual mechanisms, the interstitial contribution to self-
diffusion in Si has been estimated from metal diffusion
which relates the interstitial diffusion coefficiedtwith the  experimentand by inverse modeling of the Ostwall ripen-
diffusivity d; associated with each different mechanism andng process of113} defects'® These experimental findings
the relative concentration' of the main diffusing species. are plotted in Fig. 12 along with our own simulation results
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1) < ration as a function of temperature. By monitoring the time
13 4 ® evolution of the Si self-interstitial configuration and its cor-
T relation with the mean square displacement, we have identi-
-15 . . . . . .
7 fied two diffusion mechanisms. In the dominant one, the in-
e 17 terstitial moves between two tetrahedral sites trough a saddle
§-1g- Our reeus poi_nt represenFed by the D cp_nfigura‘Fion. I_n the second dif-
2 1] O Experiments fusion mechanism, the interstitial configuration changes from
&2 O Experiments T to E going through two saddle points, which are D and DE
281 [-==T8 configurations.
25 ./s\:l " General good agreement is found between our results and
initio — . . . . .
1 Ny the ones obtained by other authors using different simulation
= 6 ) 7 ' é ) 9 ' 1'0 ' 1'1 ' 1'2 ' 1'3 ' 14 techniques. One of the differences of our results with respect

to TB and classical MD studies using the SW potential is that
the role of T and D configurations appears to be exchanged.

FIG. 12. Arrhenius plot of the interstitial self-diffusion coeffi- However, since the energy values corresponding to the
cients. The thick solid line represents our results. We show as welowest-energy and saddle point configurations are approxi-
experimental measurements from Ref. 8 and Ref(apen squares Mmately the same, the description of the microstructural evo-
and circles, respectivelyTB results from Ref. 28, MD results us- lution of the Si lattice during interstitial self-diffusion is the

ing the SW potential from Ref. 35, arab initio results from Ref.  same. The other difference with respect to TB and SW re-
16. sults lies in the individual contributions efandd, which are
higher and lower than our results, respectively. However, the

and the ones obtained by other authors using different simRroduct of the two contributions is comparable in all cases,
lation techniques. The fitting to an Arrhenius plot gives a@nd agree very well with experiments. The predicted activa-
prefactor of 52.89 cRis and an activation energy of tion energy for interstitial-mediated self-diffusion is of
4.60 eV. Agreement with experiments is quite good, apart-60 eV for the full simulated temperature interval. With re-
from minor differences that may be a consequence of neSPect to first-principle results, the discrepancy is bigger.
glecting the influence of charged species in the diffusion proVhile the T3 model predicts that the T interstitial is the
cess. Nevertheless, this agreement is better than the o#@vestin energy, first-principle calculations show that this is
achieved by the SW potential at all temperatures and, ifiot & stable configuration. On the other_ haald,lnmo.stud—
relation to TB results, ours are closer to experiments in thdeS find a stable hexagonal defect that is very low in energy,
low-temperature end. It is noteworthy that despite the comWhile in our dynamic simulations that configuration is found
plex microscopic description of the Si self-interstitial, and {0 be unstable. Consequently, it is important to remark that
the existence of two different diffusion mechanisms whosdhe validity of the stable configurations and diffusion mecha-
associated energy barriers change with temperature, the iRisms described in the present study should be considered

terstitial self-diffusion coefficient still follows an Arrhenius Just within the T3 model of Si. . o
behavior for the full simulated temperature range. In our simulations we have found that the interstitial dif-

fusion process involves a rather complex microscopic de-

scription: the lowest-energy Si self-interstitial configuration

V. CONCLUSIONS depends on temperature, there are two different interstitial
We have studied the interstitial contribution to self- diffusion mechanisms, and the saddle-point energy of the
diffusion in Si using classical MD simulation techniques 4ominant one also changes with temperature. However, the
within the T3 description of the atomic interaction forces. In Macroscopic behavior can be modeled by a simple descrip-
order to compare with experiments and simulation resultdion based on a unique interstitial species with an effective

from other authors, we have introduced a scaling law beformation enthalpy of 3.83 eV and a migration barrier of

tween real temperatures and Tersoff 3 temperatures. To an3:// €V- The exact numbers do not correspond to any of the

lyze our simulation results we have used a method based dﬂdividual interstitial configurations or diffusiqn mecha-
the time average of the atom coordinates. This allows th&ISMS, but they are the result of theeragecbehavior of all

direct extraction of the configuration and energetics of the Spf them. These findings help to explain why it is not straight-
self-interstitial as a function of time and temperature. Sincdorward to justify the experimental measurements on inter-

our simulations are fully dynamic, no restriction has beerstitial diffusion, related to the macroscopic behavior, resort-

posed on interstitial configurations and diffusion paths. wehg to a particular interstitial configuration and diffusion path

have identified four basic interstitial configurations, T, D, E theoretically determined.
and DE, and determined their relative concentrations and for-
mation enthalpies. From these results, and by the use of ther-
modynamic integration techniques, we have calculated other This work has been supported by the Spanish DGICYT
magnitudes such as the Gibbs free energies and entropies wfider Project No. BFM 2001-2250 and the JCYL Consejeria
formation, and the absolute concentration for each configuede Educacién y Cultura under Project No. VA-010/02.

1/(kgT) (eV)
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