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We have performed extensiveab initio band structure calculations within density functional theory using an
exact exchange formalism with a local density approximation for correlations. The wave-vector-dependent
impact ionization rate is determined for GaAs, GaN, and ZnS. A strong asymmetry of the microscopic scat-
tering rate as well as a pronounced influence of the band structure is found. We present also energy-averaged
impact ionization rates which can be used in ensemble Monte Carlo simulations of high-field electron transport
in these materials.
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I. INTRODUCTION

High-field transport in semiconductors has long been a
concern in relation to the performance of semiconductor
electronic and optoelectronic devices.1,2 A high-field process
of particular interest in semiconductors is the impact ioniza-
tion rate associated with electron-hole pair excitation due to
energetic hot carriers in the conduction or valence bands.
Measurements of the ionization coefficient, however, give
only information on the field-dependent microscopic scatter-
ing rate averaged with the actual nonequilibrium distribution
function.3 Recently, the dynamics of carrier multiplication
due to impact ionization has been studied experimentally on
ultrashort time scales in AlxGa1−xAs diodes.4 The micro-
scopic description of this extreme nonequilibrium process
remains a demanding task.

The electron initiated impact ionization ratesIIRd was cal-
culated for a variety of semiconductor materials within a
full-band approach by using the empirical pseudopotential
method sEPMd.5 The influence of quantum and high-field
effects on the impact ionization process has been studied as
well, in particular the intracollisional field effect6 and colli-
sion broadening.7,8

It is found that the band structure has a strong influence
on the IIR. Especially, the wave-vector-dependent IIR is sen-
sitive with respect to the details of the band structure in the
Brillouin zone, including the location and shape of higher
bands. Therefore, instead of using approximate band struc-
tures,ab initio electronic structure calculations are needed to
get reliable results for the IIR. The first calculations in this
sense were performed for GaAs and InGaAs within a
screened-exchange local density approximationssX-LDAd of
density functional theorysDFTd.9,10

Here we present results ofab initio calculations for the
IIR in GaAs, GaN, and ZnS within DFT by using an exact
exchange formalism with a local density approximation for
correlationssEXX-LDA d.11 The exact treatment of the ex-
change interaction yields accurate band gap energies, in con-
trast to the standard LDA which is plagued by the well-
known band gap problem.12 These improvedab initio band
structures were applied recently for the calculation of the
high-field electron transport in GaAs and ZnS using full-
band ensemble Monte Carlo simulations; good agreement
with experimental data was achieved.13

II. BAND STRUCTURE

The electron structure calculations using DFT within the
EXX-LDA were performed as outlined in Refs. 11 and 12.
The local Kohn-Sham exchange potentialVx is treated ex-
actly, while the correlation contributions are considered
within the LDA Perdew-Zunger parametrization.14 All calcu-
lations use consistent norm-conserving Troullier-Martins-
type EXX-LDA pseudopotentials15 in the Kleinman-
Bylander form16 and were carried out at the experimental
lattice constants. The energy cutoffs are 23 Ry for GaAs,
40 Ry for GaN, and 60 Ry for ZnS. The band structure is
calculated at 916 points in the irreducible wedge of the Bril-
louin zone. In addition, for the density of states we use 2573
points. The 3d electrons were always treated as part of the
frozen core.

The resulting band structures and densities of states
sDOSd are shown in Figs. 1–3 in comparison with EPM cal-
culations. The sets of EPM parameters used here for GaAs
are given in Ref. 17 and for GaN and ZnS in Ref. 18, respec-
tively. Previous EPM calculations for GaAssRefs. 19 and
20d are in very good overall agreement with the EXX-LDA
results shown in Fig. 1 so that the use of empirical pseudo-
potentials is well founded for this material. This is not the
case for GaN and ZnS where significant deviations between
the EPM and EXX-LDA band structures occur, even for the
lowest conduction band and the highest valence band. Fur-
thermore, the DOS extracted from these band structures is
considerably different, especially the location and height of
the maxima.

III. IMPACT IONIZATION RATE

A. Computational scheme

In the process of impact ionization, an energetic conduc-
tion band electron impact ionizes a valence band electron,
i.e., 1+2→3+4, see Fig. 4. The statesi represent the band
index ni and the energy«ni

sk id. The band indices and ener-
gies n1,«n1

sk1d ,n3,«n3
sk3d ,n4,«n4

sk4d run over the conduc-
tion bands, whilen2,«n2

sk2d belong to the valence bands. We
apply Fermi’s golden rule to evaluate the IIR,21
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r iis1d = −
4

"2 o
2,3,4

uMtots1,2;3,4du2

3ds«s3d + «s4d − «s1d − «s2dd, s1d

where the total matrix element contains direct, exchange, and
umklapp processes via

uMtotu2 = 2uMdu2 + 2uMeu2 − sMd
*Me + MdMe

*d. s2d

The matrix elements withMes1,2;3,4d=Mds1,2;4,3d are
given by

Mds1,2;3,4d =E d3r E d3r8Cn4

* sk4,r 8dCn3

* sk3,r d

3vsr − r 8,vdCn1
sk1,r dCn2

sk2,r 8d. s3d

The Bloch wave functions for the electrons areCnsk ,r d

=s1/ÎVdexpsik ·r dunsk ,r d; V is the crystal volume. The
Coulomb interaction

vsr − r 8,vd =E d3q

s2pd3vsq,vdexpfiq · sr − r 8dg s4d

is screened via the dielectric functionesq ,vd,

vsq,vd =
e2

e0esq,vdq2 , s5d

wheree0 is the static dielectric constant. We have used the
model dielectric function of Levine and Louie.22 For direct
processes we have

uMdu2 = o
G
Uo

G8

e2Bn1n3

sG8dsk1,k3dBn2n4

sG−G8dsk2,k4d

e0esq,vdq2 U2

3 dk1+k2,k3+k4+G. s6d

The Bloch integrals

FIG. 1. Band structure and density of states for GaAs using DFT
in EXX-LDA ssolid linesd and the EPMsbroken linesd.

FIG. 2. Same as in Fig. 1 but for GaN.

FIG. 3. Same as in Fig. 1 but for ZnS.

FIG. 4. Schematic impact ionization process for electrons.
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Bninj

sGd sk i,k jd =
1

V
E d3r expsiG · r dunj

* sk j,r duni
sk i,r d s7d

are defined by the Bloch factorsunsk ,r d which are calculated
by an expansion with respect to reciprocal lattice vectorsG.
We have considered 113 reciprocal lattice vectors withuGu
øÎ20s2p /ad. Higher expansion coefficients were deter-
mined within perturbation theory23 if necessary to reach con-
vergence. Momentum and energy transfer are defined asq
=k1−k3+G8 and "v=«n1

sk1d−«n3
sk3d, respectively. We

consider umklapp processes up to the sixth order inG8.
The wave-vector-dependent IIR defined by Eq.s1d can be

averaged over the entire Brillouin zone to obtain an energy
dependent rateRsEd according to

RsEd =
on1,k1

r iisn1,k1dd fE − «n1
sk1dg

on1,k1
d fE − «n1

sk1dg
, s8d

which is often used in Monte Carlo simulations of high field-
electron transport in semiconductors. This scattering rate can
be approximated by an interpolation formula

RFitsEd = PsE − Ethda. s9d

The prefactorP, the threshold energyEth, and the powera
are parameters adjusted to the numerical data. The original
Keldysh formula24 with a=2 is derived within the parabolic
band approximation using effective masses.

Previous calculations of the IIR have indicated that pro-
nounced contributions arise from higher conduction bands,
especially in wide bandgap materials. Furthermore, a marked
anisotropy ink space is obtained which derives from the
restrictions imposed by the conservation of energy and mo-
mentum. We have taken into account four conduction and
four valence bands for the complete numerical evaluation of
the IIR given by Eq.s1d, processing the EXX-LDA as well as
the EPM band structures shown in Figs. 1–3.

The integrals in Eq.s1d extend over the entire Brillouin
zone and are evaluated using an efficient numerical proce-
dure developed by Sano and Yoshii.25 Making extensive use
of symmetry relations imposed by the crystal structure, the
integrations can be restricted to the irreducible wedge of the
Brillouin zone where a large number of points can be taken
into account for the numerical evaluation. We have consid-
ered here 356 points in the irreducible wedge which corre-
spond to a total of 11 901 points in the Brillouin zone so that
a reasonable convergence of the numerical results is war-
ranted.

B. Results for GaAs

First, the wave-vector-dependent IIR is shown for GaAs
in Fig. 5. A strong asymmetry along the directions in the
Brillouin zone and marked differences between the EXX-
LDA and EPM results are clearly to be seen, especially in the
G valley. For example, the contributions of the second con-
duction band as given in the sX-LDA calculation9 are com-
pared. Pronounced differences, especially in thef111g direc-
tion, occur which underline the strong influence of the band
structure on the IIR. Notice that the total rate is mainly de-
termined by contributions of the third and fourth conduction
band.

FIG. 5. Wave-vector dependent IIR for GaAs along theG−X
f001g and G−L f111g direction. We compare the EXX-LDA and
EPM contributions of the second conduction band with respective
sX-LDA results of Picozziet al. sRef. 9d.

FIG. 6. IIR for GaAs using EXX-LDAssolid circlesd and EPM
sopen boxesd band structures in comparison with other resultsfPi-
cozziet al. sRef. 9d, Junget al. sRef. 27d, Harrisonet al. sRef. 28dg
parametrized via Eq.s9d.
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The total energy-averaged IIR according to Eq.s8d is
shown for GaAs in Fig. 6.26 The EXX-LDA and EPM results
are compared with other EPM-based calculations.27,28 A
good agreement is found with the sX-LDA results9 although
only three conduction bands were included in this evaluation.
The IIR derived from the present EPM band structure has a
lower threshold and is in general too high by 1–2 orders of
magnitude. Notice that an average of thek-dependent IIR
along the highly symmetric lines as performed earlier17

yields a higher threshold than the average according to Eq.
s8d but almost the same values for higher energies. The other
EPM-based calculations for the IIRsRefs. 27 and 28d give
the same threshold behavior as theab initio results, but
higher rates for higher energies.

C. Results for GaN and ZnS

The wave-vector-dependent IIR for GaN and ZnS is
shown along the high-symmetric lines in Figs. 7 and 8, re-
spectively. Strongly different rates are obtained from the
EPM and EXX-LDA band structures in all three directions.
For GaN, the EXX-LDA results are 3–4 orders of magnitude
higher than the EPM rates near theG valley, while the dif-
ferences become smaller at the edge of the Brillouin zone.

For ZnS, the EPM rates are generally higher by 1–2 orders of
magnitude except at theX valley in f001g direction where by
far the highest rates are derived from the EXX-LDA band
structure.

Because of the large band gap, impact ionization pro-
cesses in these materials can only be generated by electrons
in the higher bands. Looking at the EXX-LDA band struc-
tures in Figs. 2 and 3 in more detail, the main contributions
to the IIR in GaN arise from the second to fourth conduction
band near theG valley in theL andX direction. In ZnS, the
third and fourth band give the main contributions in theX
direction at the edge of the Brillouin zone; the second band is
still too low at theG point.

The results for the energy-averaged IIR for GaN and ZnS
are shown in Figs. 9 and 10, respectively. The threshold en-
ergies amount to 4.0 eV for GaN and 3.7 eV for ZnS,
slightly smaller than the EPM values. We find a strong in-
crease of the IIR at about 5.75 eVsGaNd and 4.75 eVsZnSd,
much more pronounced than the EPM results in that region.
In the following energy domain, the rate based on the EXX-
LDA is for both materials considerably higher than the EPM
rate. The curve of Kolniket al.29 for GaN was derived by
applying a Monte Carlo method for the evaluation of the
integrals in Eq.s1d and an EPM band structure. A relatively
soft threshold behavior is obtained from this approach.

FIG. 7. IIR along the high-symmetric lines in GaN by using the
EPM and EXX-LDA band structures.

FIG. 8. Same as in Fig. 7 but for ZnS.
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It is interesting to correlate the peaks and minima of the
DOS with the structures of the IIR for both materials. The
first peak of the DOS owing to the first conduction band
gives no contributions to the IIR in both cases because it is
located below the threshold energy. The position of the sec-
ond peak of the DOS in GaN just coincides with the sharp
increase of the IIR at 5.75 eV. The second peak of the DOS
in ZnS, however, is still below the threshold energy for im-
pact ionization and does not contribute. Only the third peak
is close to the threshold in this material while the strong
increase at 4.75 eV occurs in a region with an almost con-
stant but high DOS of about 0.5seV atomd−1. The DOS in
GaN is generally smaller than in ZnS and has a more pro-
nounced peak structure which is then more apparent in the
IIR.

IV. CONCLUSION

In summary, we have performedab initio band structure
calculations for GaAs, GaN, and ZnS using DFT within the

EXX-LDA in order to compute the microscopic IIR. We
have shown that the IIR is strongly sensitive with respect to
the band structure and asymmetric ink-space. We find a
strong increase above the threshold energy at about 5.75 eV
sGaNd and 4.75 eVsZnSd. A correlation to the structures of
the DOS can be given for GaN while for ZnS a constant but
high DOS occurs in that region. These new results for the IIR
can be applied in Monte Carlo simulations of the high-field
electron transportssee, e.g., Refs. 13, 19, 29, and 30d in order
to gain more insight into the process of carrier multiplication
in semiconductors.
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