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In this Brief Report we show first-principles results on the nonlinear optical response of silver surfaces as a
function of surface charge. The results are compared with existing ones obtained from the jellium model and
experiment.

DOI: 10.1103/PhysRevB.71.073404 PACS numberssd: 68.47.Fg, 42.65.Ky, 73.30.1y, 82.45.Fk

Second harmonic generationsSHGd is a useful method for
the study of the nonlinear optical properties of matter. For
materials with inversion symmetry, such as ordinary liquids
and most metals, SHG is forbidden in the bulk in the dipole
approximation; so in these systems the observed signal must
come from the surface or from an interfacial region. This
inherent surface sensitivity makes SHG particularly useful
for electrochemical interfaces, for which there are few other
in situ methods that give information about their electronic
properties.

Electrochemical interfaces resulting from the contact be-
tween a metal and an electrolyte show a charge distribution
consisting of two narrow regions of equal and opposite
charges—the electrical double layer. This can be viewed as a
capacitor with an extremely small effective plate separation.
The magnitude of the surface-charge densitys on the metal
can be controlled through the electrode potentialf; these
two quantities are related through the differential capacityC
per unit area:

s =E
fpzc

f

Csf8ddf8 s1d

wherefpzc is the potential of zero charge. Therefore, elec-
trochemical interfaces are of special interest for the applica-
tion of SHG since an additional observable, the surface
charge density or, equivalently, the electrode potential, can
be varied.

The interpretation of SHG data is not straightforward; this
is especially true for the dependence of the signal on the
surface-charge density. Therefore, reliable theoretical calcu-
lations of the surface properties that govern SHG are of great
importance. However, so far there have been very few first-
principles calculations of the nonlinear polarizability of
metal surfaces, and these have been restricted to uncharged
metals in the vacuumssee, e.g., Ref. 1d. Therefore, the inter-
pretation of electrochemical SHG experiments has mostly
relied on the jellium model, both in its the simple form with

a constant positive background charge,2–4 and in the version
with pseudopotentials.5 Obviously, it is desirable to have
first-principles results for charged surfaces that can validate
the results of the simple models.

The SHG signal is composed of several contributions. The
most interesting one is the electronic response perpendicular
to the metal surface, which depends strongly on the state of
the surface, in particular on its surface-charge density. This
response can be characterized by the so-called Rudnick and
Stern parametera sRef. 6d. In the long-wavelength limit, in
which the surface electrons follow the incident radiation
adiabatically, this can be expressed through the variation of
the electronic densitynsz,sd, averaged parallel to the
surface:2

a = − 2n̄E
−`

`

z
]2nsz,sd

]s2 dz. s2d

Herez is the direction perpendicular to the surface,n̄ is the
average bulk electron density, ands is the surface-charge
density.

In a number of papers3,7–9 experimental values for this
parametera have been obtained for Ags111d and Ags100d
surfaces in contact with aqueous solutions using a standard
neodymium-doped yttrium aluminum garnetsNd:YAGd laser
at a frequency of 1.17 eV. This frequency is far below the
plasma frequency of silver, so that the long-wavelength ap-
proximation holds. In this work we have calculated the de-
pendence ofa on the surface-charge density for these two
surfaces.

The experimental data for the real part of the coefficienta
shown in the present paper have been obtained from relative
measurements of the intensity of the SHG signal. The latter
contains both an isotropic and an anisotropic contribution,
which can be separated by a mathematical analysis. The co-
efficienta can be obtained from the isotropic part by assum-
ing an appropriate reference value; details of this procedure
can be found in the literature.7,10
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To model the electronic structure of the surfaces and ob-
tain the electronic density as a function of the surface charge
we have used the local density approximation11,12 sLDA d to
density functional theory.13,14 The implementation we have
used is based in the iterative minimization of a free energy
functional15 that has the same stationary point as the finite
temperature functional of Mermin.16 The method was used as
implemented in theCPMD code.17 The electron-ion interac-
tion was represented by relativistic Troullier-Martins
pseudopotentials.18,19 A plane wave basis set with a 60 Ry
cutoff was used, which ensures convergence of total energies
down to 10−3 hartrees. In order to check for the accuracy
provided by the basis and the pseudopotential, calculations
for bulk silver were performed obtaining a bulk modulus of
1.29 Mbar and a lattice parameter of 4.053 Å, to be com-
pared with the experimental values of 1.04 Mbar and
4.086 Å, respectively.20,21The LDA calculated lattice param-
eter was used in all further calculations. The agreement with
experiment is the usual for the local density approximation
giving a slightly smaller lattice constant than experiment and
a bulk modulus that is 20–30% higher. For the sake of com-
parison, using the Perdew-Burke-Ernzerhof generalized gra-
dient approximation,22 we obtain a lattice parameter of
4.196 Å and a bulk modulus of 0.822 Mbar. For the work
function, we obtain values of 4.78 and 4.81 eV for thes100d
and s111d surfaces, respectively. These are in good agree-
ment with existing theoretical results23–25and the experimen-
tal values of 4.64 eVs100d and 4.74 eVs111d.20

Surfaces were represented by periodically repeated super-
cells consisting of a single surface unit cell of nine-layer
slabs fors111d surfaces and 11-layer slabs fors100d surfaces.
The SHG response is not very sensitive to the thickness of
the slab and smaller numbers of layers than what we have
used were found to be sufficient in previous studies.5 Peri-
odic images on the direction perpendicular to the surface
were separated by a vacuum space equivalent to seven metal
layers for s111d surfaces and eight metal layers fors100d
surfaces. For the sampling of the surface Brillouin zone 12
and 15k points in the irreducible wedge were used fors111d
and s100d surfaces, respectively. Relaxations of surface at-
oms were neglected and surfaces were assumed to have the
bulk terminated structure. This approximation is justified for
the s111d ands100d surfaces of Ag since the relaxation of the
outermost planes in this surfaces is known to be very small
sless than 2%d.23,24,26

In order to deal with charged surfaces within a periodic
supercell approach we have used the “charged plane” method
developed and implemented in theCPMD code by Lozovoiet
al.27,28The method relies on the inclusion of a charged plane
at the boundary of the cell parallel to the surface; bearing a
charge equal in magnitude but of opposite sign to the charge
on the slab. Since overall the systemsmetallic slab plus
charged planed is neutral, only dipole-dipole and higher mul-
tipole moment interactions can occur between periodic im-
ages in thez direction. The dipole-dipole interaction is
avoided by using a symmetric slab with no net dipole mo-
ment.

The electron density was obtained for a total of 42 differ-
ent charges ranging between −0.023 and 0.080 electrons per
surface unit cell for each of the surfaces considered. The

range of negative charges that can be achieved is limited by
the onset of field emission. For a sufficiently large negative
charge the Fermi level of the metal goes above the value of
the electrostatic potential at the cell boundary and electrons
bind to the charged plane.27 This condition was carefully
excluded in the calculations shown here. The three-
dimensional electron density was averaged over the surface
unit cell in the direction parallel to obtainnszi ,sd for every
grid point zi. The density at each point was then fitted to a
linear combination of Chebyshev polynomials up to degree 6
on the charge density via a least square procedure. Further
increasing the degree of the polynomial produced no signifi-
cant change in the results obtained.36 The derivative
]2nszi ,sd /]s2 was obtained by analytical differentiation of
the polynomial at each grid point. The use of orthogonal
polynomials is essential to ensure stability of the procedure.
The a parameter as a function of charge was then obtained
by numerical quadrature of Eq.s2d.37

We have extended the results obtained by Leivaet al.5

using a jellium with pseudopotentials method30–32to a larger
charge range using the interpolation procedure described in
the preceding paragraph. A comparison of our results using
first-principles three-dimensional calculations, the jellium
model, and experiment are shown in the figures.

The data for Ags100d are shown in Fig. 1. The experimen-
tal data from Beltramoet al.8 are for two different angles of
incidence; the difference between the two sets of values fora
indicates the accuracy of the experiments, since the angle of
incidence should affect only the Fresnel coefficients. The two
theoretical curves are close and run almost parallel; our cal-
culations give consistently somewhat higher values for −a
than jellium. However, within experimental accuracy both
agree with the experimental results for surface chargess less
than about 15mC cm−2.

The surface of silver becomes oxidized easily in contact
with air. In an electrolyte solution the formation of an oxide
occurs at sufficiently positive potentials; the onset depends
on thepH and on the type of anions present in the solution.
In contrast to gold or platinum, it is not possible to electro-
chemically reduce an oxide film on silver completely. A care-

FIG. 1. Comparison of experimental and theoretical data of the
real part of thea coefficient for Ags100d. The experimental data are
for a 50 mM solution of KClO4 and two different angles of inci-
dencesRefs. 7 and 8d.
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ful treatment before and during the measurements is impor-
tant. For Ags111d we have obtained data33 from experiments
where the single crystal was heated under an argon atmo-
sphere in order to eliminate this oxide film. Subsequently, it
was transferred to the cell under potential control at a value
sufficiently negative to avoid oxidation of the surface. The
results are shown in Fig. 2; they do not show the drop in −a
nears=15 mC cm−2 found in older data.3,7,8 Within experi-
mental accuracy, our data agree with the three values ob-
tained by Furtaket al.29 by a reevaluation of the data by
Guyot-Sionnestet al.3—the latter work contains a small error
in the Fresnel coefficients.29 Chloride ions are known to in-
hibit oxide formation; therefore we have also included data
by Beltramoet al.10 for Ags111d in a Cl−-containing solution.
The authors of this work suggest that up to a charge density
of about 42mC cm−2 the Cl− ions are only weakly adsorbed
and do not affect the SHG signal, but keep the surface oxide-
free. At higher charge densities a phase transition occurs in
the adsorbate, and the coefficient −a drops.

Again our first-principles calculations predict somewhat
higher values for −a than jellium does. Except for very nega-
tive charge densities, both sets of theoretical results agree
with the experiments within experimental accuracy. Both our
first-principles and the jellium calculations have disregarded
the presence of water in the experimental system. The agree-
ment between theory and experiment suggests, that at least in
the ranges.−10 mC cm−2 the presence of water has little
effect on the SHG signal. For higher negative excess charges
the electronic tail will extend further into the solvent, and
may be more strongly affected by its presence. For reasons
mentioned above, our calculations do not extend far into that
region.

At a first glance, the good agreement between our results
and the jellium values seems surprizing. The jellium calcu-
lations were based on parameters for silver suggested by
Amokrane and Badiali.34 They suggested an effective va-
lence ofz=1.5 for Ag, and fitted the pseudopotential radius
such that they obtained good work functions for the most
important surface planes. They have thus been optimized to
represent the surface properties. A simple application of jel-
lium with a valency ofz=1 and no pseudopotentials gives
values fora that are too high by about a factor of three. Still,
it remains a little surprizing that a jellium model which has
been designed to reflect the work function also gives good
values for the second-order polarizability.

In conclusion, we think that a comparison of our calcula-
tions with the experimental data is quite encouraging. Our
method can easily be extended to adsorbate-covered sur-
faces, for which simple models like jellium do not exist.
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