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The effect of the long-range Coulomb interaction on charge accumulation in antiferromagnetic vortices in
high-Tc superconductors is studied within a Bogoliubov–de Gennes mean-field model of competing antiferro-
magnetic andd-wave superconducting orders. Antiferromagnetism is found to be associated with an accumu-
lation of charge in the vortex core, even in the presence of the long-range Coulomb interaction. The manifes-
tation ofP-triplet pairing in the presence of coexistingd-wave superconductivity and antiferromagnetic order,
and the intriguing appearance of one-dimensional stripelike ordering are discussed. The local density of states
in the vortex core is calculated and is found to be in excellent qualitative agreement with experimental data.
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I. INTRODUCTION

The vortex cores of high-Tc superconductors have been
the subject of intense investigation in recent years. Advances
in experimental techniques, especially in the area of
scanning-tunneling microscopysSTMd,1–4 have allowed un-
precedented exploration of the electronic states at the atomic
scale. Local information on vortex core states has also been
provided by high-field nuclear magnetic resonancesNMRd
experiments,5–9 which use inhomogeneity in the magnetic
field to extract a spatially resolved relaxation rate.

Among the principal results of these experiments is the
suppression of the low-energy density of states in the vortex
core,6,7 with either an absence, or possibly a strong splitting
of the zero-bias conductance peaksZBCPd,1–3 indicating
some form of ordering in the vortex core. STM results also
show the presence of low-energy vortex core states which
extend beyond the vortex core radius,1,3,4 as defined by the
superconducting coherence lengthj. These extended vortex-
induced states were further observed to form a localized
checkerboard pattern along the CuO bonds with a period
near 4.3a0 sRef. 4d. A similar checkerboard pattern with a
period close to 4.5a0 has also been seen in more recent STM
experiments in zero field, both in the pseudogap state10 and
in the superconducting state11,12 of Bi2Sr2CaCu2O8+d

sBSCCOd. These observations are corroborated by STM ex-
periments on the superconductor NaxCa2−xCuO2Cl2 sNa-
CCOCd which show strong ordering with a period of 4a0 in
a pseudogaplike state.13 It has been proposed that this check-
erboard pattern is due to the formation of a pair-density wave
of phase-incoherent Cooper pairs;14–16 however, this inter-
pretation remains controversial and the existence of other
orderings, such as dynamically fluctuating stripes,17,18 spin-
density-wave ordering,19 or a particle-hole charge-density
wave,20 remains a likelihood. Indeed, neutron-scattering ex-
periments have reported the existence of a periodic modula-
tion of antiferromagnetic correlations in zero field.21–29

Many experiments have also reported observations of
field-induced magnetic order in the high-Tc superconductors.
It has been noted that the periodicity of the charge ordering
observed in STMsRef. 4d could be consistent with inelastic
neutron-scattering experiments on optimally doped

La2−xSrxCuO4 sx=0.163d that show a field-induced signal in
the low-frequency spin-fluctuation spectrum, near thesp ,pd
point in reciprocal space, suggesting the existence of a fluc-
tuating spin-density wave with a periodicity close to 8a0
along the CuO bond directions and a correlation length,
.20 lattice spacings.30 More local measurements using spa-
tially resolved NMR also provide strong evidence for the
presence of antiferromagnetic order in the vortex cores of
near-optimally doped YBa2Cu3O7−d sRef. 8d and
Tl2Ba2CuO6+d sRef. 9d. Muon-spin resonance measurements
of the magnetic field distribution of underdoped
YBa2Cu3O6.50 reveal structure in the high-field tail that is not
seen in optimally doped YBa2Cu3O6.95 and is consistent with
static antiferromagnetism.31 Elastic neutron scattering has
shown a strong enhancement of incommensurate static anti-
ferromagnetism in an applied magnetic field in underdoped
La2−xSrxCuO4 with x=0.10 sRef. 32d and withx=0.12 sRef.
33d. The antiferromagnetismsAFMd is observed to have a
very long correlation length.400 Å showing that AFM and
superconductivitysSCd co-exist in the bulk.32 Similar results
are seen in elastic neutron-scattering experiments on
La2CuO4+y sRef. 34d. The picture that emerges from these
various measurements is that static or dynamic antiferromag-
netic order is induced, or at least strongly enhanced, by an
applied magnetic field. This antiferromagnetic order appears
to be nucleated at the vortex cores, and extends into the bulk
of the superconductor with a correlation length that is much
longer than the superconducting coherence length.

Charge-density modulations induced at vortex cores by
the presence of antiferromagnetic or spin-density-wave order
have been predicted within various theoretical
approaches.19,35–41In partial agreement with the experimen-
tal results discussed above, common features of many of
these calculations include an antiferromagnetic or spin-
density-wave order that is nucleated at the vortex core
swhere d-wave superconductivity is most strongly sup-
pressedd and which extends well beyond the core region into
the bulk of the superconductor. This antiferromagnetic order
is accompanied by a local modulation in the charge density
that reaches a maximum at the centre of the vortex core and
is seen to approach half filling in some cases.39,40The vortex
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core charge is predicted to have a strong doping
dependence.40 In the overdoped region of the phase diagram
the vortex cores are not antiferromagnetic, and the difference
between the chemical potentials of the normal core and the
surrounding superconducting region leads to a small de-
crease in the charge density at the core.42,43 In this case the
vortices are positively charged. As the doping is decreased,
the vortex cores become antiferromagnetic and expel holes
into the bulk of the superconductor, causing the vortices to
become negatively charged.

Since there is no reason to expect pair-density-wave or-
dering to push the local charge density toward half filling,
the presence of negatively charged vortices in the under-
doped cuprates could be a distinguishing feature of field-
induced antiferromagnetic ordering. However, the ability of
this induced charge to survive the effects of the long-range
CoulombsLRCd interaction has not been established. In or-
der to determine whether negatively charged vortices can
persist as a robust prediction of a theory containing antifer-
romagnetically ordered vortices, we have set out to include
the long-range Coulomb interaction in a self-consistent
mean-field theory of the cuprates that contains both antifer-
romagnetic and superconducting order parameters. The self-
consistent effect of the long-range Coulomb interaction on
the doping and magnetic field dependence of the antiferro-
magnetic order and vortex-core charge is calculated. Our re-
sults suggest that an antiferromagnetic vortex core isalways
associated with an accumulation of electrons in the core re-
gion, even in the presence of the long-range Coulomb inter-
action. However, both the AFM order and the associated vor-
tex core charge are weakened with increased LRC interaction
strength, and eventually vanishsimultaneouslyabove a criti-
cal value. We further find that the local density of states
sLDOSd in the vortex core is modified by the long-range

Coulomb interaction in such a way that the essential features
of STM data on YBCOsRef. 1d are captured within a sim-
plified model of competing AFM anddSC orders. We also
study the manifestation ofP-triplet pairing in the presence of
coexistingdSC and AFM order, and discuss the intriguing
appearance of one-dimensional stripelike ordering.

II. MODEL AND METHOD

We describe a two-dimensionald-wave superconductor in
an external magnetic field by thet-J Hamiltonian with an
additional long-range Coulomb interaction

HC =
V

2o
iÞ j

ninj

ur i j u
, s1d

whereV=e2/eha0
2 with dielectric constanteh, and ur i j u is in

units of the lattice constanta0. The LRC interaction is added
to the Hamiltonian in order to study the competing effects of
the local antiferromagnetic order in the vortex cores and the
Coulomb repulsion between electrons.75,77 We start with the
mean-field model of Ghosalet al.39 and include the effects of
the long-range Coulomb interaction over all sites for the Har-
tree shiftswhich includes the density-density interactiond and
at the nearest-neighbor level for all other order parameters. It
is important to note that screening effects will be accounted
for by self-consistent calculation of the Hartree shift—which
allows for rearrangement of the charge density—as in den-
sity functional theorysa similar approach has been taken in a
zero-field study of thet-J model by Arrigoniet al.44d. With
the LRC interaction incorporated in this way, the effective
Hamiltonian of Ref. 39 becomes

FIG. 1. sColor onlined From left to right, electron number density relative to the average densitydknil=knil−0.875, forV=0, 0.2, and
0.35 on one half of a 20340 unit cellsthe other half is equivalent by symmetryd for an interaction strengthJ=1.15. ForV=0.2 a region of
reduced electron density screens the peak in the core. AtV=0.35 the vortex core charge and the screening charge have changed sign, and
modulations in the electron density have a much smaller amplitudeson the order of 10−3 electrons per sited. The bottom row shows
two-dimensionals2Dd density plots of the 3D plots in the top row.
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Heff = − o
i,d,s

st + ti,s
d deifi

d
ci,s

† ci+d,s − o
i,s

Sm − hi

+ seiQ·r io
d

mi+dDni,s + o
i,d,s

sDi,s
d ci,s

† ci+d,−s
† + H.c.d,

s2d

where ti,s
d is the Fock shift that renormalizes the hopping

amplitudet swe sett=1 in this paperd, andhi is the Hartree
shift that renormalizes the chemical potentialm. Here d
= ± x̂, ±ŷ, the four nearest neighbors of any site, andfi

d

=sp /F0dei
i+dAsr d ·dr . The localdSCsDi,s

d d and AFM smid or-
der parameters satisfy the following self-consistency rela-
tions:

Di,s
d = H J

4
kci+d,−sci,sl − S J

4
−

V

2
Dkci+d,sci,−slJ s3d

and

mi =
J

4
skni↑l − kni↓ldeiQ·r i , s4d

whereQ=sp ,pd is the antiferromagnetic wave vector. The
Fock shift

ti,s
d =

1

2
H J

4
kci+d,−s

† ci,−sl +
V

2
kci+d,s

† ci,slJe−ifi
d
+ H.c. s5d

is assumed to have no dependence on the direction of hop-
ping across a given bond, and is allowed to renormalize only
the magnitude and not the phase of the hopping energyt.
This is consistent with the assumption employed here that
the magnetic field is uniform throughout the sample. The
Hartree shift

hi = −
J

4o
d

kni+dl + V o
jPu.c.

ai,jknjl, s6d

where the sum inj is over all sites in a magnetic unit cell,
contains the density-density part of the long-range Coulomb
interaction. The constantsai,j are calculated by the method
of Ewald summation with the assumption that the magnetic
unit cell is periodically repeated in all three directions in
space, separated by a distance in the perpendicular direction
of c,3a0, and surrounded by a uniform, neutralizing back-
ground charge with a static dielectric constanteh. In this
paper, we report on results forV from 0 to 0.35. Fort
,0.5 eV, this corresponds to a static dielectric constant for
the bound charges fromeh→` down to eh,20. Since we
are working at high fields, we assume a square vortex
lattice45,46 with nearest-neighbor vortices along the Cu-O
bond directions: our results, which focus on the vortex core
structure, do not depend on this choice.

In order to diagonalize the effective Hamiltonian, we
make a Bogoliubov–de GennessBdGd transformation and
block diagonalize the resulting BdG Hamiltonian by exploit-
ing the magnetic-translational symmetry of the problem.
Starting with an initial guess for alllocal variables and for
the value ofm, we solve for all eigenvalues and eigenvectors
of the BdG matrix for each magnetic wave vectork. Results
in this paper are reported for 24312 wave vectors. Note that
the time-reversal symmetry of the BdG Hamiltonian,47

Esskd→−E−ss−kd, allows us to find the eigenvalues and
eigenvectors of thek-dependent blocks of the BdG matrix in
sk, −kd pairs

FIG. 2. sColor onlined From left to right, the AFM ordermi sin units of td for V=0, 0.2, and 0.35 on one half of a 20340 unit cell, with
J=1.15 andnave=0.875. WithV=0.2 the magnitude of the AFM has been approximately halved and atV=0.35, where the vortex core is no
longer negatively charged, the AFM order is negligible. The shape of the AFM order is unaffected by the dramatic changes in the structure
of the electron density induced by the LRC interaction. The bottom row shows 2D density plots of the 3D plots in the top row.
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S ui,sskd
vi,−sskd

D → S− vi,−s
* s− kd

ui,s
* s− kd

D . s7d

The eigenvalues and eigenvectors are used to recalculate all
of the local variables using the self-consistency equations
defined abovefEqs. s3d–s6dg. This iterative process is re-
peated until the largest change in all site-dependent variables
and in the average charge densityswhich is controlled by
tuning the chemical potentialmd is less than 10−5. The addi-
tion of the long-range Coulomb interaction destabilizes this
iterative procedure, and we found it necessary to develop a
modified Broyden’s method to achieve convergence in the
Hartree shift. The details of the convergence method are dis-
cussed in the Appendix .

III. RESULTS

A. Effect of the long-range Coulomb interaction on the vortex
core charge

In the absence of the long-range Coulomb interaction the
suppression ofd-wave superconductivity at the vortex cores
leads to the emergence of antiferromagnetic order with a
correlation length,m that is much longer than the supercon-
ducting coherence lengthj, for the range of parameters that
is appropriate to the cuprates. The antiferromagnetism is
strongest at the center of the vortex core, and creates a non-
uniform charge density through the expulsion of holes from
the vortex core into the bulk of the superconductor. In this
paper, we focus our attention on the added effects of the
long-range Coulomb interaction on this charge ordering.

As one would expect, the principal effect of including the
Coulomb repulsion is to reduce the magnitude of the peak
charge density at the center of the vortex core. As can be

seen in Fig. 1, which plots the nonuniform charge density
dknil=knil−nave, the large nonuniform electron density in the
vortex core is first reduced and then eliminated as the LRC
strength is increased fromV=0 to V=0.35. Initially, the ef-
fect of the LRC interaction is to sharpen the charge density
profile and to induce a screening region of reduced charge
density immediately around the vortex core. This screening
region separates the charge density profile into two distinct
regions: inside the core AFM order governs the charge den-
sity, pushing it toward half filling; outside the core AFM no
longer controls the charge density and there is a weak dip in
the charge density along the nodal directions beyond the
screening region, due to the effects ofdSC order.

Interestingly, the shape of the antiferromagnetic ordering
ssee Fig. 2d is not affected by these dramatic changes in the
short-range structure of the charge density. This is reflective
of the long correlation length of the AFM order. However,
the magnitude of the AFM order is reduced along with that
of the nonuniform charge density. As the interaction strength
is further increased toV=0.35, the charge density modula-
tions are greatly weakened, with a small amplitude on the
order of 10−3 electrons per site. At this point, the AFM order
at the vortex core has been completely destroyedsumu
,10−4d by the reduction in the local charge density. In the
absence of AFM order, the vortex core becomes weakly posi-
tively charged due to the gap variation between the “normal”
core and the surrounding superconductor.42,43 The charge
density profile atV=0.35 is equivalent to that seen in more
highly doped systems where AFM order is absent even at
V=0 sdiscussed below in Sec. III Cd.

The d-wave superconductivitydSC is also suppressed by
the Coulomb repulsion, which weakens the nearest-neighbor
pairing attractionfas can be seen in the second part of Eq.

FIG. 3. sColor onlined From left to right, the magnitude of thedSCorder uDiu sin units of td for V=0, 0.2, and 0.35 on one half of a
20340 unit cell, withJ=1.15 andnave=0.875. The structure ofuDiu is unchanged by the LRC, but the magnitude is gradually reduced due
to weakening of the nearest-neighbor attraction that generates thedSCpairing. The bottom row shows 2D density plots of the 3D plots in
the top row. One can see that the coherence lengthj increases as the strength of thed-wave pairing is reduced.
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s3dg. Figure 3 shows the evolution of thedSC order as the
Coulomb interaction is increased fromV=0 to V=0.35. The
overall shape of thedSC order does not change; but, the
coherence length gradually increases as the magnitude is re-
duced. Note that it is the site-dependent gauge-invariant gap
operator, defined as

Di =
1

8o
d,s

s− 1ddye−ifi
d
sDi,s

d , s8d

that is shown.
It is clear that the survival of antiferromagnetic order at

the vortex core is dependent upon the existence of a local
charge density that is closer to half filling than the average
density. This dependence is evident in Fig. 4, which shows
the effects of the long-range Coulomb interaction on the
strength of thedSC, on the AFM order, and on the peak
charge density in the vortex core. The AFM decreases gradu-
ally until V.0.2, where it begins to rapidly fall off. Both the
antiferromagnetism and the charged vortex core disappear
betweenV=0.3 andV=0.35. ThedSCorder uD0u decreases
linearly at first and then gradually starts to fall off more
quickly with V, which is consistent with the reduction of the
pairing interaction strength in the second part of Eq.s3d, and
is able to survive at larger values ofV where the AFM and
the charge order are destroyed. The existence of antiferro-
magnetic order clearly implies, and is dependent upon, the
existence of negatively charged vortex cores.

B. Magnetic field dependence of antiferromagnetic order
and core charge density

In an attempt to better characterize the effect of the long-
range Coulomb interaction on the vortex core charge we
have also studied the dependence of the AFM order, and its
accompanying charge density order, on the size of the unit
cell sH=2F0/NxNya0

2<34 T for a 20340 unit celld. At V

=0, the AFM increases and the charge density moves closer
to half filling with increased unit cell size. In a larger unit
cell the AFM order, which has a correlation length,m@j, is
able to reach larger values by spreading out its variations
over longer distances. Figure 5 shows that the LRC interac-
tion has a dramatic effect on this relationship: whenV.0,
the AFM and the charge density at the center of the vortex
core initially increase, but then start to decrease with increas-
ing unit-cell size above a unit-cell size of 22344.

As discussed above, the shape of the AFM order does not
change with increasedV, despite dramatic changes in the
structure of the charge density. The observed reduction in
AFM order in larger unit cells is likely to due to the fact that
the peak in the AFM is spread out over large distances. At
V=0 this is to the benefit of the AFM; however, when the
LRC interaction is turned on the charge density peak is
sharpened, and a hole rich region of screening charge forms
around it. As the unit cell gets larger, more of this hole-rich
region will lie underneath the central peak in the AFM order.
We suggest that the weakening of the AFM observed in
larger unit cells is due to this lowering of the “average”
charge density under the peak in the AFM order.

Taken to its limit, this argument suggests that AFM will
eventually disappear as the magnetic field is lowered,if it
maintains the spatial structure commensurate with that of the
supercurrent that is seen in Fig. 2. It is, however, more likely
that the spatial structure of the AFM will change at some
point as the unit cell size is increased beyond the AFM cor-
relation length,m, preserving the AFM vortex core. Indeed,
such an effect is discussed below in sec. III E. It is also
important to note that AFM order with shorter-range 2D spa-
tial structure that is not tied to the unit cell size, as seen in
other work,19,36,37,41,48,49could be accessed within our model
by tuning of the model parameters and introducing a next-

FIG. 4. Peak values ofdSCuD0u shd far from the vortex core,
and AFM umcoreu ssd and electron densitydkncorel snd at the center
of the vortex core as a function of increased LRC strengthV, for a
20340 unit cell with J=1.15 andnave=0.875. All quantities are
plotted relative to theirV=0 values. BetweenV=0.3 andV=0.35,
the density of electrons in the core crosses over from positive to
negative and the AFM order disappears. Lines are a guide to the
eye.

FIG. 5. sColor onlined Antiferromagnetic ordermcore sdotted
linesd, in units of t, and electron number densitydkncorel ssolid
linesd at the center of the vortex core as a function of unit cell size
L32L for LRC strengths ofV=0 ssd, V=0.15 shd, and V=0.25
sLd, with J=1.15 andnave=0.875. WhenV=0 the density at the
core increases toward half fillings0.125 in this plotd with increasing
unit cell size. ForV.0 the dependence becomes non-monotonic
with the peak charge density occurring in the 22344 unit cell. The
anomalous increase in the AFM atV=0.25 forL=24, 26 is due to
the development of a 1D anisotropy discussed in sec. III E. Lines
are a guide to the eye.
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nearest-neighbor hopping.41,49 Such shorter-range ordering
may well be less perturbed by the screening effect of the
long-range Coulomb interaction at low magnetic fields.

C. Doping dependence

We have also studied the dependence of the vortex core
charge on the average density of electrons, or the doping. For
V=0, our results are in agreement with those of Chenet al.
who observed positively charged vortices with negligible
AFM order for larger values of the hole density, with a tran-
sition to negatively charged AFM vortices as the average
density approaches half filling.40 For a unit cell of 20340
sites with two vortices this transition from positive to nega-
tive vortices occurs near an average density ofnave=0.855, at
V=0 ssee Fig. 6d. The chief effect of increasingV is to push
this transition closer to half filling and to reduce the magni-
tudes of both the AFM order and the vortex core charge. The
AFM region shrinks gradually at first and then rapidly with
increasingV. This is consistent with the behavior seen in Fig.
4, where the AFM at the vortex core is seen to decrease more
rapidly at largerV. The transition from positively to nega-
tively charged vortices occurs when antiferromagnetism be-
gins to be nucleated in the vortex cores.

D. P-triplet pairing

It has been shown thatP-triplet order39,50–52 is able to
develop self-consistently in the presence of coexistingdSC
and AFM order, even in the absence of any interaction which
generates it directly. The localP-triplet order parameter

Pi
d =

J

4
hkci+d,↓ci,↑l − kci,↓ci+d,↑ljeiQ·r i , s9d

where Q=sp ,pd, has a triplet pairing amplitude in theSz

=0 channel. The prefactor ofJ/4 is introduced for the sake
of comparison with the other order parameters. We find that
the shape of theP-triplet order does not change with increas-
ing V: within the vortex core,uPiu rises rapidly from zero to

its maximum value within a superconducting coherence
length j; outside of the vortex coreuDiu is approximately
uniform, and the shape ofuPiu follows that of the AFM order,
falling with increasing distance from the core to zero at the
lines of zero supercurrent before rising again to smaller
peaks in the corners of the unit cell. The magnitude of the
P-triplet order decreases with increasing LRC, along with
that of the AFM order, and falls below 10−6t whenV reaches
0.35.

The P-triplet order parameter was introduced by Zhang50

in the context of SOs5d theory, which proposes a unified
theory of AFM anddSC order for the cuprates. It was argued
on general symmetry grounds that a theory containingDi ,Pi,
andmi orders will satisfy the relation

P̃i
*D̃i = − m̃is1 − knild, s10d

where the variables without the “tilde” are those of Eqs.s3d,
s4d, ands9d without the prefactors indicating the interaction
strength. AtV=0 this symmetry relation is satisfied within
5% on a site-by-site basis. WhenV.0 we find that Eq.s10d
is still satisfied within 10–20 % over most of the unit cell,
except in the vortex core where the charge density is pushed
away from half filling such thats1−kncoreld no longer ap-
proaches zero. In the presence of the LRC interaction,
P-triplet pairing is observed, but the symmetry relation con-
nectingPi ,Di ,mi and the local hole density is weakened.

E. One-dimensional anisotropy

When the exchange interaction strengthJ is increased
above 1.15, the AFM and the charge density spontaneously
develop a slight one-dimensional anisotropy atV=0: both
the AFM and charge orders extend to a greater distance along
the x or y direction sparallel to the Cu-O bondsd. We have
checked the validity of this behavior by repeating the calcu-
lations on a square 40340 site unit cell containing four vor-
tices, and by comparing the ground state energies of systems
with x- and y-oriented anisotropy in both rectangularstwo
vorticesd and squaresfour vorticesd unit cells. All results
were found to be equivalent within the limits of numerical
accuracy. Similar behavior has been seen in other BdG stud-
ies of the vortex state based on mean-field solutions of the
extended Hubbard model with added nearest-neighbor
pairing.49,53

We have found that this one-dimensional anisotropy is
strongly enhanced by the long-range Coulomb interaction. At
V=0 snot shownd the AFM and the charge density orders
have an elliptical shape. AtV=0.35, as shown in Fig. 7, the
AFM and the charge density are strongly one dimensional,
extending throughout the unit cell along they direction while
oscillating in thex direction with a period of 20a0 for the
AFM order and 10a0 for the charge density order. The period
of this oscillation is set by the size of the unit cell. We note
that other periodicities and more complex orders are acces-
sible within our model if terms such as a next-nearest-
neighbor hopping are added.41,49 The dSC order is only
slightly affected and, for the most part, retains its 2D struc-
ture. The AFM is strongest in the vortex core and has the
opposite sign at the edges of the unit cell. The magnitude of

FIG. 6. sColor onlined Antiferromagnetic ordermcore sdotted
linesd in units of t, and electron number densitydkncorel ssolid linesd
at the center of the vortex core as a function of the average density
nave for LRC strengths ofV=0 ssd, V=0.15shd, andV=0.25sLd
for a 20340 unit cell withJ=1.15. The region containing AFM and
negatively charged vortices shrinks slowly at first and then rapidly
toward half filling with increasingV. Lines are a guide to the eye.
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the AFM at the edges is almost as large as it is in the center
“stripe” and has, surprisingly, beenenhancedby the LRC
interaction. The charge density tracks the magnitude of the
AFM and shows none of the rich, short-range, two-
dimensional structure seen atJ=1.15 in the presence of the
LRC interaction. WithJ=1.3, the main effect of the LRC
interactionsapart from reducing the magnitude of the AFM
and the charge density at the cored is to strongly enhance the
one-dimensional ordering that was only weakly developed at
V=0. We suggest the following reasons for this phenomenol-
ogy. First, as the exchange interaction strengthJ is increased,
the domain walls at which the AFM order parametermi
changes sign cost increasing amounts of energy. As the AFM
is strengthened, this energy cost creates a tendency to
straighten out and shorten these domain walls. We have also
noticed a much weaker tendency toward anisotropy atJ
=1.15 in larger unit cells with 24348 and 26352 sites, that
leads to strengthening of the AFMsas can be seen in Fig. 5d.
This anisotropy is not obvious atV=0, and is only weakly
apparent forV.0. This unit-cell size dependence suggests
that the correlation length,m, which decreases with increas-
ing J, may also be playing a role. Earlier work on stripes
within SOs5d theory54 showed that phase-separated AFM and
dSC regions change from a droplet phase to one with alter-
nating stripes when the AFM anddSC regions occupy
roughly equal areas of the superconductor. The anisotropy
observed here may be partly driven by coincidence of,m
with the length of the unit cell, such that the AFM order
parameter would like to occupy half of the unit cell area.
Secondly, the LRC repulsion reduces the charge density at
the vortex core and creates a hole-rich screening region im-
mediately next to the core that screens the vortex charge
from the rest of the unit cell. The charge that is moved away
from the core is thus pushed to the edges of the unit cell.

This balancing of the charge reduces the AFM in the center
and strengthens it along the edges of the unit cell. The LRC
interaction does its best to create a uniform charge density
and strongly enhances the 1D character seeded by the AFM
order by washing out modulations in the charge density
along they direction. Further increase of the LRC interaction
will maintain this stripelike order, but will reduce the mag-
nitude of both the charge and AFM oscillations.

F. Local density of states

The local density of states provides a basis for compari-
son of theoretical results with powerful experimental tools.
As is well known, the zero-bias conductance peaksZBCPd
predicted to exist in the vortex core by standard BCS theory
for d-wave superconductors55 has not been experimentally
observed. Scanning-tunneling microscopysSTMd measure-
ments of the vortex state of YBCOsRef. 1d and of BSCCO
sRef. 2–4d show a complete absence of the ZBCP in the
vortex core. Low-energy structure in the conductance at
±5.5 meV in YBCO sRef. 1d and at ±7 meV in BSCCO
sRefs. 3,4d is observed in the vortex core spectra, and is seen
to persist outside of the core to distances much longer than
the coherence length.

We present our results for the local density of states in the
vortex core region in Fig. 8. In agreement with previous
results,39,56–58we find that the presence of antiferromagnetic
order in the vortex core provides a mechanism for splitting
of the ZBCP, both in the presence and absence of the LRC
interaction. More importantly, the LRC interaction changes
the spectrum at low energy, leading to excellent qualitative
agreement with experimental results. The main features in
the local density of states attributable to the LRC interaction
are the following: the unphysical spin gap atE,0.5 t is

FIG. 7. sColor onlined From left to right, electron number densitydknil=knil−0.875, AFM ordermi, anddSC orderuDiu for an interaction
strengthJ=1.3 and a LRC strengthV=0.35 on one half of a 20340 unit cell. The bottom row shows 2D density plots of the same. Both the
electron density and the AFM order show a strong anisotropy, while thedSC order is only mildly affected. Note that, in contrast to theJ
=1.15 results forV=0.35, the AFM order survives and the charge density is negative at the vortex core.
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washed out forV=0.15 due to weakening of the AFM order;
the asymmetry in height between the split zero-bias conduc-
tance peaks is reduced; and the peak splitting is found to
decrease linearly withumcoreu, as expected for the appearance
of an order parameter that breaks time-reversal
symmetry.59–63 The bottom trace of Fig. 8 shows the local
density of states averaged over all sites within the vortex
core. Given the simplicity of our minimal mean-field model,
the agreement atV=0.15 with STM results on YBCOsRef.
1d is remarkable. Almost all of the qualitative low-energy
features of the experimental data, including the appearance
of slightly asymmetric peaks atE,D /4, with higher energy
asymmetric “humps”sremnants of the strongly suppressed
coherence peaksd, are reproduced here. However, the weaker
low-energy “shoulders” observed in BSCCOsRefs. 2,3d are
not consistent with our data. Since the coherence length is
much smaller in BSCCO than in YBCO, it is more likely that
mean-field theory will break down in the vortex cores of
BSCCO, and that strong-correlation effects not captured in
our model are responsible for the shift of weight to higher
energies. We do note, however, that the vortex-induced states
at ±7 meV are seen to persist beyond the vortex core,3,4 in
partial agreement with theory.

IV. SUMMARY AND CONCLUSIONS

We find that the negatively charged, antiferromagnetic
vortex core is preserved up to a long-range Coulomb inter-
action strength ofV=0.35 in the underdoped superconductor.
For t,0.5 eV, this corresponds to a static dielectric constant
for the bound charges ofeh,20. Experiments indicate that
the static dielectric constant of the bound charges is on the

order of 10 to 30+ in the undoped parent insulator64,65and in
lightly doped cuprates,66 a range which is typical for other
oxides.67 This suggests that negatively charged vortices, in-
duced by the presence of antiferromagnetic order in the vor-
tex core, could well be a robust feature of the cuprate super-
conductors in the underdoped region of the phase diagram. It
is important to note that variation in material properties, such
as the chemistry and ordering of the interlayer donor regions,
or the interlayer distance itself, could easily lead to nonuni-
versal behavior across various families of the cuprates. In
any case, one of the principal results of this paper is that
static antiferromagnetic order cannot be sustained in the ab-
sence of a negatively charged core. The nucleation of anti-
ferromagnetic order as the magnetic field, the doping, or the
long-range Coulomb interaction strength are changed is al-
ways accompanied by a transition to a negatively-charged
vortex core. On this basis, we argue that measurements of the
vortex core charge could provide strong evidence for—or
against—antiferromagnetic ordering in the vortex cores of
high-Tc superconductors.

Qualitative agreement of the local density of states with
STM data1–4 is dramatically improved when the long-range
Coulomb repulsion is included in our model, suggesting that
the splitting of the zero-bias conductance peakfat least in
YBCO sRef. 1dg can be explained by the presence of antifer-
romagnetic order in the vortex core. We find that the
P-triplet pairing amplitude is preserved outside of the vortex
core, as long as there is coexistence of AFM anddSC orders.
We have also seen that a stripelike ordering of the antiferro-
magnetism and the charge density can occur when the AFM
interaction strength is increased, and that this one-
dimensional anisotropy is strongly enhanced by the long-
range Coulomb interaction.

At the relatively high magnetic fields to which we are
limited by our approach, the vortices are close enough to
each other that static AFM order, which has a correlation
length ,@j, is extended throughout the bulk of the sample
and should be robust against the effects of fluctuations; AFM
is still noticeable at the boundary of a unit cell size of 26
352 sites, which corresponds to a field of 19 T. At much
lower magnetic fields, where the intervortex distance,v@,,
fluctuations may well destroy the long range AFM order.
However, even in the absence of long-range order, it is pos-
sible that signatures of localized antiferromagnetism would
be detectable at low frequencies in the vicinity of the vortex
cores.

To our knowledge, only one attempt at a direct measure-
ment of the vortex core charge in high-Tc cuprate supercon-
ductors has been reported.68 Nuclear quadrupole resonance
sNQRd measurements of a field-induced shift in the NQR
frequency, which is sensitive to the local charge density, of
the copper nuclei suggest that slightly overdoped
YBa2Cu3O7 has negatively charged vortices and underdoped
YBa2Cu4O8 has positively charged vortices.68 The results of
this experiment suggest a doping dependence of the vortex
core charge that is opposite to that reported in this paper, and
in seeming contradiction with the many observations of
field-induced antiferromagnetic order4,8,9,30–34in the cuprates
and with the doping dependence of the Hall sign.69 It would
be interesting to see the results of these and other70 measure-

FIG. 8. sColor onlined The local density of states at the center of
the vortex corestopd, away from the vortex core along the node
direction smiddled, and averaged over all sites within a coherence
length from the vortex centersbottomd, for J=1.15 and nave

=0.875 on a 26352 unit cell. Solid lines are forV=0.15 and
dashed lines are forV=0. The lines have been shifted vertically for
clarity.
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ments of the vortex-core charge in the more highly-
underdoped cuprates. The results of this paper suggest that
such measurements could well be definitive.
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APPENDIX: CONVERGENCE METHOD

The long-range Coulomb interaction severely destabilizes
self-consistent calculation of the order parameters, by caus-
ing divergent long-wavelength oscillations in the charge den-
sity from one iteration to the next. In order to suppress these
divergent oscillations we tried a number of convergence
methods, in increasing order of sophistication, which we re-
view below.

The simplest way to suppress these oscillations is to lin-
early mix the inputsuxin

smdld and the outputsuxout
smdld from the

current iteration to generate the input for the next iteration
uxin

sm+1dl=s1−aduxin
smdl+auxout

smdl. While this method has been
used with some success in other self-consistent calculations
ssee Ref. 71, and references thereind it is unable to suppress
the divergent oscillations in the charge density in the BdG
calculations of this paper for any reasonable values ofa sthe
reasons for this failure are discussed in Ref. 72d.

A more sophisticated approach is Broyden’s method.71

Let

uFsmdl = uxout
smdl − uxin

smdl, sA1d

whereuFl= u0l at convergence. ExpandinguFl to linear order
near convergence gives

uFl < uFsmdl − Jsmdsuxinl − uxin
smdld, sA2d

where the Jacobian

Ji,j
smd = −

duFsmdli

duxin
smdl j

. sA3d

If convergence occurs at iterationm+1, such thatuFsm+1dl
=0, then

uxin
sm+1dl = uxin

smdl + GsmduFsmdl, sA4d

whereG=fJg−1 is the inverse Jacobian. This equation is used
to generate a new set of inputs after each iteration. The goal
of Broyden’s method is to improve the inverse Jacobian at
each iteration so that the new inputsuxin

sm+1dl are as close to
convergence as possible.

Define, for convenience and for numerical accuracy,

uDFsmdl =
uFsmdl − uFsm−1dl
uuxin

smdl − uxin
sm−1dlu

, sA5d

uDxsmdl =
uxin

smdl − uxin
sm−1dl

uuxin
smdl − uxin

sm−1dlu
, sA6d

such that kDxsmd uDxsmdl=1. At convergenceGsmd=Gsm−1d.
This suggests that the path to convergence can be found by
minimizing the change

E = iGsmd − Gsm−1di sA7d

swhere i¯ i denotes the Frobenius normd in the inverse
Jacobian from one iteration to the next, subject to the con-
straint ffrom Eq. sA2dg that

uDxsmdl = − GsmduDFsmdl. sA8d

This minimization leads to a recursion relation for the in-
verse JacobiansGsm+1dd that is the basis of Broyden’s
method.71 While the use of Broyden’s method does go some
way towards suppressing oscillations in the charge density
from iteration to iteration, we found that a long-wavelength
oscillation swith a period in “time” of two iterationsd in the
charge density would slowly build up over many iterations
and cause the system to diverge.

A higher order approach is the modified Broyden’s
method, first introduced by Vanderbilt and LouiesVL d.73 The
problem with Broyden’s method is that the inverse Jacobian
Gsmd has not been required to satisfy

uDxsndl = − GsmduDFsndl sA9d

for all previous iterationsn,m, as it should.
Following VL,73 information from all previous iterations

can be introduced by doing a least-squares minimization of
the following “error function:”

E = v0
2iJsmd − Js0di + o

n=1

m

vn
2uuDFsndl + JsmduDxsndlu2,

sA10d

where vn represents the weight given to the information
from the nth iteration. As an aside, we note that we tried
various weighting schemes and found that choosing

vn = − lnS kFsmduFsmdl
kxin

smduxin
smdl

D, v0 = 0.01, sA11d

which gives more weight to the information from iterations
in which the differenceuxoutl− uxinl is small, works well for
our particular problem. The new error function introduced by
VL allows the minimization of both the change and the error
fbased on Eq.sA9dg in the Jacobian from iteration to itera-
tion. Note that we are now considering the change in the
Jacobian and not the inverse Jacobian, and that the change in
the JacobianiJsmd−Js0di, is now defined relative toJs0d. This
may seem like a step backwards, since it is the inverse Jaco-
bian that is needed to generate the inputs for the next itera-
tion fas in Eq.sA4dg. This point was made by Johnson,74 who
introduced a numerically more efficient version of the modi-
fied Broyden’s method by defining an error function in terms
of the inverse JacobianG. However, we have found that, for
our particular problem, using the error function based on the
Jacobian leads to a procedure which requires far fewer itera-
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tions to reach self-consistency. Furthermore, by making the
standard assumption73,74 that the initial JacobianJs0d=I /a
smeaning that linear mixing is used to construct the first
guessd we are able to use the numerical innovations of
Johnson to greatly enhance the efficiency of the method of
VL by avoiding any explicit calculations of the inverse.

We start by minimizing the error functionfEq. sA10dg
with respect to the new Jacobian. Setting]E/]Ji j

smd=0 gives
sas in Ref. 73d

Jsmd = Gsmdfbsmdg−1, sA12d

where

Gsmd = Js0d − o
n=1

m
vn

2

v0
2uDFsndlkDxsndu sA13d

and

bsmd = I + o
n=1

m
vn

2

v0
2uDxsndlkDxsndu. sA14d

In order to update the inputs for the next iteration, as in Eq.
sA4d, one needs the inverse JacobianGsmd=bsmdfGsmdg−1. As-
suming thatJs0d=I /a,

fGsmdg−1 = aFI − o
n=1

m

a
vn

2

v0
2uDFsndlkDxsnduG−1

. sA15d

Borrowing an idea from Johnson,74 we expandfGsmdg−1 to
infinite order in the vectorsuDFsndl and uDxsndl and then re-
sum:

fGsmdg−1 = aI + a o
n,,=1

m

vnv,gn,uDFsndlkDxs,du, sA16d

where gn,=fsv0
2/adI−adn,

−1 and aij =viv jkDxsid uDFs jdl. This
procedure exchanges the inversion of a largeN3N matrix
for that of a much smallerm3m matrix. The inverse Jaco-
bian is thus

Gsmd = Gs0d + o
k,,=1

m

v,gk,uuskdluDxs,du, sA17d

where uuskdl=vksGs0duDFskdl+ uDxskdld and where we have
used the identity

akngn, = − dk, +
v0

2

a
gk, sA18d

to simplify the productbsmdfGsmdg−1.
Substituting Eq.sA17d into the updatesA4d gives

uxin
sm+1dl = uxin

smdl + auFsmdl + o
k=1

m

dk
smduuskdl, sA19d

where

dk
smd = o

,=1

m

gk,c
s,d sA20d

and

cs,d = v,kDxs,duFsmdl sA21d

have been introduced for numerical convenience. The modi-
fied Broyden’s method described here should be generally
applicable to problems other than the one discussed in this
paper.78

The use of the modified Broyden’s method eliminates the
divergent oscillations in the charge density by taking infor-
mation from all previous iterations to construct the input for
the next iteration.76,79 Since we start with a converged solu-
tion for V=0 and since the largest changes atV.0 are to the
charge density we restrict application of the modified Broy-
den’s method to updates of the Hartree shift. The inputs for
all other order parameters are taken to be the outputs of the
current iteration. We found that it was necessary to fix the
antiferromagnetic order parameter—which strongly influ-
ences the charge density—and allow the Hartree shift to par-
tially converge over several iterations using the modified
Broyden’s method. Temporarily fixing the antiferromag-
netism keeps the convergent endpoint of the Hartree shift
within reach of the modified Broyden’s methodswhich is
based on the assumption that the starting state is not too far
from convergenced. Once the Hartree shift has partially con-
verged, we allow the antiferromagnetism to change and then
restart the modified Broyden’s method for the Hartree shift
by settingJ=I /a and taking as initial inputs the most recent
outputs. In this way the system proceeds stepwise towards a
convergent endpoint without exceeding the reach of the
modified Broyden’s method in any given step.
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