PHYSICAL REVIEW B 71, 045328(2005

Effect of an InP/Ing 54Gag 47AS interface on spin-orbit interaction
in Ing5Alg 46AS/ INg 548Gag 47/AS heterostructures

Yiping Lin,** Takaaki Koga,?"and Junsaku Nite?
INTT Basic Research Laboratories, NTT Corporation, Atsugi, Kanagawa 243-0198, Japan
2PRESTO, Japan Science and Technology Agency, Kawaguchi, Saitama 332-0012, Japan
SCREST, Japan Science and Technology Agency, Kawaguchi, Saitama 332-0012, Japan
(Received 3 June 2004; revised manuscript received 3 November 2004; published 24 Janugry 2005

We report the effect of the insertion of an InPd lgGa,7As Interface on the Rashba spin-orbit interaction in
INg 55Al g 46AS/ INg 558G & 4AS quantum wells. A small spin split-off energy in InP produces a very intriguing
band lineup in the valence bands in this system. With or without this InP layer above g¥&&yAs well, the
overall values of the spin-orbit coupling constanturned out to be enhanced or diminished for samples with
the front- or back-doping position, respectively. These experimental results, using weak antilocalization analy-
sis, are compared with the results of tkep theory. The actual conditions of the interfaces and materials
should account for the quantitative difference in magnitude between the measurements and calculations.
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Spin-orbit(SO) interaction provides a central mechanism cannot be observed; for the latter, the required frequency in
for the realization of optical spin orientation and detection,photoexcitation is hard to achieve. In this paper, we study the
and, in general, is responsible for spin relaxation. This relaxinterface effect of the SO coupling constant from the WAL
ation causes the spin of an electron to precess during the tinmraeasurements.
of flight. Utilizing this interaction, several applications have  Materials like IRAIl;_As, InGa_As, and InP have been
been proposed, both in the ballistic regidrand diffusive  studied extensively and considered to be useful in many de-
region3 as spin field effect transistors or spin inferometers.vice applications. Since InP has a relatively small spin split-
Inspired by these proposals, it is essential for us to investioff energy(Aso in this material family, InP can be a good
gate the ways of manipulating electron spins using the S@andidate for studying the interface effect from the point of
coupling. view of valence band®. For a lattice-matched system, the

The mechanisms for the SO interaction in semiconductor¥alence bandI's,) of InP is lower than the split-off band
can be categorized into the Dresselfawmd Rashba (I'z,) Of IngsdGay47As in energy, as shown in Fig. 1. There-
terms®’ The former originates from the bulk inversion fore, inserting an InP layer between oAl ¢As and
asymmetry(BIA), a characteristic of zincblende semicon- INgs3G& 4As provides a unique band alignment fof, and
ductors, and the latter comes from the structural inversiod s, bands at the interface. In combination with the interface
asymmetry(SIA). Their relative strength depends on the effect, the doping position with respect to the QW can
choice of materialé.In the system of concern here, i.e. an modify the band bending in the QW and thereby the gate-
Ing.sdGa7As quantum wellQW), SIA is frequently consid- Voltage dependence of the SO interaction. There have been
ered as the main contribution to the SO interacfidA.For ~ some works on the SO interaction using InP in a sample
the Rashba term in the SO interaction, a counter-intuitivedesign:®-*°The present work differs from them in that our
fact is that it is the valence-band structure that determines itfcus is on how the SO interaction is modified by the com-
coupling constantnot the conduction-band profilen the  bination of the interface effect and the doping position.

k -p theory[see Eq(3)]. In this respect, it is of fundamental ~ Four samples of Al 4As/(INP/)INg 545G 3y 47AS QWS
interest to study the SO coupling constant including the dewere grown on the InP substrates by metalorganic chemical
tails of valence-band alignment, which highlights ihéer- vapor deposition. Two samples, one with and one without an
face effect InP layer at the top I§s.Alg4gAS/INg 548Gy 47AS interface,

In transport measurements, it is common to determine thBad a doping layer above the QWMo. 1 and No. 3, respec-
SO coupling constant from the beating pattern intively), while the other two, one with and one without an InP
Shubnikov—de Haa¢SdH) oscillations®1113 However, the layer, had a doping layer below the QWMo. 2 and No. 4,
absence of beating nodes does not exclude the existence Isfspectively. The layer structures of these samples are listed
the SO interactiod? It was suggested that the trace of SOin Table I. Then-type doping concentratiofSi) and the
interaction in high-mobility GaAs samples can be revealedhickness of 1§56Ga, ,7As QW were designed such that the
by applying microwave excitation with varying samples had similar carrier densitig¢bls) for the two-
frequencies? Alternatively, the SO coupling constant can be dimensional electron gasé2DEGS at zero gate voltage.
extracted from the analysis of weak antilocalization Samples were fabricated using the conventional photolitho-
(WAL ).1215-19 This method works especially well for graphic technique with 1000 A Au as the front gate. Mea-
samples with low mobilities and strong SO interactions: forsurements were carried out in®ale cryostat(0.3 K) with
the former, in many cases the fields at which SdH oscillamagnetic fields applied perpendicular to the sample surface.
tions start to be visible are so high that the beating nodes The Hamiltonian for the Rashba term is writterf as
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FIG. 1. Band-structure profile of No. 1 obtained through the ol
self-consistent calculation of Poisson and Schrédinger equations at ©
the I' point of the Brillouin zonel's,, andI'g, and I';, are the
conduction band and valence bands, respectively. The indicated en-
ergies are the spin split-off energi@gy; is the doping concentration
above the QW. 45T,
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where « is the Rashba spin-orbit coupling constarat.
=(0y, 0y) and Q,=(Qf siny,-Qf cosy) are 2D vectors in
the plane of QW, wherélleak and tany=k,/k,. We used
the model developed by lordanskii al?? for the conductiv-

ity _Correctlon AU,(H)’ where H I,S. the mag_netlc field, N Vs 4.5x 10 cm2 (No. 3), and, for the back-doping samples, 5.9
which only the D'yakonov-Perel' is responsible for the spin .\ y; op.p-2 (No. 2 vs 6.0x 10 cmi? (No. 4). For samples with
relaxation. The only two adjustable parameters in fitting they o 0t (back) doping, the SO coupling constaatis larger in

experimental data with this model afg H,, the magnetic No. 1 (No. 4), which has(does not haveThe InP/1ny 5:Ga 4AS.
field related to the phase coherent relaxation tapand(ii) ' '

Hso the magnetic field related to the spin splitting energy.
When only the Rashba term is present:

b 20%n

FIG. 2. Longitudinal resistanceR,,) versus magnetic field for
the four samples at 0.3 K. The experimental residitsles, as well
as calculated ongsolid curve$, are compared with similar carrier
densities in the same doping positions. The gate-controlled carrier
densities are, for the front-doping samples, 430" cm2 (No. 1)

results of Hall and SdH measurements. The extraatedl-
ues were then compared with the calculated ones using the
k -p formalism?2°

= andHg,= 2
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Here D is the diffusion constant and, is the momentum @ 6my dz( Er-Er(2) Ef-Ep (z)) ‘ ’
7 8

relaxation time. These parameters were obtained from the

3

whereEp is the parameter related to the interaction between
the conduction band and valence ban#iss the wave func-

TABLE |. Active layer structures of four samples, which is
listed from the sample surface to the buffer laykefore the InP
substratg The gate(not listed is on the top. Thickness is in A

(Ref. 2. tion of 2DEG along the growth axig andEg is the Fermi
energy. Er (2) is defined as the band-edge energy of the
No. 1 No. 2 No. 3 No. 4 I,(i=7,8 valence band at.
Figure 2 shows the selected WAL results for the four
Mo 5Al0.46AS 250 360 250 370 samples with similar carrier densities in the left and right
N-Ing 52Al 0.46AS" 60 - 60 - panels. The dip in magnetoresistance is the signature of the
INg 5Al 0.46AS 50 - 60 - SO interaction in 2DEG. The field at which the maximum
InP 25 25 - - resistance occurs correspondsHg, andHgg is an indica-
INg 55 4AS 85 85 100 100 tion of the strength of the SO interaction sinidgg is pro-
INg 5Al o 4gAS B} 60 . 60 portional toa?. As clearly shown in the left panel of Fig. 2,
b the SO interaction in No. 3 was much weaker than thatin No.
o sAlo aghs ) 60 ) 60 1 for the front-doping condition. Since the difference in the
INg sAl 0 4gAS 2120 2000 2120 2000 Ping :

ANy, =2.5% 1018 cm3;
BN, =2 108 cmi3,

carrier density was less than 5%, it is possible that the
InP/1Iny 54Gay 47AS interface that accounts for the enhance-
ment of thea value in the front-doping case. For the samples
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with the back-doping condition, No. 2 and No. 4, the situa- 6fF N j T . n
tion is reversed: a weaker SO interaction was observed in I A o o Z E"; 1
sample No. 2 which had an inserted InP. These observations sk, o 404 = Nz‘3 i
are consistent with what the-p formalism[Eq. (3)] predicts [ o " & Nos|l

as discussed below.

The way the doping position and the interface affects the
SO interaction can be understood qualitatively from the cou-
pling constantw expressed in th&-p formalism. Contribu-
tions to Eq.(3) can be split into two partdi) the field part

o (10" eVm)
w

(a3), which is related to the electric field within the QW and 2} o o ° — b S
(i) the interface par{«;), which is related to some band _, -—.T:A'A—

discontinuities in valence bands at hetero-interfaagess the 1 -:\_\ “Weeg . Nod
expected value of the electric field in the active region with I fian TSR]
the band parameters as prefactots,:(EF—EF7)‘2—(EF ok "\\\_N\o 2
—Ers)‘z. Since the sign ofZ; is fixed for all materials, the . : L e
sign of a; is determined by the electric field, and therefore is a8 a B 120

N (10~ cm™)

affected by the doping positi6hand the gate voltag:?3:24
On the other hand, the interface-part contribution, either

additive or subtractive to the field part, is more Co.m.plicatedlabeled separatelyof a vs Ng for the four samples. For the front-
Que to the prefactoréC,) of the electron pro_babllmes at (pack) doping samplesa(N) shows the positivénegative slope
interfaces:a; =—(Ciy|¥,|*~ Cy|¥[?), where|W,J? is electron  anq the SO interaction is enhandeeduced due to the existence of
probability at the interfaca=u (uppe) or | (lower). In the  the InP/In s{Ga, 4As interface. Front-doping samples are No. 1
simplest case, i.e. identical interfaces, the sig,ak deter-  (InP) and No. 3, and back-doping ones are Ndlr#P) and No. 4.
mined by the difference of electron probabilities at inter-
faces, which is related to the electric field and eventualljknowledge of the precise potential profile. The band-
gives the subtractive effect to the field p&rt®To have the  structure profile, e.g., Fig. 1, is normally obtained by solving
additive contribution ina value, the interfaces should be Schrédinger-Poisson equations self-consistently, which re-
different.C;,, whose denominator is similar @’s, is related  quires the Fermi pinning energies as boundary conditions.
to the offset energies of valence bartti¥hese offset ener- These pinning energies, however, were not known in our
gies can influence the sign of. Due to the smalleAgpin  samples: one located on the surface of our samples, and the
InP, the I's, band offset is larger than th&';, one at other near the substrate/buffer layer interface. We have care-
INP/Iny 54Gay 47As, which makeC;,>C; and then leads to fully designed samples and measurements to extract this in-
the negativey; (see Fig. 1 Therefore,q; is additive toas  formation. But having the correct potential profiles did not
when the InP layer is placed on the same side of dopingignificantly affect the calculationresults. Another adjustment
position, like No. 1 where the sign of electric field is nega-in the calculation would be to include the background impu-
tive too; but it is subtractive in the opposite wéyo. 2).  rity concentratiorf®2>which would shift the whole curve of
Under the same doping position with simillelg, the former  «(Ng) vertically. Had we included the background impurities
enhances the overalt value[i.e., No. 1 showed a larger to compensate for the big gap between experiments and cal-
opening inR,(H) than did No. 3, while the latter reduces culations, the Fermi energy in some samples would have
the overall valudfi.e., No. 2 showed a smaller opening in become higher than that of the conduction band in the
R(H) than did No. 4. carrier-supply layer. It is unlikely that we have such a situa-
The above interpretation from the p formalism can ex- tion for our samples.
plain the results in Fig. 2 only qualitatively. Figure 3 shows  Another possible cause, a more practical one, for the dis-
the dependences of the experimerdaValue (symbol$ on  crepancy between the measurements and calculations could
carrier densityNg for all samples, as compared with those be the qualities of the materials themselves, especially in the
from the calculations(curves. As expected, the sign of inserted InP layer and the interfaces. Cross-sectional trans-
da/dN, is positive (negativeé when the doping position is mission electron microscopéTEM) images of the layer
above(below) the well, as seen in Nos. 1 andos. 2 and  structures clearly revealed that an unknown compound was
4). For the same doping conditigne. the same sign of the formed in the IgsAlg 46AS/INP interface. This compound
field-part contribution the overalle values were enhanced formation might have occurred in the InP§Ga, 4/As in-
(reduced in No. 1 (No. 2) relative to those in No. 8No. 4), terface as well, though it was not as obvious as that at the
where both field and interface contributions to the SO coudng 5,Al 4gAs/INP interface because of the similar colorings
pling were additive(subtractivg. However, despite the fact between them. It is well known that InAsP islands reside in
that the slope(da/dNy) and the interface effect meet our the Iny56Ga 4/As/INP interface® and the InP layer in our
expectations qualitatively, the magnitudesao¥alues for all  samples was intentionally placed above the QW to avoid this
samples were significantly large. problem. However, we are not sure whether our
To clarify the causes for this discrepancy, we need to exinP/Iny s{Ga, 4As interfaces exhibited the As P exchange
amine both the calculation and the actual sample conditionsffecf” and tensile strafi§ or not, as observed in otherkinds
in more details. One crucial point in the calculation is theof growth methods. A further analysis by TEM with an en-

FIG. 3. Experimental resultssymbolg and calculationglines,
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ergy dispersive x-ray spectrometer indicated that the insertely a weak antilocalization analysis. Introducing an InP layer
“InP” layer partially contained Ga and As. Besides, theabove the QW can strengthen or weaken the SO interac-
Ing54Ga 4As well showed some inhomogeneousness intionby incorporating the effect of the front- or back-doping
thickness. This could have had a significant effect on theosition, respectively. According to the doping position,
calculation results, where only pure materials and clean inda/dNs can be either positivefront-doped or negative
terfaces were assumed. The strain effect in a QW structur@back-dopetd These phenomena can be understood from the
may cause an anomalous spin-orbit effécHowever, the k-p formalism of the SO coupling constaat Furthermore,
argument about InP/{xGa 4/As does not apply in No. 4 providing attainable growth conditions, one can tailor the
that lacks an InP layer. The deviations @fvalues in No. 4  layer structure for a maximal or minimal interface effect on
were larger than those in Nos. 1-3. To find out the mechathe « value. Besides the observations as predicted, there is
nisms of this abnormal result is one of our future researctsome discrepancy in the magnitudes between the experimen-
topics. tal and calculatedr values. This discrepancy can be attrib-

To summarize, we have studied the interface effect on theted to the actual conditions of the interfaces and materials
Rashba SO interaction in JBAl g 4gAS/INg 54G& 4 AS QWS  in our samples.
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