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We discuss realistic finite-difference time-domain simulations of chirped optical pulses interacting with
silver nanowires and cone-shaped nanoparticles. These systems are differently shaped and larger than those
previously studiedfM. I. Stockman, S. V. Faleev, and D. J. Bergman, Phys. Rev. Lett.88, 067402s2002dg, but
still allow for localized hot spots near the metal surfaces to be generated and controlled in a spatiotemporal
manner. The control is made possible by chirping the pulses such that the effective frequency passes through
surface plasmon resonances associated with different spatial regions of the nanostructure over the course of
time. We demonstrate how this leads to counterintuitive, negative group velocities in some situations. The
control is shown to scale with pulse duration from<150 fs to at least<2200 fs=2.2 ps, and we anticipate it
to scale to longer durations. We further show that the response of such nanostructures to chirped pulses can
provide a means of encoding or decoding optical signals, which could be verified experimentally.
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I. INTRODUCTION

The area of coherent control is about using coherent
sources of excitation—e.g., lasers—in a variety of ingenious
ways to achieve desired outcomes. Particular success in co-
herently controlling the spectroscopy and dynamics of atoms
and molecules should be noted.1–5 There is also great interest
in the coherent excitation and control of a range of other
systems, including, for example, semiconductors,6 quantum
dots,7 biological systems,8 and nanostructures.9–17

There is much current interest in the response of metal
nanoparticles,13–15 as well as near-field metallic probes or
tips,16,17to ultrafast pulses. An interesting theoretical demon-
stration that one of the simpler tools of coherent control, a
chirped femtosecond laser pulse, can be used to localize en-
ergy in nanostructures was given by Stockman, Faleev, and
Bergman.11 They showed how such pulses could concentrate
energy at the apex of a hypothetical, thin V-shaped metallic
nanostructure with dimensions much smaller than the applied
wavelengths. As pointed out in Ref. 11, such small dimen-
sions allow one to neglect electromagnetic retardation ef-
fects. Motivated in part by such results, we consider here a
physical regime where the systems have dimensions compa-
rable to operating wavelengths. We also investigate temporal
behavior into the picosecond regime. Whereas Ref. 11 was
primarily concerned with achieving extremely high intensi-
ties in localized regions, we focus on the detailed spatiotem-
poral behavior while the system interacts with the pulse,
pointing out behavior that can be achieved. All these features
will facilitate the experimental realization or practical appli-
cation of coherent control phenomena in nanosystems.

We study the electrodynamics of metallic nanowires and
cone-shaped metal nanoparticles interacting with chirped la-
ser pulses ranging from femtosecond to picosecond dura-
tions. For the system dimensions considered here, one should
use a rigorous computational approach that correctly in-
cludes, for example, retardation effects and a well-defined
incident light pulse in terms of polarization and direction of
propagation. Our calculations employ the finite-difference
time-domainsFDTDd method,18 which, when properly ap-

plied, leads to an accurate description of the wave propaga-
tion. Thus, the FDTD method is well suited to such time-
domain problems. The FDTD method has recently been
applied to several related problems.19–22 We show how the
properties of the chirped pulse can be used to control the
spatiotemporal behavior of localized excitations or hot spots
near the metal surfaces. We discuss how this is due to the
creation of localized surface plasmonsSPd excitations23 near
the metal surface. Counterintuitively, apparent motion of hot
spots in directions opposing the propagation direction of the
incident light pulses can also be created with appropriate
pulses. Such spatiotemporal control, while interesting from a
fundamental point of view, could also have practical uses in
the areas chemical sensors, optoelectronics, and communica-
tions. We show, for example, that the spatiotemporal behav-
ior of surface plasmons in metal nanoparticles can be used to
encode or decode digital information.

Section II below discusses the metallic nanostructures of
interest to ussSec. II Ad, the laser pulse propertiessSec.
II B d, and some details of the FDTD calculationssSec. II Cd.
Section III discusses our results on silver nanowiressSec.
III A d, conelike silver nanoparticlessSec. III Bd, and digital
information encodingsSec. III Cd. Section IV concludes.

II. COMPUTATIONAL DETAILS

A. Metal nanowire and nanoparticle systems

We consider certain metal nanowire and nanoparticle sys-
tems, each of which can be illustrated with thex-z plane
diagram of Fig. 1. In the case of the nanowire, we imagine an
infinitely long nanowire, surrounded by air, coming out of
the plane of Fig. 1—i.e., invariance of the dielectric proper-
ties with respect toy. In this case, Fig. 1 displays the cross
section of the nanowire in thex-z plane for anyy value. The
vertical or z dimension of the nanowire cross section is
250 nm, and its horizontal orx dimension varies linearly
from 20 nm at its bottom to 140 nm at its top. The second
system of interest is a conelike, cylindrically symmetric
metal nanoparticle. In this case Fig. 1 depicts thex-z plane
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cross section fory=0 and the dielectric properties are taken
to be invariant with respect to azimuthal rotation about thez
axis. This produces a conelike particle with a flat bottom or
nose. The nanoparticle is 250 nm high, and the diameter of
its circular cross section in thex-y plane varies from 20 nm
at its bottom to 140 nm at its top. This type of structure is
also similar to a near-field scanning optical microscope
sNSOMd tip.16,17 In both cases we considerx-polarized light
pulses moving vertically upward alongz, as indicated.

When light interacts with metal nanoparticles it is pos-
sible for it to excite collective electronic resonances called
surface plasmons.23 SP’s can arise if the real part of the
metallic dielectric constant, for the applied wavelengths,
takes on certain negative values. For silver nanosystems
these wavelengths are typically in the 300–500 nm range.
SP excitations are localized near metal surfaces with electric
field intensities much higher than incident intensities. SP’s
are also relatively short lived with characteristic decay times
less than 10 fs and are thus broad resonances spanning a
range of incident wavelengths. Note that the SP excitations
we will manipulate here can be best viewed as localized
electromagnetic surface waves and not traveling waves or
surface plasmon polaritons.24 Nonetheless, through a careful
choice of the incident pulse we will be able to create local-
ized excitations thatappearto move along the surfaces.

The character or field intensity pattern of an SP can vary
with wavelength. It is well known that the peak SP resonance

wavelength for metal spheres or cylinders tends to increase
with nanoparticle size. We might therefore expect that the
SP’s for a given, less symmetrical structure, to vary in char-
acter with wavelength. For example, SP’s localized mostly
near the narrow, bottom portion of the nanostructure in Fig. 1
might have smaller wavelengths than those mostly localized
near the wider, top portion. It is this simple expectation,
which turns out to be true, that leads to our ability to obtain
spatiotemporal control of intensity in such structures. In par-
ticular certain chirped pulses, designed to exhibit different
effective frequenciessor wavelengthsd at different times, can
be expected to excite different spatial regions of the nano-
structures at different times.

B. Chirped pulses

We consider incident pulses based on the form25

fstd = Astdsinfv0t + wstdg, s1d

whereAstd denotes a pulse envelope function,v0 is the car-
rier frequency, and a linear chirp is introduced by modulating
the phase of the sinusoidal carrier function as follows:

wstd = v0at2/t. s2d

Inserting Eq.s2d into Eq. s1d and equating the argument of
the sine function tofvef fstd tg yields the effective frequency

vef fstd = v0s1 + at/td. s3d

The effective frequency changes linearly fromv0s1
−ad to v0s1+ad over the duration of the pulse which is
taken to be fromt=−t to +t. A positive chirp—i.e., increas-
ing effective frequency over the duration of the pulse—
corresponds toa.0 and a negative chirp—i.e., a decreasing
effective frequency over the duration of the pulse—
corresponds toa,0. We use a standard Blackman-Harris
window function26 to define an envelope functionAstd that
smoothly changes from 0 to 1 to 0 ast varies from=−t to 0
to +t.

Figure 2 illustrates the pulses produced by Eqs.s1d and
s2d. For this example we usev0=3.52 eV sl0=353 nmd, t
=15 fs, and uau=0.5. Subpanelssad and sbd represent the
cases of negativesa,0d and positivesa.0d chirps, respec-
tively. The rather small duration parametert and large mag-
nitude chirpuau were chosen to make the chirps easily evi-
dent in Fig. 2; more realistic pulses will be considered in our
later calculations. It is interesting to note that the energy
carried by each pulse is identical in terms of spectral content.
Such opposite chirp pulses will be seen to lead to very dif-
ferent spatiotemporal behavior.

C. FDTD calculations

The finite-difference time-domain method involves simple
spatial and temporal discretizations of the time-dependent
form of Maxwell’s equations and leads to relatively straight-
forward direct, time-stepping algorithms.18 However, the de-
scription of metallic regions can be problematic if, as is the
case for SP’s, the complex, frequency-dependent nature of
the dielectric constant is essential.sEven assuming the me-

FIG. 1. Diagram of the nanowire and nanoparticle geometries
considered. The grey area corresponds to silver. In the nanowire
case, the nanowire is imagined to be infinitely extended along they
axis normal to thex andz axes. In the nanoparticle case, symmetry
with respect to rotation about thez axis defines a conelike solid
metal nanoparticle with a blunt lower nose. PointsA andB near the
bottom and top of the nanostructure are used in our analysis. Spe-
cifically, pointA is 11.25 nm alongz above the bottom of the nano-
wire and 2 nm along thex sor rd direction from the nanowire sur-
face. PointB is 238.75 nm alongz from the bottom of the nanowire
and also 2 nm along thex direction away from the surface.
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tallic dielectric constant is real and frequency independent,
the fact that it must be negative makes the simplest FDTD
algorithm unstable.d However, the following time-dependent
form of Maxwell’s equations,19

]

]t
Esx,y,z,td =

1

«ef fsx,y,zd
f¹ 3 Hsx,y,z,td − Jsx,y,z,tdg,

]

]t
Hsx,y,z,td = −

1

m0
¹ 3 Esx,y,z,td,

]

]t
Jsx,y,z,td = asx,y,zdJsx,y,z,td + bsx,y,zdEsx,y,z,td,

s4d

can be solved in a stable manner with the FDTD method. In
parts of space occupied by an ordinary dielectric material
with a positive, real, and constant relative dielectric constant
«R, «eff=«R«0 anda=b=0. In metallic parts of space, if one
takes«eff=«`«0, a=−Gp, and b=«0vp

2, then the solution of
Eqs. s4d is equivalent to using a Drude form23 for the com-
plex, frequency-dependent metal’s dielectric constant,

«svd = «` −
vp

2

v2 + iGpv
. s5d

Following Ref. 19 we use Drude parameters fit to empirical
dielectric constant data for silver in a specific range of fre-
quenciessor wavelengthsd. In particular we use«`=8.296,
vp=11.585 eV, andGp=0.203 eV, appropriate for describ-
ing wavelengths in the range 300–500 nmsRef. 19d or pho-
ton energies from 2.5 to 4 eV.

Some further comments on the Drude model discussed
above and our optical pulses are in order. The interband tran-
sition region for bulk silver is near 4 eVsRef. 27d and the
Drude model used will be inappropriate for energies above
4 eV. The largest pulse bandwidth used in this study covers
the “zero-to-zero” photon energy range from 3.0 eV to
4.0 eV; i.e., there is no spectral content outside this range.
Assuming that the bulk silver dielectric constant is an appro-
priate description of our metal nanosystems, the Drude
model employed here should therefore be adequate. For
pulses with different spectral content, alternative Drude pa-
rametrizations and, if interband effects are important, the in-
clusion of Lorentzian terms23 in the dielectric model might
be required. The size of the nanosystem must also be consid-
ered. For example, a recent ultrafast time-resolved spectros-
copy study showed that optical properties may deviate from
bulk values for sufficiently small sizes.27 For silver and gold,
the study showed that this effect arises when the diameter of
the particle becomes smaller than 10 nm. The smallest di-
mension used in our work is 20 nm.

The symmetry of the metal nanowire case results in a
two-dimensional system similar in spirit to that studied in
Ref. 19. With the axis system introduced in Fig. 1 we need
only propagateEx, Ez, and Hy field components, which in
turn depend only onx, z, andt. The relevant FDTD equations
are the same form as those in Ref. 19 except that in that
reference the infinitely long nanowire axis was taken to be
thez axis instead of they axis used here. The computational
domain is terminated by a uniaxial perfectly matched layer
sUPMLd sRef. 18d to effectively absorb outgoing field com-
ponents. The total-field–scattered field approach18 was used
to implement the initial chirped pulses, which are given by
Ezsx,z,td=0,

Exsx,zi,td = Astdsinfvef fstdt − kef fstdzig,

Hysx,zi,td = s«0/m0d1/2Astdsinfvef fstdt − kef fstdzig, s6d

with Astd and vef fstd as defined in Sec. II B andkef fstd
=vef fstd /c. Note these pulses are injected into the system,
over the initial time period −t to t defined byAstd, along a
given line inx at some fixedz valuezi, outside the nanowire,
which also serves to separate the total and scattered fields. In
practice, for the nanowire case, the computational domain
consists of 60031000 grid points in thex-z plane, with reso-
lution is Dx=Dz=0.5 nm and time stepDt=0.001 07 fs.

The three-dimensionals3Dd conelike nanoparticle we also
study is most efficiently modeled with a cylindrical coordi-
natessr ,z,wd FDTD algorithm.18,28 In this approach, the six
field componentssHr ,Hw ,Hz,Er ,Ew ,Ezd are expressed as
general sine and cosine series in terms ofw. Thex polariza-
tion of the initial conditionsFig. 1d allows one to focus only
on the componentsEr

c, Ez
c, and Hw

c associated with cosswd
and the componentsEw

s , Hr
s, andHz

s associated with sinswd in
such a series. Thus, while one must propagate six field com-
ponents, computer time and memory are reduced in compari-
son with a Cartesian coordinates implementation because
these components only depend onr andz. The initial pulse is

FIG. 2. Negativesad and positivesbd frequency-chirped pulses.
The pulses shown are somewhat shorter and more strongly chirped
than the more experimentally achievable pulses that we employ in
our detailed numerical work in order to show clearly the qualitative
form of the chirped pulses.
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equivalent to the nanowire case one, i.e., it emanates out of
the linez=zi for all x over the initialt=−t to t period, with
Ez

c=Hz
s=0, and

Er
c = Ex, Ew

s = − Ex,

Hr
s = Hy, Hw

c = − Hy, s7d

with Ex andHy given by Eq.s6d. The computational domain
in the nanoparticle case consists of 5003900 evenly spaced
grid points in ther-z plane, which is comparable to 1000
310003900 points in a Cartesian coordinate system. As
with the nanowire case, we use spatial resolutionDr=Dz
=0.5 nm, UPML’s are used to absorb outgoing field compo-
nents, and the initial pulse was implemented with the total-
field–scattered-field formulation.18 Owing to a different sta-
bility limit, 28 the time step is slightly smaller,Dt
=0.000 82 fs.

The computational grids, time steps, and other details em-
ployed here were designed to yield time-domain intensities
converged to better than 5%. We have verified this with con-
vergence checks involving both smaller and larger grid sizes.
Each calculation can require up to several hours computation
time on a Pentium IV computer.

III. RESULTS

A. Nanowire systems

Motivation for determining the pulse parameters in Eqs.
s1d–s3d is provided by carrying out preliminary calculations
of the frequency response of the silver nanowiresFig. 1d at
positionsA and B. Point A is close to the bottom of the
nanowire cross section, and pointB is close to the top of the
nanowire cross section, as indicated in Fig. 1. The absolute
square of the Fourier transforms of the electric field at posi-
tions A and B, given exposure to an arbitrary femtosecond
pulse, shows SP resonance peaks near"v=3.7 eV and
3.4 eV. The chirped pulses are then designed to exhibit ef-
fective frequencies spanning this range of frequencies over
their durations.

We first consider the nanowire system exposed to chirped
femtosecond pulses witht=78.5 fs, central carrier frequency
"v0=3.52 eV, anda=−0.12, 0, and 0.12. The full width at
half maximumsFWHMd of such a pulse is 38.7 fs. Figure 3
shows the envelope of the electric field intensitysuEu2d ob-
served as a function of time at two different locations, points
A and B. The actual field oscillations are so frequent com-
pared to the pulse durations that, for clarity here and from
now on, we plot the intensity envelope which covers all the
maxima.

Figures 3sad–3scd represent the cases of negative chirp
sa=−0.12d, no chirp sa=0d, and positive chirpsa=0.12d,
respectively. Since all cases use an identical pulse envelope,
the sameamount of total energy is carried in each pulse.
Several features of the results are worth mentioning. First,
controlling electromagnetic energy in a spatiotemporal man-
ner on the subwavelength scale can indeed be achieved with
the dynamic response of SP’s. This is clearly evident with,
for example, the negative chirp result showing regionA be-

ing excited first, followed byB fFig. 3sadg, the no chirp case
having a more simultaneous excitation of both regionsfFig.
3sbdg, and, interestingly, the positive chirp case showingB at
the far end of the cross section of the nanowire gaining much
more intensity thanA at first fFig. 3scdg. This is consistent
with the fact that the resonance frequency at regionA is
higher than that for regionB, so that the time-varying carrier
frequency of the negative chirp can pass through the reso-
nance of the regionA earlier than that of regionB. In the
positive chirp case, Fig. 3scd, the temporal SP excitations in
regions A and B are reversed: the positive chirp passes
through the resonance of the regionA later than that of re-
gion B.

We find the positive chirp case result of Fig. 3scd interest-
ing because the actual pulse emanates with positive group
and phase velocitysalong zd from a region below regionA
and thus overlaps regionA first and then regionB. However,
the temporal progression of the localized spatial excitation is
effectively from regionB to regionA, implying a negative
sin zd group velocity. Detailed inspection of movies of the
field intensity confirms a picture of positive phase velocity
associated with the progression of individual maxima, but
with the envelope of several maxima exhibiting a negative
group velocity on average. While seemingly counterintuitive,
the result is entirely consistent with how the positive chirp

FIG. 3. Time-evolving intensity envelope at pointsA andB as
the nanowire system in Fig. 1 interacts with the negative chirpsad
no chirp sbd, and positivescd chirp cases. The chirp magnitude is
uau=0.12 and duration parametert=78.5 fs.
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has been defined; i.e., as time progresses the effective carrier
frequency passes through SP resonances first associated with
regionB and then regionA. The localized and damped nature
of the SP excitations also plays a key role. We are not creat-
ing traveling surface plasmon polaritonssSPP’sd. Rather, we
are sequentially exciting spatially localized SP resonances
along the nanowire surface from the top to bottom in the case
of Fig. 3scd. Each localized excitation decays in a 1–10 fs
time scale, so that newer localized excitations, at more nega-
tive z stand out more and lead, on average, to a driven, nega-
tive flow of intensity from top to bottom. If we turn off the
pulse at any given time, we do not find any significant con-
tinuation of the envelope of the excitation in a negative z
direction, but rather behavior consistent with decay localized
SP’s.

The intensities shown in Fig. 3 are on a scale such that the
maximum intensity of the incident pulse is unity. Intensity
enhancements of about an order of magnitude are evident
owing to the SP excitations. These enhancement levels are
nonetheless smaller than what might be expected.sSome-
what larger intensity enhancements will occur for observa-
tion points closer to the metal surfaces.d The reason for this
is the finite duration of the laser pulses and the fact that the
frequency is never in resonance for very long. This is in
contrast to the results of Ref. 11 which showed coherent
excitations with much larger intensity enhancements. How-
ever, our nanostructures are different both in terms of shape
and size than those of Ref. 11, and we also did not attempt to
optimize our pulses in any way for intensity enhancement.

We conducted several nanowire simulations with longer
pulse durations. The same parameters used as in the previous
nanowire casest=78.5 fsd are chosen except pulse duration.
The temporal delay of SP excitation between regionsA and
B is measured for each case. Figure 4 shows the peak-to-
peak time delay normalized with a given pulse width,t, as a
function of full pulse duration 2t. The results show that the
time separations between the peaks associated withA andB
increase linearly with pulse duration. In Fig. 5, the full time
variation for thet=628.3 fs case is presented. As with Fig. 3,
just the envelopes of intensity maxima are displayed for clar-
ity. By comparing Figs. 3 and 5 corresponding to ever longer

pulse durations, it can be seen that the temporal variations of
electric field intensity are very similar in shape for those
cases. However, as indicated in Fig. 4, the temporal delay of
the SP excitation between regionsA and B becomes larger
for longer pulses, while the unchirped case still remains as an
almost simultaneous excitation. This implies the temporal
scalability of the characteristics of SP excitation in such
nanosystems. In other words, the longer pulse width, the
more distinctive temporal discrimination of SP excitations in
different spatial regions can be obtained. While, due to com-
putational limitations, Fig. 4 extends to 2t=2.2 ps, we an-
ticipate that the results will scale to much longer times. We
also conducted simulations for other chirp parameters than
those displayed. The results show that the spatiotemporal
discrimination becomes weaker as the absolute value of the
chirp parameter decreases and, eventually, converges to the
unchirped cases shown above.

The intensity responses of the system scale approximately
with t8= t / s2td. The time axes in Figs. 3 and 5 were all
chosen to correspond to the same, scaled ranget8
=0.15–0.9 While only clear if one were to overlay the fig-
ures, the intensity variation becomes increasingly similar
when viewed as a function oft8 for increasing pulse length
parameterst.

B. Cone-shaped nanoparticles

As with the nanowire case above, two observation points
A and B are set to compare the temporal variation of local

FIG. 4. Time separation of the peak intensity SP responses be-
tween regionsA andB. The separations,tB-tA are normalized with
pulse duration parametert and plotted as a function of full pulse
duration 2t.

FIG. 5. Time-dependent intensity envelopes at pointsA andB in
the nanowire system. Similar to Fig. 3 except that the pulse duration
parameter ist=628.3 fs.
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field intensities in two different locations near the nanopar-
ticle sFig. 1d. If sxA,zAd denotes observation pointA in the
nanowire case above, then we use observation point
srA,zA,wAd=suxAu ,zA,0d. We also carried out a preliminary
frequency response analysis at pointsA andB, inferring the
SP resonance frequencies near"v=3.55 eV and 3.4 eV,
similar to the nanowire case. We chose to study the central
pulse frequency and width"v0=3.47 eV andt=628.3 fs, as
well as chirpsa=−0.12, 0, and 0.12.

Figure 6 shows the intensity envelope variation in time
for regionsA and B for the three different chirp cases. The
results are very similar to those obtained for the nanowire
case with a similar pulse, Fig. 5. Thus, the negative chirp
fFig. 6sadg leads to clear excitation of regionA followed by
region B, the no chirp casefFig. 6sbdg has almost simulta-
neous excitation of the regions, and the positive chirp shows
regionB being excited prior to regionA. We also conducted
the FDTD simulations for different pulse widths. The results
follow what we have seen in nanowire case. The spatiotem-
poral discrimination of the SP excitation is again almost lin-
early proportional to the width in time of the incident pulse,
indicating good temporal scalability. The peak differences in
time are 12.8 fs, 30.3 fs, and 131.5 fs for negative chirp and
14.0 fs, 30.0 fs, and 131.0 fs for positive chirp when incident
pulse widths aret=78.5, 157.0, and 628.3 fs, respectively.

Thus we have shown that there is nothing special about the
more explicitly 2D nanowire configuration and that conelike
3D nanoparticles also display very similar spatiotemporal be-
havior.

C. Digital information from optical pulses

We have seen in the above two subsections that suitably
chosen, chirped optical pulses can generate hot spots on cer-
tain metal nanosystems with controllable spatiotemporal be-
havior. An interesting twist on this is to use such spatiotem-
poral evolution to generate a new or more desirable signal
than the originally applied one. Such manipulations could be
of use in optoelectronics and communications.25,29 In con-
ventional optical data communication systems, for example,
digitally formatted information is transferred along optical
waveguides as pulsed optical signals. Since each pulsesor its
absenced represents a digital signal of 1sor 0d in a given
clock cycle, it is essential to avoid overlap of adjacent
pulses. This condition becomes one of the obstacles in using
full capacity of the wide bandwidth of ultrashort pulses or
chirped pulses.sChirped pulses have larger bandwidth than
unchirped pulses with same pulse duration.d In the chirped
pulse case, the main factor limiting bit rate is not the band-
width of the pulses but delay time for the sequence of pulses
which must not overlap. This is also true for ultrashort pulses
since chirped pulses can be considered as a result of ul-
trashort pulses spread out by group velocity dispersion.
However, as we will demonstrate, nanosystems can decode
the original digital information from severely overlapping
pulses, suggesting a means of increasing the bit rate. Alter-
natively, one might wish to encode the digital information
from the start with less obviously decodable overlapping
pulses.

As a concrete example, imagine a digital system with a
150-fs clock cycle. A digital sequences1,0,1d could be rep-
resented with an initial pulse spanning an approximate
FWHM much less than 150 fs and another, similar pulse
separated from the original by 300 fs. On the basis of inten-
sities, over the first 150 fs one would read,“1,” over the next
150 fs one would read “0,” and over the final 150 fs one
would read. “1.” Suppose however the pulse sequence over
the time period in question was given by Fig. 7sad, which
corresponds to the envelope of the intensity maxima of two
overlapping, negatively chirped pulses. Each chirped pulse
has parametersa=−0.12,v0=3.47 eV, andt=561 fs sSec.
II B d, with the duration parametert chosen such that when
displaced by 300 fs in time there is significant overlap. The
intensity envelope in Fig. 7sad exhibits very-high-frequency
oscillations in the middle time range owing to the superpo-
sition of different effective frequencies. Such high-frequency
oscillations are not easily detected due to the finite response
time of photodectors. A local time average of the intensity
would be more representative of a measured signal. Figure
7sbd displays such a local time average based on a Gaussian
window about each time point with 1/e full width of 20 fs.
While Fig. 7sbd is now more consistent with the expected
s1,0,1d string of digital information, the 0 corresponds to a
very shallow minimum that might not be clearly discerned
from 1 in practice.

FIG. 6. Time-dependent intensity envelopes at pointsA andB as
the cone-shaped nanoparticle system interacts with the negative
chirp sad, no chirpsbd, and positive chirpscd cases with chirp mag-
nitude uau=0.12 and duration parametert=628.3 fs.
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We now assume we are presented with the pulse sequence
in Fig. 7 and wish to deduce an unambiguous digital signal.
Suppose this pulse sequence is exposed to the 3D cone-
shaped metal nanoparticle in the manner indicated by Fig. 1
and discussed in Sec. III B above.sWe could equally discuss
the nanowire case.d We carried out the corresponding FDTD
calculations with the pulse sequence of Fig. 7 as source.
During the simulation, we calculated the time-dependent in-
tensities at regionsA and B just as before. Figure 8sad dis-
plays the resulting local time-averaged intensities. The inten-
sity does not follow the incident pulse shape and the SP
excitation in regionB is delayed in time relative to regionA.
Since Fig. 8sad shows the local time-averaged field intensi-
ties near regionsA andB, it is also an approximate represen-
tation of an electric signal that could be obtained from the
detection of SP’s using, e.g., photodiodes designed to regis-
ter fields near the corresponding regions. Once the optical
signals are converted to electric signalssvoltagesd, the signal
from B can besubtractedfrom the A signal. Figure 8sbd
shows the resulting difference signal. We define a 1 to be,
within the given clock cycle, a predominantly positive-
valued difference signal with a pronounced maximum. A 0 is
defined to be a predominantly negative-valued signal. With
these definitions, Fig. 8sbd readily yields the corrects1,0,1d
digital sequence. Note also that the delay time between
maxima of the difference signal is 300 fs, which now agrees
well with original pulse delay time. Thus, for a given digital
clock cycle, the nanoparticle system successfully decodes se-
verely overlapping optical signals.

If one were to feed the nanoparticle system a well sepa-
rated sequence of pulses, a pattern of maxima consistent with
the original signal will result upon subtraction of signalB
from signalA. One can infer from Fig. 6sad, for example, that

the difference signal for an isolated pulse would have just
one positive-valued maximum over its cycle—i.e., would be
interpreted to be a 1 as itshould be. Thus the nanoparticle
system will still produce the correct result if the pulses are
not overlapping.

IV. CONCLUDING REMARKS

In this paper we studied, with a realistic time-domain
computational electrodynamics approach, how hot spots near
the surfaces of certain metal nanowires and nanoparticles
could be generated with chirped optical pulses. Remarkable
spatiotemporal control could be achieved, including counter-
intuitive motion of hot spots against the light propagation
direction. This control was made possible by designing the
chirp such that the effective frequency of the pulse resonates
with different SP excitations located along the nanostructure
over the duration of the pulse. Along with the pioneering
theoretical demonstration of Stockman, Faleev, and
Bergman11 that localized coherent excitation of small metal-
lic nanostructures is possible, we hope that such results will
stimulate new theoretical and experimental explorations of
such possibilities.

Our calculations involved specific system dimensions and
shapesssee Sec. II A and Fig. 1d. It is of course possible to
achieve control with other dimensions and shapes. For ex-
ample, simply increasing the height of the nanowire cross
section or cone heightsFig. 1d beyond 250 nm has little ef-
fect on the time-domain results as long as thex dimensions at
top and bottom are kept fixed. This is because the effective
SP resonance frequencies near bottomsAd and topsBd are

FIG. 7. sad The time-dependent intensity envelope of a pulse
sequence corresponding to two overlapping, chirped pulses.sbd The
averaged intensity of the pulse sequence insad.

FIG. 8. sad Averaged intensities for regionsA andB of a cone-
shaped silver nanoparticle exposed to the pulse of Fig. 7.sbd The
difference of averaged intensities forA andB.
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essentially the same. For example, we have obtained similar
results with cone-shaped nanoparticles of height 500 nm.
Decreasing the height, within reason, should also have little
effect, although the adiabatic variation of the SP resonance
may come into question at some shorter heights. Regarding
system widths, of course, the SP frequency tends to decrease
with increasing width orx dimension in Fig. 1. Therefore
one can choose widths appropriate to some prespecified
spectral range for the chirp. The shape can also be varied;
i.e., the specific conelike shape of Fig. 1 is not necessary.
The particle shape should be such that its width, for some
heights, is sufficiently different to permit different effective
SP resonance frequencies that can be spanned by the chirp.

We also discussed how the response of such nanosystems
to chirped pulses could be used to encode or decode digital
information. In particular, it was proposed in Sec. III C,
based on rigorous simulations, that two overlapping chirped
pulses could be clearly distinguished by a cone-shaped metal
nanoparticle. It is also possible that such ideas could be of
relevance to chemical sensing. For example, one can imagine
applying a chirped pulse such that one knows certain regions
of the nanoparticle, at certain times, are excited. The spectral
response of molecules near such hot spots should be en-
hanced se.g., surface-enhanced Raman spectroscopy30,31d.
Applying various time-delayed probe pulses could then lead
to transient spectral responses indicative of whether or not
molecules are near a given place on the nanoparticle.

The spatiotemporal behavior studied here, including, for
example, the signal encoding and decoding discussed in Sec.
III C and above, can be observed experimentally. One must
consider both how to infer the optical intensity near specific
nanoparticle regions and how to time resolve this informa-
tion. Regarding spatial resolution and considering the nano-
systems with dimensions indicated in Fig. 1, the detection of
field intensities near regionsA andB can be performed with

microscopy using a high-numerical-aperture microscope ob-
jective. In this scenario, local scatterers, such as defects or
small particles, are placed in regionA or B. This microscopy
can then map out the field intensity in two different regions.
If one needs more localized information, near-field scanning
optical microscopy16,17 could be used. In this scenario, field
intensity will be detected by positioning the probe near re-
gion A or B. The time resolution of such information can also
be determined as follows. Noting that the temporal behavior
of SP’s is scalable in time for a given pulse duration, the
most simple approach is to use ap-i-n-type photodetector25

with a slightly longer durations.10 psd chirped pulse than
those explicitly considered here. The response time of the
photodiode is then fast enough to time resolve the signals.
The response to ultrashort pulses could also be experimen-
tally observable, if one uses ultrafast cross-correlation tech-
niques.

The analysis presented here was based on realistic simu-
lations of single chirped pulses and two overlapping chirped
pulses interacting with metal nanostructures. Pulse trains
may also be of interest. However, if a train of femtosecond
pulses with MHz repetition rate is considered, for example, it
is evident that each pulse can be treated as a separate event
because the SP response will have damped out by the time
the next pulse hits. Obviously, the situation changes for
much more closely spaced pulse sequences or more general
pulse shapes.
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