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Atomic and electronic structure of the (4X 1) and (8 X2) In/Si(111) surfaces
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The atomic and electronic structures of t#e< 1), (4X 2), and(8 X 2) phases of In on a 8i11) surface
were investigated using the local-density approximation of the density-functional theory. The pairing of the

outer In adatoms in the zigzag chains reduces the system’s total energy and doubles the periodic@ in the
direction. The opposite displacements of the neighboring Si zigzag chains generate a glide-plane symmetry. As
the surface structure changes frgdx 1) to (8 X 2), atomic reconstruction yields double lattice periodicity,
charge density modulation, band splitting, and the opening of pseudogaps and lowers the system'’s total energy.
It also changes the electrical characteristics from being metallic to imperfectly insulating, with small
pseudogaps, 31 and 153 meV, at the surface Brillouin zone boundary BeiatglY, respectively. Hence, we
believe that the transition between ttex 1) and the(8 X 2) phase on the &i11) surface is driven by a
quasi-one-dimensional charge-density wave. The interchain interaction between the In chains plays an impor-
tant role in stabilizing the CDW of thé8 X 2) phase. The calculated atomic and electronic structures of these
phases are consistent with the results of surface x-ray diffraction and angle-resolved photoemission spectros-
copy, respectively.

DOI: 10.1103/PhysRevB.71.035207 PACS nun®er68.35.Bs, 68.35.Rh

Adsorption of In on Si11]) leads to various surface re- to open up in the surface band structure of the‘®” phase
constructions that are semiconducting at coverages below at low temperature T).1? Assuming the gap is symmetric
single monolayer(ML) but metallic at higher coverages. relative to the Fermi level, the size of the gaps are estimated
Lander and Morrison observed(dx 1) phase at the border to be 150+40 and 80+10 meV. However, Sakamettal,™
of these two regiong~1 ML).1 The atomic and electronic @PpPlying high-resolution electron-energy-loss spectroscopy
structures of thé4 x 1) phase of In on a $111) surface have (HREELS determined that the8x 2) phase was not purely
been studied both theoretically and experimentaft.The semiconducting at 90 K. In explaining the inconsistency be-

. tween the electronic characteristics of t#&x “2”) phase
surface structure of thédx 1) phase was determined onl .
relzjcently byum:ans of sSﬁface) >F<)-ray di\fffvracti(ﬁXRDl) 2The ’ determined by the HREEL&Ref. 13 and ARPES(Ref. 8
’ nd 12 studies, Sakamotet al. posited that either CDW is

opservgd surface §tru_cture _consi§ts gf zigzag quasi-on ompletely absent or théx “2” ) phase is partly metallic
dimensional In chains in thgl10] direction, separated by qye to the instability of the 1D CDW because of the signifi-
parallel Si-adatom chairfsKraft et al used scanning tun- cant reduction of surface free carrier dend#pn the other
neling microscopy(STM) and scanning tunneling spectros- hand, the SXRD measurements made by Kurapfal. at
copy (STS techniques to demonstrate that {de< 1) phase 20 K revealed that the LT phase was @i 2) reconstruc-
is semimetallic. Abukawat al.” applied angle-resolved pho- tion, primarily due to the formation of In trimers within the
toemission spectroscopyARPES to establish that the In chains!* They also found very strong chain-to-chain cor-
(4% 1) phase of In on a $111) surface is metallic. They relations, but only in the direction perpendicular to the chain,
found three surface-state bands cross the Fermi [Eyeh and concluded that the phase change was not driven by
the I'X, direction (parallel to the In chainsand that the no CDW.
surface-state band crossgs in the I'X; direction (perpen- Theoretical work on the atomic and electronic structure of
dicular to the In chains Independent ARPE®Ref. § and the In/S{111) system have been limited to th@x1)
inverse photoemission spectroscdghPES also have veri- phaset>"The only calculatiot related to thé€8 < 2) phase
fied the anisotropic dispersion and metallic behavior of theyields results inconsistent with the SXRD ddtand sug-
(4x1)-In/Si(111) surface. Recently, Yeoret al® combined  gests no opening of the band gap at the Fermi level, thus
ARPES and STM measurements and reported that acontradicting the original experimental clafih? Therefore,
In/Si(111) system undergoes a reversible phase transitiothe surface reconstruction and the electronic structures of In
from its (4 X 1) structure at room temperatu(8T) to semi-  adsorbed on $111) surface with 1 ML of In coverage war-
conducting (4Xx “2”) or (8Xx*“2”) structure at around rant investigation. This present study performed calculations
100 K, driven by a one-dimensiondlLD) charge-density from first principles, based on the density-functional theory
wave (CDW) or, equivalently, Peierls instability along the In (DFT). The atomic and electronic structures of i< 1),
chain. The termx “2” means an incomplete long-range or- (4X2), and (8 xX2) phase are presented. On théX 1)
der of the double periodicity across the one-dimensionaphase, more accurate atomic and electronic structural results
chains, so that only half-order streaks appear in diffractiorthan the previous study’ are reported. On thé8x 2)
patterns instead of half-order sp8ts. phase, our calculated atomic structure agrees with the SXRD
Photoemission spectroscopy shows that pseudogaps seelata of Kumpfet al,'* and the electronic structure explains
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the ARPES results undertaken by Abukagtal.” and Yeom (@)
et 12|‘,8,12 and the HREELS data obtained by Sakameto
al.

The calculations were made usingspP®-20 (Vienna ab
initio simulation packagedeveloped at the Institut fir Ma-
terial Physik of the Universitdt Wien. The calculations of
total energy from first principles were performed using the
local-density approximation (LDA) of DFT. The
Ceperley-Aldet! exchange-correlation function, as param-
etrized by Perdew and Zunger, was adogted. repeated-
slab supercell model was used. Each slab included ter
atomic layers of Si and an adlayer of Si and In, H atoms were
attached to the bottom layer of Si atoms to saturate the Si’s
dangling bonds. The width of the vacuum region between
adjacent slabs was set to be about 10.0 A, which is large
enough to prevent coupling between slabs. The same
(8 2) unit cell was considered for thd X 1)-, (4 X 2)-, and
(8% 2)-In/Si(111) surfaces, enabling their total energies to
be compared. The pseudopotentials of the electron-ion, sup
ported byvasp were specified using the projector-augmented
wave (PAW) method?® The 4 electrons of In were regarded
as valence electrons in the PAW potential. The wave func-
tions were expanded using a plane-wave basis set with ai
energy cutoff of 22.97 Ry. A2 x 8) Monkhorst and Pack
mesh, equivalent to eight irreducible points was used to
sample the surface Brillouin zone of th8x2) unit cell
during the atomic structural relaxation. The Davidson-block
algorithm was applied to optimize the energy of the elec-
tronic state to meet axX10°® eV stopping criterion. Addi-
tionally, a conjggate 'glradient glgorithm was implemented to g5 1. Top(a) and side(b) views of the optimized geometry of
relax the atomic positions until the total energy changed by 1)-1n/si(111). Dashed lines refer to the x 1) unit cell. In and
less than 1 meV pe8X 2) cell, such that the atomic force s; adatoms are plotted as large filled and middle-size filled circles,
acting on each ion was under 0.02 eV/A. respectively. In the top view, small black filled circles represent Si

The (8 2) unit cell comprises tw@4 X 2) subcells, each atoms in the first and second layers of the substrate. Total valence
of which contains four Si adatoms and four inner In adatomsharge density map on th{&11) plane cut by the topmost In atom,
(3—6 at the on-top sites; two outer In adatomglnand  In(7), also shown in(a).

In(2) at the H sites and I7) and In8) at the T, sites as

shown in Fig. 1. The initial vertical positions of all Si and In the norm-conserving pseudopotential with localized basis
adatoms are the same. Figure 1 displays the top and sidgts and the Bloch sums sfp,, py, andp, orbitals. Conse-
views of the optimal atomic structure, and Table | lists thequently it can be concluded that the deviation is not caused
optimized atomic positions of thet X 1)-In/Si(111) phase. py the low-energy cutoff. However, it must be noted that the
In Table I, the coordinates are measured in unit of basia&tomic coordinates determined by different experiments may
vectors a=(ay/2)[101]s pstrae 0=(80/2)[110]spsrae @nd  result in significant deviations. The LEED analysis is more
¢=(ay/3)[111]sypsrate Wherea, is the calculated bulk lattice sensitive to perpendicular distortions in outermost layers,
constant 5.402 Aiincluding a 0.5% error from the experi- while the SXRD measurement is more sensitive to parallel
mentally determined valjie For comparison, Table | also distortions in deep layers. Hence, the simulation results pre-
lists the SXRD results obtained by Buekal? and the ideal sented agree closely with the experimental values obtained
bulklike positions. It reveals that the optimal positions of by SXRD measurements.

In(2), In(3), In(5), and Ir(7) are not exactly at K the on-top, Table Il presents the interatomic distances of the 1)

and theT, sites, respectively. The deviations from the posi-surface structure. The (D)-Si(1) and In(7)-Si(3) distances
tions determined by SXRD are less than 0.17 A. The resultre 2.62 and 2.61 A, respectively, and they are both similar
are consistent with other theoretical results based on2FT.to the sum of the covalent radii of Si and In, 2.56 A
A large energy cutoff 33.09 Ry for the plane-wave basis set=1.11 A+1.44 A,?" indicating that the Si atoms and the
was also applied. The differences between the optimanheighboring In atoms are covalently bonded. The total va-
atomic positions calculated with different energy cutoffs arelence charge-density on tli#11) plane cut by the topmost In
below 0.01 A. In fact, the discrepancy between the theoretiatom, In(7), as shown in Fig. 1, indicates that a significant
cal and experimental atomic positions is in the same order oimount of the valence charges betweetl)rand S{l) are
magnitude as the simulation was performed in another comeonsistent with the formation of a bond between them. The
putational approacff. That approach was based on DFT andsame occurs to the bond betweefi7)nand S{3). However,
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TABLE |. Calculated positions of atoms in ttié X 1)-In/Si(111) system. Columns 2 and 3 present the id&alklike) and experimen-
tally determined(Ref. 2 atomic positions, respectively, for comparison. Column 5 presents differences between the experimental and
calculated atomic positions.

Ideal bulklike Bunket al. This work d(A)
In (0.11, 0.06, 0.8p (0.144, 0.07, 0.831 0.14
In (0.86, 0.93, 0.8b (0.870, 0.935, 0.845 0.03
In (1.53, 0.77, 0.99 (1.540, 0.770, 0.953 0.12
In (3.43, 0.22, 0.99 (3.473, 0.236, 0.960 0.17
Si (2.28, 0.14, 0.78 (2.294, 0.147, 0.702 0.09
Si (2.71, 0.86, 0.76 (2.713, 0.857, 0.720 0.13
Si (1.000, 1.000, 0.000 (0.96, 0.98, 0.0 (0.992, 0.996, 0.012 0.14
Si (2.000, 0.000, 0.000 (2.01, 0.00, -0.08 (2.025, 0.012, -0.028 0.06
Si (3.000, 1.000, 0.000 (2.95, 0.97, -0.01L (2.973, 0.986, 0.012 0.09
Si (4.000, 1.000, 0.000 (3.96, 0.98, -0.00 (4.025, 1.012, -0.003 0.16
Si (0.333, 0.667, —0.250 (0.31, 0.65, -0.26 (0.334, 0.667, -0.267 0.08
Si (1.333, 0.667, —0.250 (1.30, 0.65, -0.2b (1.335, 0.667, —0.224 0.14
Si (2.333, 0.667, —0.250 (2.29, 0.64, -0.38 (2.330, 0.665, —0.304 0.15
Si (3.333, 0.667, —0.250 (3.29, 0.65, -0.28 (3.328, 0.664, -0.222 0.13
Si (0.333, 0.667, —=1.000 (0.33, 0.67, —1.01L (0.333, 0.667, -1.012 0.02
Si (1.333, 0.667, —1.000 (1.32, 0.66, —0.99 (1.337, 0.669, -0.984 0.06
Si (2.333, 0.667, —1.000 (2.32, 0.66, —1.04 (2.331, 0.666, —1.043 0.04
Si (3.333, 0.667, —1.000 (3.31, 0.65, -0.98 (3.330, 0.665, —0.982 0.07
Si (0.667, 0.333, -1.250 (0.66, 0.33, -1.24 (0.672, 0.336, -1.291 0.05
Si (1.667, 0.333, -1.250 (1.65, 0.32, -1.26 (1.657, 0.328, -1.256 0.03
Si (2.667, 0.333, —-1.250 (2.67, 0.33, -1.2¥ (2.675, 0.337, -1.267 0.03
Si (3.667, 0.333, —-1.250 (3.66, 0.33, -1.2b (3.662, 0.331, -1.243 0.02

the interatomic distances of (Ih-In(3) and IN2)-In(3), tal energy of 17.0 meV p&iB X 2) unit cell less than that of
2.96 A, are much shorter than those ofllRIn(2) and In(3)-  the (4 1) structure?® The (4 2) structure is more stable
In(4), 3.82 A. IM2), In(4), In(6), and Ir(8) exhibit the same  than the(4x 1) structure by 4.0 meV pef8x 2) unit cell.
relationship as presented in Table I. The interatomic distancgne structureg4x 1) and (4% 2) have almost degenerated

of In(3)-In(5), 3.07 A, also exceeds that betweer@nand ;14 the (8x2) phase is more stable than the other two

the .S' substrate, 2'6.4 A. These fact; imply that two ZIgZ"’!g'mphases. Other different structures may be possible, structures
chains are formed in eadd# X 1) unit cell as presented in

. : : that we did not present here because of the limitation of our
Fig. 1. The heights of the In adatoms are different— .
_ _ computing resource. However, the presented phases are con-
Ahyp1)n3=0.40 A andAhyy7)1n5=0.33 A—so these two . . . .
. . ; . sistent with recently obtained experimental restiits,and
zigzag In chains are not equivalent, since th@)rand In(7)

adatoms have different environments. The nearest—neighbaISO show that various phases coexist during the phase

. I Yansition1t
distances (NND’s) of In atoms are within the range Tabl I.I | resents the relative interatomic distan ¢
2.94-3.07 A. Such results are consistent with the experi- abie 11 aiso presents the relative interatomic distances o

mental values, since the bond lengths between the In atonJiQe above two phases. In the first and the second blocks of

are in the range 2.98—3.14 A. However, the NND among thd able 11, the relative covalent bond lengths In-In, Si-Si, and
In atoms given by Chet al,15 Nakamuraét al.16 and Miwa In-Si show no significant difference between tdex 2) and

et all” are in the range of 3.04—3.12 A, 3.01-3.07 A, angthe (4x1) phases. Indeed, the surface structure of (dhe
2.89-3.09 A, respectively. The variation among the theoretx 2) surface phase does not differ markedly from that of the
ical results is attributable to the use of different pseudopo{4 X 1) surface phase except in tap the distances between
tentials and optimized lattice constari&40-5.47 A of Si  the outer In adatoms (f)-In(2) and In(7)-In(8) are slightly
bulk. shorter(~0.06 A) in the former, indicating that the outer In
Going beyond theé4 X 1) structure, the In adatoms were adatoms tend to pair in thetx 2) phase and?2) the dis-
pushed slightly away from their optima#x 1) positions tances between the two zigzag indium chains in (#hg 2)
and then structural relaxation simulations were performedphase are also slightly shorter than in ttex 1) phase.
All atoms were relaxed until the total energy changed byHence, the surface structure of ttex 2) phase exhibits a
under 10° eV per (8 2) unit cell. Two distinct phases of double periodicity modulation along the indium chains and
In/Si(111) are obtained here. Th@ X 2) structure has a to- the surface lattice distortion reduces the total system’s en-
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TABLE Il. Calculated atomic distancdi unit A) between In and Si adatoms and substrate atoms in the
(4%1), (4%x2), and(8X 2) phases. The atoms are labeled as described in Figs. 1 and 2.

(4% 1)-In/Si(111) (4% 2)-In/Si(111) (8% 2)-In/Si(111)
In(1)—Si(1) 2.62 2.62 2.62
In(2)—Si(2) 2.62 2.63 2.59
In(7)—Si(3) 2.61 2.62 2.58
In(8)—Si(4) 2.61 2.62 2.63
In(1)—In(3) 2.96 2.96 2.99
In(2)—In(4) 2.96 2.98 291
In(1)—In(4) 2.96 2.96 2.86
In(2)—In(3) 2.96 2.97 2.94
In(5)—In(7) 2.94 2.96 2.90
In(6)—In(8) 2.94 2.98 2.99
In(5)—In(8) 2.94 2.96 2.87
In(6)—In(7) 2.94 2.96 2.90
In(3)—In(5) 3.07 3.04 2.90
In(4)—In(6) 3.07 3.08 2.90
In(3)—In(6) 3.07 3.02 3.58
In(4)—In(5) 3.07 3.01 4.38
In(1)—In(2) 3.82 3.76 3.19
In(3)—In(4) 3.82 3.79 3.71
In(5)—In(6) 3.82 3.79 3.76
In(7)—In(8) 3.82 3.74 3.14
Si(1)— Sigup 2.39 2.39 2.37
Si(1)—Si(3’) 2.36 2.36 2.35
Si(1)—Si(4’) 2.36 2.36 2.37
Si(2)—Si(4’) 2.36 2.36 2.36
Si(2)—Si(3’") 2.36 2.36 2.35
IN(3) — Sigyp 2.64 2.65 2.68
IN(4)— Sigp 2.64 2.64 2.62

ergy. Choet al. have also theoretically reproduced this the formation of trimers is not evident from our calculation
phase'® in terms of interatomic distances or the valence charge dis-
Figure 2 reveals the other phase, displaying top and sid#ibution (Fig. 3). The substrate atoms of th8x 2) phase
views of the optimal atomic structure of tf{8 X 2) phase. are basically not displaced from those in tt#ex< 1) phase,
The (8 X 2) unit cell, defined by black dashed lines in Fig. 2, except in the first and second layer of the substrate Si atoms
includes two(4 X 2) subcells indicated by dotted lines; one under Ir{1) and I(3), which exhibit small displacements
contains In adatoms 1-8 and the other contains In adatonts0.11 A, which are less than those noted by Kurepfal.
1'-8'. The (8X2) configuration can be regarded as two ~0.4 Al
(4% 2) subcells related by a glide platiadicated by a dot- The way we see the §urface phase transition is as follows.
dashed ling The open circles in Fig. 2 represent the In andPairing of the outer indium adatoms (ID-In(2) and
Si adatoms in thé4x 1) structure. Comparing Fig. 2 with In(7)-In(8) reduces the total energy of the system when the
Fig. 2 of Ref. 14 reveals that the atomic displacements of thé4 X 1) phase is transformed into tltéx 2) phase. This sug-
(8 2) structure, relative to thé4 x 1) structure, are highly —gests that the pairing will persist when the surface structure
consistent with the model of the LT8x2)-In/Si(111)  transition(4X2)—(8x2) occurs. In order to maintain the
reconstructiodt* No other theoretical researchers have reprocovalent bond lengths of Si-In and Si-Si, the Si adatoms
duced this phase so f&rKumpf et al4 also argued that the Qext to the zigzag In chains are substantially displaced in the
periodicity of the(8 X 2)-In/Si(111) along the indium chains b direction and in opposite direction in the neighboring Si
is doubled by the pairing of the outer indium chains, result-rows as shown in Fig. 2. This tiny change was observed
ing in the formation of indium trimers whose interatomic experimentally as depicted in Fig. 2 of Ref. 14. This effect
distances are between 2.8 and 3.1 A. Even though we otstrengthens the pairing of the outer In adatoms, thereby re-
tained similar interatomic distancethetween 2.86 and ducing the interatomic distances betweeltl)jnand In(2),
3.19 A as listed in Table JIwhich agree with experiment, and between I¢7) and Ir(8) from 3.83 A in the(4 X 1) struc-
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FIG. 3. Total valence charge density map ©08X2)-
In/Si(111) on the(111) plane cut by the topmost In atom.

the (8 X 2) structure and that the quasi-one-dimensional char-

acteristic of the In chains in thetx 1) phase will be sup-

pressed. This fact is evidenced by the contrast between the

total valence charge density distribution in 18X 2) phase,

as depicted in Fig. 3, with that of th@ X 1) phase, as de-

picted in Fig. 1. Some charge density exists in the regions

FIG. 2. Top(a) and side(b) views of the optimized geometry of between 113) and In5) and between I@) and In6) of the

(8X2)-In/Si(111). Dashed lines refer to th@x 2) unit cell. Large (82X 2) phase, whereas the charge density over those regions
filled and middle-size filled circles represent the In and Si adatomsgf the (4 X 1) phases is significantly smaller. The difference
respectively. In the top view, small black filled circles represent Sigf the valence charge density distributions between the inner
atoms in the first and second layers of the substrate. For comparjy rows of both phases is related to the change of the filled-
son, open circles represent the positions of the In and Si adatoms Pate STM images when a phase transition from thel4o
th_e (4% 1) structure surface. The dot-dashed line represents thﬁwe 8x 2 phases occuréas shown in Fig. 1 of Ref. 11
glide plane. Experiments show that eadd X 1) stripe (as a 4<X1 unit
cell shown by the dotted lines in Fig. 1, or as shown in Fig.
1 of Ref. 11 of the STM image can be divided into two
subchains in thé4 x 1) phase. When the completex8'2”
phase is formed, the STM image shows that the stripe be-
comes a X 2" periodicity (as a 4x 2 unit cell shown by the
solid lines in Fig. 3 consisting of elongated protrusions con-
?lecting between the subchains in each stripe. The neighbor

. ) elongated protrusions having different inclinations show an
only displaced slightly<0.15 A), whereas the other In ada- “x8" periodicity. It is worth noting how the neighboring

toms are displaced markediy=0.60 A. In conclusion, the  gines are shifted along the chain, as shown in Fig) af
formation of the In pairs doubles the periodicity of the In pef 11, These characteristics of both phases are clearly evi-
chains in theb direction. The opposite displacements of thedent in our calculated valence charge density distributions as
neighboring Si zigzag chains generate the glide symmetryshown in Figs. 1 and 3. Hence, we believe that our calculated
The presented atomic reconstruction process of phase trangg x 2) structure is close to the experimental observed
tion is similar to one of the two scenarios of phase transitiongx “2”) structure!®14 Figure 3 also shows the valence
as suggested by Mizuret al1® charge density on the inner In rows is larger than that on the
For the (8 2) phase, the interchain distances in bothouter In rows. Such well confined valence charge density
In(3)-1In(5) and In(4)-In(6), 2.90 A, are shorter than the cor- may be related to the LT STM image showing a rather sharp
responding distances in th@x 1) structure, 3.07 A and is charge-density on the central part of the elongated protru-
close to the indium covalent bond length of 2.867AThis  sions. Hence, we postulate that the interchain interactions are
indicates that the inter-In-chain interaction is significant insignificant in the(8 X 2) phase, and the structural phase tran-

ture to 3.19 and 3.14 A, respectively, in tt&x 2) structure.
The outer In adatoms also drag inner In adatdimg3)—
In(6)]. Therefore, within eackd X 2) subcell, the inner ada-
toms In(3) and In(6) move toward the center of the In chains,
but In(4) and In5) move away from it. These atoms are
displaced not only parallel to the chain but perpendicular a:
well. Finally, In adatoms I2), In(7), In(2’), and I(7’) are
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respectively, as plotted using the reduced zone scheme. The inset
shows the two-dimensional Fermi surfaces for three surface bands. F|G. 5. Electronic surface band structures ¢8x2)-
o ) ] In/Si(111). The special points of the surface Brillouin zone for the
sition is responsible for modulating the valence charge deng x 1) and (8x 2) unit cells are shown also. Full circles, empty
Sity. circles, full triangles and empty triangles represent the ARPES data

Figures 4 and 5 display the surface electronic band strucst veomet al. (Fig. 3 of Ref. 12 along the firstT';—Xy), the first
tures of the(4x 1)- and (8 X 2)-In/Si(111), respectively. A v v

)= , ond (X;~1.5X;), the third (I';—X3), and the third(Xs—1.5%3) surface
rectangular(4 < 1) surface Brillouin zone is considerédn  gyjjioyin zone lines, respectively, as drawn in reduced zone scheme.

Which theI'X; and therXi di_rections are parallel and per- The inset displays the relation between the calculated Fermi energy
pendicular to the atomic chains, respectively. The Fermi levwith the number ok points.

els plotted in Figs. 4—7 are determined by using the

(4 16) Monkhorst and Pack mesh, representing 32 irre- the metallic In-% orbitals(as suggested by Abukaved al.’)
duciblek points in the surface Brillouin zone of &8 X 2) and to the Si-p orbitals of the substrate Si atofas sug-
unit cell. Figure 4 shows that the surface electronic bandjested by Nakamuret al1%). Near the Fermi level, the states
structure in the4x 1) phases is highly consistent with the are mainly attributable to the inner In atomg3hand In5).
results obtained by the ARPE3which are also depicted in The states which below the Fermi level near the surface Bril-
the figure using the reduced zone scheme. In Fig. 4, thre@uin zone boundary and the surface band minimum are
metallic surface states,, m,, andms cross the Fermi level mainly attributed not only to covalentlike bondings between
at 0.84, 0.60, and 0.4FX; lengths, and at 0.99, 0.54, and In atoms and substrate Si atoms beneatt8)land In(5),
0.45 X;M, lengths, respectively. The values are consistentn(3)-Sisy, and Ir(5)-Sis,, but also to covalentlike bond-
with the experimental result§ 0.86, 0.60, and 0.44'X;  ings between In atoms and surface Si atont4)k$i(1) and
lengths and 1.00, 0.60, and 0.%8M, lengths, respectively. [In(7)-Si(3). It is also indicated by our calculated partial den-
The calculated Fermi surfaces of these three surface statély of states of surface adatoms as shown in Fig. 6. No
are shown in the inset of Fig. 4. They are in excellent agreesurface states cross the Fermi level aldig; or M;X,
ment with ARPES results that obtained by Abukagtaal”!  Which are both perpendicular to the In chains. A finite-energy
and the other theoretical results as calculated by Nakagtura gap was observed alodgX], indicating that the4 x 1) sur-

al.’® It must be noted that thim; band displays a quasi-one- face seems to be semiconducting perpendicular to the In
dimensional metallic character along the In chains becausehains. The anisotropy associated with the relevant electronic
the dispersion of they; band is approximately straight along states presented in Fig. 4 also has been confirmed
the (4 X) direction, as shown in the inset of Fig. 4. From the experimentally.

analysis of thespd orbital and site projected character of  As the surface structure changes from tde< 1) to the
each band, the three metallic surface states are attributable (8 < 2) phase, the doubled periodicity of the surface In atoms
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F] FIG. 6. Partial charge densities of states of In
2 4 and Si adatoms af4 X 1)-In/Si(111). The atoms
g In(5) are labeled as in Fig. 1 and Table I. The partial
“ 3 _ densities ofs, p, andd states are plotted as dot-
2 ted, solid, and dashed curves, respectively. The
8§ In(7) partial densities ofl states have been multiplied
g 2 by 5.
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along the chain reduces the periodicity of the band structuregap when the size of the gaps was estimated
of In in the I'X; and X;M, directions. Comparing Figs. 5 experimentally? or by the theoretical limitation of the LDA
with 4, it shows that each doubly degenerated surface bangglculation on the band gap probléfhThe fact that LDA

of the (4 1) phase is split into two bands except along thecalculations tend to underestimate band gaps is well known
W(é line. For example, then, band is split intom," andm,? and is consistent with the experimental results herein. It must

_— - P be noted that the calculated Fermi level in this work is de-
as indicated in Fig. 5. NeaX, (=0.5X,), where them; band termined using the A 16 Monkhorst and Pack mesi32

crosses the Fermi level in th@X 1) structure, the conduc- jrrequcible k points in the surface Brillouin zone of an
tion bands of In interact with the valence bands of Si.(gx2) unit cell, under the limitation of the computational
Conduction-valence band mixing causes anticrossing b&esource. In fact, we can infer that our calculated Fermi level
tween the conduction bands of In and the valence bands @ overestimated according to the convergent tendency of the
Si, creating a pseudogap, as shown in Fig. 5. The same effepermi energy with respect to the numberkopoints (see the
also occurs along th€X, line. Near the Fermi level are two inset of Fig. 5. The overestimated value of the Fermi level is
pseudogaps—one 3}2 and the other aY: the gap widths less than 10 meV which is the same order of magnitude of
are 31 and 153 meV, respectively. This finding is consistengnergy difference between the conduction band minimum
with recently obtained high-resolution photoemission data, and the Fermi leve(~6 meV). Hence, we postulate the
but exhibits some differences from the experimentally asFermi level will skim over the minimum of the conduction
sessed sizes of the gaps, 80+10 and 150+40 meV. The diband aiX, point. Accordingly, we believe that a pseudogap is
ferences may be caused by the assumption of the symmetripened up atX,. Figure 5 also reveals that the ARPES
(Ref. 12 data in the reduced zone scheme are consistent with

7 the calculated band structures. It is worth noting that the
calculated band structure will shift to higher energy and
should be more consistent with the results of ARPES if the
Fermi level is lowered as postulated.

Comparing Fig. 5 with the inset of Fig. 4 about near
Fermi level in theYX, direction (perpendicular to the In
chaing, it is noted that the dispersion of tme; band of the
(8x2) phase is no longer as flat as that of {de< 1) phase.
Therefore, the quasi-one-dimensional behavior disappears
when the(4X 1) structure is transformed into th@Xx 2)
structure as before, in terms of interatomic distances and
valence charge density distribution. The densities of states

e N (DOY) of both phases are shown in Fig. 7. It is evident that
0 PN the DOS of the(8X2) phase is roughly half that of the
03 03 ol o1 03 03 (4x1) phase near the Fermi level. This result explains
why the remaining intensity of LT ARPE$Ref. 12 at

FIG. 7. Total density of statd®OS) near the Fermi level of the Fermi level is observed, which roughly half of that at RT,
(4% 1) and the(8 X 2) phases within ari8x 2) unit cell. The inset and why the intensity of the Drude tail of the HREELS
displays the same DOS but with a wide energy range. spectrd® at 70 K becomes much smaller than that at RT but

O (4*1)

60 > o)

50

40 |

30 -

DOS (states/eV )
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still observable. The pseudogap appears as a result of theension weak coupling CDW systethThe transition tem-
fluctuations between the metallic and insulating states angeratureT " can be estimated to be 102 K which is close to
leads to a strong reduction of the spectral intensity near ththe observed temperatures of tf@x 2) phase by the re-
Fermi level*? The declining surface free carrier density nearported experiments, 73,1008 or 130 K13 Hence, this sys-
the Fermi level and the opening of a small pseudogap caugem can be considered as a weakly coupled one-dimensional
the (8 X 2) phase to behave as an imperfect electrical insulaelectron-lattice system.
tor, as stated in Refs. 12 and 13. In summary, the atomic and electronic structures of In
The partial densities of states of the surface atoms for theverlayers on an §i11) surface were calculated from first
(4% 1) structure as plotted in Fig. 6 show thélt) the Si  principles according to the density-functional theory. The
chains are almost semiconducting because they have an eatomic structures of thé4 X 1)- and (8 X 2)-In/Si(111) sur-
ergy gap and because the charge densities of states of thef8ces that were determined, are very much consistent with
adatom are almost zero at the Fermi lev@), most of the the experimental data obtained by Buetkal 2 and by Kumpf
conducting electrons in the In atoms arp &lectrons and et al,'* respectively. Our calculated atomic structure model
only a few ares electrons, and3) near the Fermi level, the of the(4 X 1) phase was also consistent with other theoretical
charge densities of thep5state of the inner In atoms, (8)  calculationst>~*” while, to our knowledge, no other theoret-
and In5) exceed those of the outer In atoms(lnand In(7) ical calculation has as yet reported the experimental observed
so that the inner In rows in each chain have a higher metalli¢8 X 2) structure. In thé4 X 1) phase, the In chains are found
environment than the outer In rows. These assertions suppag exhibit quasi-one-dimensional metallic behavior, with
the results of ARPES by Yeoret all? Once the surface three surface-state bands’ crossing the Fermi level il ¥e
structure has been transformed frggx 1) to (8 X 2), the  direction (parallel to the In chaips The calculated band
p-state charges within Wigner Seitz radius, 1.312 A, of thestructure is in excellent agreement with the ARPES
Si adatoms do not change. However, thetate charges result$®12 and is consistent with the other theoretical
within Wigner Seitz radius 1.677 A, of the outer In adatomscalculationt® From the partial density of state, it seems that
change from 0.808per adatom in thé4 X 1) to 0.90& and  the inner rows of the In chains are more metallic than the
0.90& [for In(1) and In2), respectively in the (8X2) outer rows as suggested by Yeaeh all? As the surface
phase. The-state charges per inner In adatom(3n In(4),  structure is transformed from thé4Xx1) phase to the
In(5), and In6) vary from 1.00@, 1.00&, 1.02%, and (8X2) phase, the pairing of the outer In adatoms in the In
1.02% to 0.92%, 1.05%, 1.06%, and 0.944, respectively. chains, and the opposite directions of the displacements of
Although the difference between each values for(@® 1)  the Si atoms in the neighboring Si rows are consistent with
and the(8x2) phases are still small, one starts to find the results from x-ray diffraction. For th& X 2) phase, it is
changes in the change of atomic structure. Therefore, we cashown that the pairing effect doubles the periodicity along
say that during phase changes, surface adatom reconstructithre chain and lowers the total system’s energy. When the
also redistributes the electric charges and forms chargestructure phase changes to tt&x 2) phase, the pairing of
density wave. outer In atoms becomes stronger, and the displacements in
There has been a long-standing controversy whether thihe opposite directions of the neighboring Si zigzag chains
phase transition of In adsorbed on thé€l$1) surfaces can be generate a glide symmetry. Atomic reconstruction also redis-
considered as a CDW transition or not. We will simply re- tributes the valence electron charge, rearranges the electronic
view the mechanics of CDW formation in a one-dimensionalbands, splits the bands, opens up small pseudogaps at the

system® Suppose that there is a static distortion with wavegyrface Brillouin zone boundargat pointsX, andY). These
vectorg. The lattice distortion increases the strain energy ofshenomena are characteristic of the formation of the CDW
the system and also induces a potential for electrons. Thgate in a quasi-one-dimensional system. Hence, we believe
electron-phonon coupling triggers charge redistribution. Athe phase transition between théx 1) and (8 2) phases
bandgap is then introduced to decrease the kinetic energy @f, the Sj111) surface is driven by a charge-density wave.
the electron system. From the band theory we know that affhe shorter interchain distance and the valence charge den-
energy band has a gap at the Brillouin zone boundary. Hencgiry gistribution also reveal significant interchain interaction
in the CDW state, both the lattice of the ion and the electroryeqyeen adjacent In chains in ti@x 2) phase. The valence
charge density are spatially modulated with the same WaVEharge density distribution of th@ X 2) phase is also com-
vectorq=2kg. A stabilized CDW state is formed if the elec- atible with the STM images at low temperatures. Our re-

tronic energy gain due to the gap formation overcomes thg, ;s are consistent both with the structural model for the

loss in elagtlc energy. We have gonflrmed that the atoml(fow—temperature phase and with the idea of a fluctuating one-
reconstruction induces the formation of CDW and that the

; , dimensional charge-density wave state.
existence of pseudogaps lowers the total system’s energy

during the phase changes from ttex 1) to the (8 X 2). The author would like to thank the National Science
Therefore, the controversy seems to be cleared up, althougbouncil of the Republic of China, Taiwan for financially sup-
some issues are still left unsolvéduch as the role ol porting this research under Contract Nos. NSC 91-2112-M-
electron$. The transition temperature has not been decided10-011 and 92-2112-M-110-006. Dr. Wu-Pei Su, Dr. Ching
yet experimentally to our knowledge. However, the theoret-Cheng, and Dr. Ching-Ming Wei are appreciated for their
ical transition temperatur€."'" can be decided according to helpful discussions. Computing resources were provided by
the mean-field approximationA2:3.52<BTcMF for a one di- the National Center for High-performance Computing.
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