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Weak localization in high-quality two-dimensional systems
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We investigate five different methods of modeling the correction to the magnetoconductivity due to the weak
localization effect in two-dimensioné2D) systems. The phase breaking rate is extracted using each method by
fitting experimental magnetoconductivity data of high-quality 2D GaAs hole systems over the range of carrier
densities and temperatures that weak localization is observed. We find that despite corrections to the magne-
toconductivity differing by more than 100% between different methods valid beyond the diffusion approxima-
tion, the phase breaking rate extracted is approximately the same. We also find that if diffusive transport is
incorrectly assumed in high-quality systems, then values of the phase breaking rate approximately 2.5 times
too high are extracted. We demonstrate the regime in which the diffusive transport approximation holds and
explain previous discrepancies in the literature where phase breaking rates much higher than expected from
Fermi-liquid theory have been obtained. We find good agreement of the phase breaking rate with Fermi-liquid
theory untilkgl begins to approach 1.
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I. INTRODUCTION We examine five of the most commonly used methods

Electrical measurement of the conductivity as a function@vailable in thell6|ter§ture for Calc”lat'@gwl(s) , namely(i)
of particle density, temperature, and magnetic field is a comtiikami_et al.'® (i) Kawabata,’ (i) Wittmann and
mon experimental probe of the physics of two-dimensionaSchmid;® (iv) Zduniaket al,** and(v) Dmitriev et al** (all
(2D) systems of electrons and holes. At low temperature®f which we subsequently refer to by the first author name
these measurements reveal information about the particldJsing the same data from high-qualiyGaAs systems we
particle interactiod, particle-phonon interactioh,and the compare these methods and, in particular, choose the low
weak localization effeci. carrier density regime where spin relaxation can be

Weak localization, which is the focus of this paper, is theneglected!
localization of electrons by the constructive interference of We show that each method predicts a markedly different
wave functions which return to the origin after propagatingcorrection Ag,,,(B) to the magnetoconductivity. For high-
along time-reversed paths. The length of these paths is repuality systems the variation in the magnitude of the weak
stricted by the phase-coherence timg which determines localization predicted by the different methods can be more
the time scale over which quantum interference effects cathan 100%. Despite this, the valuesgf extracted from the
operate in the system. It is well known that weak localizationsame experimental data using four of the methods agree
gives rise to a positive magnetoconductivitncreasing the closely and give a value close to the Fermi-liquid theory
magnetic field increases the conductivity by removing theprediction forr,. The other method, that of Hikami, is valid
time-reversal symmetry. This destroys the phase coherenamnly in the diffusion approximation and therefore is at the
of progressively shorter paths and removes the localizing eflimit of applicability for high-quality samples. The method
fect. Analysis of this positive magnetoconductivity has beerof Hikami predicts a value of, a factor of approximately
widely used to measure the phase-coherence time and proBes times smaller than the other methods. This factor of ap-
the dephasing mechanisms in 2D systéms3. proximately 3 between the value of, extracted using the

In order to reliably extract,, from the measured data itis Hikami method and the Fermi-liquid prediction has been re-
essential to have an accurate method for determining the epeatedly observed in experimental measurements of the
fect of the weak localization on the magnetoconductivity.phase breaking rater,! on a variety of material
While a good physical understanding of the weak localiza-system$:%12-15Qur analysis of theB dependence oAg,
tion effect exists, the numerical process by which experimenallows us to explain the discrepancy.
tal data are analyzed is not so well understood. Various meth- The paper is laid out as follows. In Sec. Il we outline the
ods of calculating the contribution of weak localization to thefive different methods of calculatingo,,(B). In Sec. Il we
magnetoconductivitho,,(B) exist in the literaturé®2°To  give details of the samples and methods used to obtain and
date these methods have not been directly compared and itigalyze the experimental data. In Sec. IV B we compare the
not clear whether they are equivalent or produce a differenvalues ofr,(p,T) extracted for each method using two dif-
Aoy, (B) and hence different estimates gf from the same  ferent samples withs~ 12 and~23 (wherery is the ratio of
experimental data. The aim of this paper therefore is to rethe carrier’s potential energy due to interactions to their ki-
view and compare the different methods of generatinghetic energy. Following our conclusions we present, in Ap-
Aoy, (B) available and demonstrate their effect on determinpendix A, typographical corrections to some of the basic
ing 7. references in the fielessential when calculatingo,), and
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finally in Appendix B we give a detailed description of the It is convenient to define two reduced parameters which
way in which we generate the quasiprobability of return ofare frequently referred to in the theoretical methods which
the hole to the originP,. This is needed for the methods of follow. The first is the ratio of the elastic-scattering length to
Kawabata, Wittmann, Zduniak, and Dmitriev but has notthe phase relaxation length,

been described in detail in the literature to date.
Z:T/T¢:|/|¢, (1)

Il. METHODS OF COMPUTING - Ag(B) which varies inversely with the magnitude of the weak local-

In this section we compare the five methods of calculatingzation effect. Second, the reduced magnetic field
Ao, (B) which are later used to extraeg, from the experi- B _i2n2
mental data. These methods are as follows. b=B/By =15, (2)

() Hikami (1980: An easily applicable method de- \hereBy=(m")2/2pher? andm' is the effective mass. The
rived by a renormalization-group process, valid only in therequced field is defined such that 1 atlg=I or equivalently
diffusive transport regime. , 2m12By= ¢y Where ¢po=h/2e is the magnetic flux quantum.
(b Kawabata1984): A more complicated method de- ;<1 p<1 is therefore the diffusive regime, abd= 1 indi-
rived using Green's functions. The first method developed:ates magnetically localized nondiffusive transport.
that was valid beyond the diffusive limit. _ We now consider how the well-known Drude expression

(c) Wittmann(1987: A method derived from a differ-  for the conductivity of a 2D systemr,(B), is modified to
ent physical starting point from Kawabata, considering eleCinclude the effects of weak localization. Ignoring the
tron eigenstate overlap, which results in a different mathgectron-electron interaction for the momeittwill be con-
ematical framework. Wittmann rescales the momeniunjgered in Sec. I)iwe can write the conductivity as the semi-

scattering Iengtth due to the effect qf the weak Iocaliz_ation. classical Drude term plus a quantum correctid,;, which
(d) Zduniak(1997): An expansion of and correction to 4.counts for phase-coherent effects:

Kawabata’'s method which includes spin-orbit effects. Simi-
lar to Wittmann in mathematical formulation, but does not e Kel
rescale the momentum scattering length due to the effect of ox(B) = h eB\2 Aoy )
the weak localization. 1 +< - >
(e) Dmitriev (1997: An extension of the Kawabata
method taking into account a phase-coherent nonbackscatterhe perturbative expansion 4fo,,; yields four first-ordegin
ing effect not considered by the other methods. 1/kgl) terms, which may be represented by four distinct
The first four methods have been extensively used in th&eynman diagranm®®. Of these, two cancel each other and
literature to extract phase-coherence times from experimentaleed not be considered. Of the two remaining diagrams one
data. However it is not clear from the literature which makes a negative contribution to the conductivity and is the
method should be applied to different experimental systemgconventional” weak localization pictured physically as
or indeed how the methods compare. It is the intention ophase-coherent backscattering of electrons. The Feynman
this paper to compare the different methods for use in exeiagram which correspond to this conventional weak local-
tracting phase breaking rates from high-quality 2D systemsization term is sometimes known as the “maximally crossed”
We will see that while all the methods of calculating:,(B)  diagram.
yield results which are qualitatively similar, there are signifi-  The other first-order term in the expansionaf,, repre-
cant quantitative differences between them. sents another phase-coherent contribution to the conductiv-
All five methods listed above consider isotropic large-ity. This is positive and not included in the conventional
angle scattering of the type caused by a short-ranged scattereak localization model. It is known as nonbackscattering
ing potential. To our knowledge no analytical method existscontribution to the weak localization. A physical picture of
which allows weak localization due to anisotropic small-this positive contribution is that it represents anisotropic
angle scattering caused, for example, by remote ionized imscattering of the carriers from the impurity potential caused
purities. A recent papét has numerically modeled the effect by phase coherence at the origin. This should not be con-
of small-angle scattering. However, as we will discuss infused with the anisotropic small-angle scattering in samples
Sec. IV A, the values of, extracted from experimental data where ionized impurities are the dominant cause of the scat-
are not greatly affected by whether the analysis is performetering. In this case the asymmetry arises from constructive
for isotropic or anisotropic scattering. interference at the origin between paths with different num-
Before discussing the methods in detail it is necessary tbers of scattering events. This effectively increases the
define our terminology. For the holégsr electronsin a 2D  chance of forward scattering at the expense of large-angle
system the relevant length scales when considering the wealcattering event®, which is equivalent to increasing and
localization effect argi) the momentum relaxation length  reducing the magnitude of the weak localization.
(if) the phase relaxation length, and (iii) the magnetic Before we can proceed we must consider whether the
length Ig=+%/2eB (where B is the external magnetic field phase-coherence effects can be completely represented by
perpendicular to the 2D systenfFrom the first two length the inclusion ofAay, in Eqg. (3). In 1985 it was shown by
scales we find the momentum scattering tinvel/vg and  Hershfield and Ambegaok&rthat if only the conventional
phase relaxation time,=I,/ve (Wherevg is the Fermi ve-  weak localization correction is considered, then the momen-
locity). tum scattering length is reduced by a factor (&f+z). A
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theory which models the weak localization correction dueity of a particle returning to the origin aftéM—1 scattering
only to coherent backscattering should therefore scale thevents(note thatn is an index with no physical meaning

momentum scattering length by this factor(af+z). As Eq. Once P, is known (the process of calculating, is de-
(2) shows this will reduce the value of the reduced magnetidailed in Appendix B the weak localization correction to the
field b by a factor of(1+2)2. magnetoconductivity can be calculated by summing over all

Reference 23 however does not include the contributiorpaths withN sectionsg(N-1 collisions,
of the phase-coherent nonbackscattering to the weak local- o
ization. If both first-order correction terms to the conductiv- N
ity are taken into account, then the effect of the nonbackscat- Aoy 2, 2 Ph- ©)
tering term cancels out the effect of the coherent
backscattering on the momentum scattering leAgtRhis ~ The outer summation should not include paths with1 or
means that and hencé do not need to be rescaled. There- 2, which do not contribute to the magnetoconductivity be-
fore Eq.(3) is correct as it is written, but implicitly assumes cause they have no area. However these paths were incor-
that both first-order contributions tho,, are included. rectly included in the Kawabata meth&d.

The effect of weak localization can be found by summing
over all paths via

N=3 n=0

A. Hikami (1980)

The magnitude of the magnetoconductivity correction due Aoy =- ﬁZ(FA+ Fao) 7)
to weak localization, in two dimensions, was first quantified " ah '

by Hikami et al. via a renormalization-group method. Using

the assumption that the electron transport is diffusive the)‘/\’herea is a material dependent parameter which may be

produced a closed-form expression for the magnetocondu wdjusted to account for additional scattering processes such

L : . . : _as intervalley scattering in Si. For tipeGaAs samples stud-
tivity which may be written(in the absence of spin relax ied here it is fixed ate=1. F, is the coherent backscattering

ation) as T o
contribution, i.e., normal weak localization aRg represents
- 2€? 1 1 1 z the contribution from the nonbackscattering mechanism.
Aoy (B) = h v 2 + b - 2 + b/’ (4) This nonbackscattering mechanism is not included in Kawa-

bata’s method, thuz=0.
where ¥ is the digamma functio?* Hikami's method in- According to Kawabata’s theorf, is given by
cludes only the conventional weak localization correction to

the conductivity and not the nonbackscattering correction. 14z %
Hikami’'s method has the dual benefits of simplicity and Fa=In _ AFy[b(ng + 1/4] + Fi(0)] + bn:0 1-P,’

computational ease of use. However it is limited to the dif-
fusive regime, and hence is valid only for low magnetic (8)
fields (b<1) and low temperatures and/or low-quality whereFy is a function defined by Kawabata to be
samples where the phase-coherence length is much longer

than the momentum relaxation length<1). High-quality 1| 8y+(1+2)? —
samples have large mobilities, and consequently long mo- FK(Y)::1 - 8y +(1+2)

mentum relaxation lengthisand largerz=1/1,. In order to
study weak localization in high-quality samples it is there-

/ 2_
fore necessary to go beyond the diffusion approximation. " In(\8y+ (1+2) 1) ' ©

The first term of Eq(8) is, neglecting the contribution of the
B. Kawabata (1984) nonbackscattering correction, the=0 limit of the weak

The method deve|0ped by Kawabata was the first to gdocalization:.ls This is not present in Kawabata’s method but
beyond the diffusion approximation. It is, in principle, valid it is necessary to add it as an offset so that we may later
for all b (as are the remaining methods listed hete fact ~ directly compare Kawabata's method with others.
we see later that it fails for large=20. Kawabata employs ~ The term in the summation of E(B) is equivalent to the
a Green's-function method to calculate the contribution ofouter summation of Eq6) from N=1 to «. To correct for
the weak localization to the magnetoconductivity by first cal-the inclusion of theN=1,2terms in Eq.(8) (which cause it

culating the quasiprobability of return of an electreor  to divergg Kawabata includes the diverging functiép and
hole) to the origin afterN—-1 scattering events. The qua- finds the conductivity correction as the difference of these

siprobability of return is defined in terms &%, diverging terms. As a result of the divergences, the sum must
be truncated at smafl,, whereng is given by the closest
integer toEg/fiw.. In practice, small variations iny caused

by the variation in the particle density makes little difference
_ to Aay,, and in this papeny was fixed at 10 for consistency
wherelL,, is thenth Laguerre polynomial ang=(1+z)y2/b. with Taboryski and Lindelof. Kawabata provided a recur-

In the absence of the nonbackscattering correctiorsion relation solution to Eq5) which allows computation of
> (PN may be thought of as the unnormalized probabil-P,, up to ng.

S ” 2
Po=—— [ dtL(t)e72, 5
n 1+JO n(t) (5)
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The Kawabata method uses the correct value of the moeancellation of the effects of the two first-order weak local-
mentum scattering length, i.e., it does not rescale it(by ization mechanisms. However, the nonbackscattering phase-
+2). This can be seen as a partial inclusion of the nonbackeoherent correction is not taken into account explicitly.
scattering correction.

E. Dmitriev (1997)

C. Wittmann (1987) The most recent method in the literature is similar to that

Wittmann’s method is essentially a version of Kawabata'sof Kawabata, Wittmann, and Zduniak except that it also in-
that does not include thd=1,2 paths but does rescale the cludes the contribution to the conductivity of the nonback-
momentum scattering length Hy+z). A different physical scattering phase-coherent correction, though not spin-
approach, considering the overlap of the electron eigenstateslaxation effects. It is the only method which includes all
of the system as opposed to a Green's-function method, wdisst-order corrections to the magnetoconductivity.
used to derive the equations but the end result is similar. Again we use Eq(7) for the weak localization correction
Thus the weak localization correction is given by E@  to the conductivityAo,,, with F, given by Eq.(10) and

ith
" = PL((PH2+(PY?)
2(1-P,)

(12

i Fg=-b>,

b Pn? B
3 P 10 =

(1+Z) n:Ol_Pn m . .. .

A new term P;' defined similar toP,, was introduced by

and Fg=0 (again the nonbackscattering is not considgred Dmitriev et al. to account for the nonbackscattering correc-

As a result of the cubic term this equation can be seen ttion:

recreate Eq(6).

FA:

Equation(10) avoids the diverging terms of Kawabata’s pm_ S f dtt Ll ()2,
method but requires the summation up to laigeprinciple " on+@-my2), (e
infinite) n. Large errors can result if<10°, so this method (13)

is somewhat computationally expensive. To calcuRteo

large n Wittmann et al. provided two new approaches to where Lﬁ is the first associated Laguerre polynomial and

calculatingP,,, which are discussed further in Appendix B. P(l):o. Note that this is a correction to the published defini-
From Eq.(10) we can see that Wittmann did include the tion of Dmitriev et al?® which is typographically incorre€t

factor of (1+2z) that comes from the rescaling of the momen- (other typographic errors in papers which comprise all five

tum scattering length by the conventional weak localizationmethods are presented in Appendix Metails of the calcu-

While this is perfectly consistent for a theory that only in- lation of P are presented in Appendix B.

cludes the conventional weak localization term, the effect of

the nonbackscattering phase-coherent scattering is to cancel .

out the rescaling of the momentum scattering length, i.e., F. Comparison of methods

Wittmann (unlike Kawabatadoes not include the nonback- Using Egs.(4) and (10), with F, and Fg defined appro-

scattering phase-coherent correction to the conductivity ifpriately for each method, we have calculated the theoretical

any way. conductivity correction predicted by the five methods as a

function of reduced magnetic field. This is shown in Figs.

D. Zduniak (1997) 1(a-1(c) for increasingzz correspor)ding to increasing tem-

perature or sample quality, respectively. All methods produce

Zduniaket al!® corrected Kawabata’s method by remov- curves which show qualitatively similar positive magneto-

ing the N=1,2 terms. They also expanded it by including conductivity due to the suppression of the weak localization

spin-orbit effects, which become relevant when the magnetigy the magnetic field.

field is smaller tharBs,= m*2/2pher§0, wherer, is the phase For smallz (wherer,> 7) and smallb<1 electron trans-

relaxation time due to spin-orbit effects. If we takg>r,  port is diffusive. In this limit all methods appear quantita-

to compare directly with the other methods, then Zduniak'stively identical as shown in Fig.(&) except Dmitriev which

method, can be simplified to includes the nonbackscattering correction. We also see that at
. low z, Ao, (b) has a strong magnetic-field dependence as
F.=b> GAN (11) electrons scatter from a large number of impurities and still
A o l-P, return diffusively to the origin with their phases intact. The

maximum number of collisions with impuritiehl,,,, that

and Fg=0. Thus Zduniak’s method is the same as Witt-paths contributing to weak localization may contain is given,
mann's except for the absence of the factor ofl/z)> due  crudely, by ~1/z. After this their phase is randomized by
to the reduction ofr by the weak localization correction. inelastic processes. Therefore the conductivity correction is

Like Kawabata’s method, Zduniak partially includes the partly determined by long paths with large areas. Only a
effect of nonbackscattering phase-coherent correction bgmall magnetic field is required to destroy the phase coher-
leaving the value of the momentum scattering length unence of these large area paths so the conductivity is sensitive
modified. It is not rescaled by a factor ¢1+z) due the to small changes in the magnetic field even at lnw
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FIG. 1. (a), (b), and(c) show the conductivity correction due to

the weak localizationAoy,;, generated by the five methods with for

z=0.01, 0.1, and 0.5, respectivelys, Hikami; O, Kawabata;],

FIG. 2. In(a), (b), and(c) we have replotted the conductivity
correction due to the weak localizationg,,, on a linear scale.

. i Y o L Aay, is generated by each method with0.01, 0.05, and 0.1, re-
Wittmann; X, Zduniak;l, Dmitriev. Note the varying-axis scale spectively. A, Hikami; O, Kawabata; ], Wittmann: %, Zduniak:

on each plot. The arrow on the right shows the effect of increasin L . .
. ) : . . , Dmitriev. Note the differeny-axis scale on each plot. The arrow
temperature or, equivalently, increasing the sample quality at a fixe . . - .
on the right shows the effect of increasing temperature or, equiva-

temperature. lently, increasing the sample quality at a fixed temperature.

As zincreases to 0.1 and 0.5 in Figgbland Xc) we see  increases fronz~0.1 to 0.5 Hikami predicts an increasingly
that Aoy, (b) becomes quantitatively less field sensitive todifferent dependence afo,, on b than the other methods,
changes irb up tob~ 1. Herer,~ 7 and inelastic processes even for lowb. Figure 2 shows that the gradient afo,
destroy the phase coherence of long paths-a0. Therefore  predicted by Hikami is considerably steeper across the whole
long paths do not contribute to the conductivity correction,range ofb andz than for any of the other methods.
so all methods give Aoy, (b) which is smaller and less field ~ The Hikami method is known to be invalid bt 1 due to
sensitive at small magnetic fields than for snmall the violation of the diffusion approximation by magnetic

As the magnetic field increases all methods except Kawalocalization!” By comparingAo,, predicted by the Hikami
bata predict that weak localization correction approachesnethod with the other methods we can better quantify it's
zero. Increasing the magnetic field reduces the weak localimits of validity. The Hikami method can be most directly
ization correction for two reasons, first it destroys the phaseompared with that of Zduniak and Kawabata, as neither
coherence of ever-shorter diffusion paths. Second, it localZduniak nor Kawabata rescale the momentum scattering
izes the holes(electrong, to within the magnetic length lengthl, and include only the conventional weak localiza-
scale, reducing their ability to diffuse. tion. Deviations of the Hikami trace from that of Zduniak

Above b= 20 Kawabata's method predicts an unphysicaland Kawabata therefore shows when the Hikami method is
increase in the weak localization correction, which is seen tenoving outside its range of validity. From Figs. 1 and 2, and
diverge in Figs. {a)-1(c). This is due to the inclusion of the other plots at intermediate(not shown we can quantify the
divergent terms discussed earlier in Sec. Il B. In practicelimits of validity of the Hikami method to be=<0.2, b
this failure is not so important as the quantum Hall effect<0.1.
dominates the magnetoconductivity at these high fields and Therefore the method of Hikami is valid for only a frac-
generally these data are not used for weak localization fittion of a typical set of temperature-dependent data. Due to
ting. the insensitivity of the magnetoconductivity to changes in

In Fig. 2 we replotAo,, for the five methods, on a linear the magnetic field at lovo and moderate we see that inter-
scale, over the range bfandz that is relevant to our experi- preting data from high-quality samplgs/hich have large
mental data. It is the magnetic-field dependenc@af, in  momentum scattering times and therefore largaluey re-
these ranges that determines the values,oéxtracted from  quires going to magnetic fields approachibgl or more.
our experimental data in Sec. IV B. However, forb= 0.1 the diffusion model we have been con-

We first compare the Hikami method, which is the only sidering breaks down and the method of Hikami is no longer
method valid only in the diffusive limit, with the others. &s  appropriate.
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We now compare three of the other methods, those o&nd T402/5 are gated, modulation doped GaAs-AlGaAs het-
Kawabata, Wittmann, and Zduniak, which are valid beyonderostructures grown by molecular-beam epitaxy(8h1)A
the diffusion approximation. We begin with Kawabata andsubstrate¥?” patterned into Hall bar geometries. We use
Zduniak which we might expect to be dissimilar given thestandard four terminal low-frequency lock-in measurement
differences in Eqs(8) and (11). However it is noteworthy techniques, with measurement currents below 1.5nA to
that even though Kawabata’s method is formally incoffect Minimize sample heating effects.
and only uses values fd?, with n< 10, it produces for alk The carrier density of sample A1433/37 was measured to

(as long ad = 20) results almost indistinguishable from that P& . pr:nzz-“fjlc_)il cm? and the mobility p=2
of Zduniak [which requires computation of the series in Eq. X 10° ¢m" V™" s at zero gate bias. Sample T402/5 was
(10) up to approximately 10termd. These results suggest made frqm an extremely high-quality hertﬁzros_tlruc_:tlure, with a
that in the absence of spin-orbit coupling, and below?20, much higher mobility of u=8.3x10° e V™1 s™ at p

. . . =7.7x 10'° cm? (zero biag and a peak mobility in excess of
the method of Kawabata is functionally equivalent to Zdun-; 5\ 3 g'cn2 y-1's1 10 poth samples Shubikov de Haas
iak while being more computationally efficient. In the re-

. . : . measurements show that only the heavy-hole subband is oc-
mainder of this s.ectloln the methods of Zduniak and Kawa'cupied, which removes any possible dephasing from inter-
bata are treated_ identically. . . . subband interactior§. While p-GaAs systems can show

For smallz, V\2/|ttmann and Zduniak are almost identical as magnetoresistance effects due to spin-orbit coupling these
the factor(1+2)© for rescaling of the momentum scattering only occur at high carrier densi®yAt the low densities stud-
length is nearly negligible. Az increases Wittmann predicts jed here spin-orbit effects are not important and hence are
a progressively smaller weak localization correction to thenot included in our analysis.
conductivity. However the rescaling l§ +2)* causes only a The inversion asymmetric potential of the 2D well that
small difference in the predicted field dependence of the conthe holes reside in is known to split the degeneracy of the
ductivity. As a result the field dependendaao,,/db for the  light-heavy holes leading to the formation of two carrier spe-
Wittmann method is very similar to that of Zduniak. cies with masses ofi_ in the rangg0.15-0.23m, (Refs. 29

The last method valid beyond the diffusion approximationand 30 andm, ~0.38m,3! In view of this we take an aver-
is that of Dmitriev. This method shows an obvious differenceage value ofn =0.3m,.*?
from that of Zduniak for all the values af plotted in Figs. For each sample we measurgg and p,, at low B for a
1(8)-1(c). Zduniak and Dmitriev use the same expressions/ariety of temperatures and densities. A typical example for
for F,, thus any difference betweetw,, in the two methods ~ Sample A1433/37 at a density of 48.0'° cm™ is shown in
is due to the nonbackscattering correction, includeBgam  Fi9- 3@). Matrix inversion was performed on thg, andpy,
Dmitriev. Recall that the nonbackscattering effect reduced@ces to produce the conductividy, and oy, as a function
the magnitude of the weak localization, similar to increasingOf magnetic field,

the momentum relaxation time of the electrons and effec-  Pxx Py
tively increasingz= 7/ 7, The suppression of the weak local- o(B) = 02+ p2) o%(B) = 02 (14
XX Xy XX Xy

ization atb=0 by the nonbackscattering mechanism there-
fore grows stronger asincreases, as can be seen in Fig. 1.as shown in Fig. ®).

At z=0.1 the difference im\,, caused by the inclusion of ~ For high mobility samplegy, and py, are of comparable
the nonbackscattering mechanism is around 30% abloxt ~ Magnitude(as px~ pxy/ Bu). Therefore there is a significant
higherz the difference grows to a factor of 2—3 but again theNegative parabolic magnetoconductivity in(B) arising

field dependencdAa,,/db is very similar for the two meth-  from the field dependence pf,. The dashed line in Fig.(B)
ods. shows the negative magnetoconductivity in the absence of

As zincreases both Wittmann and Dmitirev predict a pro_weak localization. The positive magnetoconductivity due to

gressively smaller weak localization correction than zdunihe weak localization is superimposed onto this negative

iak. While for a different reason in each casescaling ofi ~ magnetoconductivity background. FigurgcB shows the

and inclusion of the nonbackscattering effect, respectjyely positive magnetog:onductjvity due to the weak localization
the two methods in fact predict values afr,, which are effect alone, and is the. dn‘ference between the measaied
consistent to~20% over the whole range afandb. witt-  race and the dashed line in Fighs

mann predicts approximately the same field sensitivity for AF s_mall magnetic ﬁEIdS where the quantum Hall e_ffect Is
Ao, as Dmitriev. negligible(B=0.25 T in these samplgwe use the semiclas-

In summary,Ac,, predicted by Hikami is considerably sical Drude formalism to describe the transport in our 2D
il Wi . .. .
more field sensitive than for methods valid beyond the dif-S@MPles. The negative magnetoconductivity arises from lo-

fusion approximation and these latter methods produce ver?al'z""t'On of the electrons in cyclotron orbits. We include
similar magnetoconductivity corrections, except for a field- WO quantum correction termsoy, due to the weak local-
independent offset. We now move on to consider how thes#ation (discussed in Sec.)land Ay, due to the hole-hole
methods are used to interpret experimental magnetocondufltéraction. The conductivity is then

tivity data. o
O-XX(B) = T + AO’W|(B,Z) + AO’hh, (15)
Ill. EXPERIMENTAL METHOD 1 +<e )

*

We measured the low-temperature magnetoconductivity
of two high-quality 2D hole systems. The samples A1433/3hereoy=per/m’ =(e?/h)kl.
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B(T) FIG. 4. (a) Comparison of fitted pointgsymbol9 and experi-

mental data for each of the five methods using the two-stage pro-
FIG. 3. (a) Typical low field py, andpy, data,(b) the deriveds,, cedure fit. The experimental datsolid line) come from A1433/37
and the sum of the Drude and hole-hole interaction teashed ~ With p=4.50x 10" cm% symbols give best fit according to
line), and(c) the difference of ther,, data and the fitted Drude and method;A: Hikami; O, KawabatafJ, Wittmann; X, Zduniak; H,
hole-hole terms. These data come from Samp|e A1433/37 p\”th Dmitriev. Each method is offset with associated experimental data
=4.50x 1019 cmi 2. by 0.26%/h for clarity. (b) Simultaneous three-parameter fit results,
again from sample A1433/37 witlp=4.50x 10'° cm?, each
This approach is strictly valid only when the holes can bemethod is offset by 0&2/h for clarity. Note that the experimental
treated as particlelike wave packets on the scale of the indata appears different in each fit jh) because the scaling of the
purity separation, i.e.kgl>1 (which is equivalent too reduced magnetic field depends an
>¢e?/h). Equation(15) also assumes that the quantum cor-
rections Aoy, and Aoy, are small compared to the Drude

term. At the low carrier densities we are using this theoretica X o . .
framework is near the limits of its validity but is consider- lhe experimental data by fitting with E€L5). First, a method

ably more appropriate than models of hopping conductionMust be availablg to calculate the co.ntr_ibution to the cqnduc—
which are only valid whenry<e€?/h. tivity as a func_:t|on _ofb and z — this is one of thg five

We use Eq(15) to fit our magnetoconductivity traces. It met'hods described in Sec. Il. Sgcond, a procedure is needed
contains three fitting parameters:(the momentum relax- to flt_ the weak Iocallzgtlon contribution to the magnetocon-
ation time, z (given by 7/7,), andAay, (the contribution to  ductivity data and estimate the value 1f. _
the magnetoconductivity from the hole-hole interactidhis The analysis of high-quality sampléwhere py,~ px,) is
knowr®? that the magnetic-field dependence of the conduccomplicated by the overlap of the parabolic negative magne-
tivity due to hole-hole interactionAoy,, is negligible for  toconductivity and the positive magnetoconductivity due to
gusB<kgT. For our devicegugB=<kgT even at our lowest the weak localization. We detail two possible procedures to
temperatures and highest fields. This means that theake account of this, so that we can fit the weak localization
magnetic-field dependence of the hole-hole contributiom to and hence extract,. The first has been used previously in
is weak. Including the magnetic-field dependence of the sinthe literature and the second we have developed and used
glet channel interaction tedhchanges the extracted values here. The two procedures produce approximately consistent
of 74 by =~5%. Given the uncertainty about the field depen-results.
dence of the triplet term, we have neglected the hole-hole In the first fitting proceduré! shown in Fig. 4a), the
interaction term and treatetloy,, as a constant. Drude and hole-hole interaction terms are fitted to the high-

For the data analyzed here the perpendicular magnetiest magnetic-field data available before the quantum Hall
field need to spin polarize the 2D systenit:/gug is several  effect becomes significanB=0.25 T. The first fit of the
tesla. The fields used ars0.25T which will not greatly high-field data fixesr and allows the Drude and hole-hole
affect the ratio of the spin populations and hence the holeinteraction contributions to the low-field magnetoconductiv-
hole interaction. Therefore the magnitude of the hole-holdty [shown in Fig. 8b) as the dashed life¢o be determined.
correction to the magnetoconductivity is treated as field in-The contribution of the weak localization to the magnetocon-
dependent. ductivity is then determined by subtracting the dashed line

Two things are necessary to extragtz, and Aoy, from
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from the experimentally measured, to give the data shown of the fit alone — whether the method is valid under the

in Fig. 3). conditions of use and therefore whether the extracted param-
We can now extract the value af, by fitting Ao, pre-  eters may be trusted.
dicted by Eq.(4) (the Hikami methoglor Eq. (7) using the Each of the two fitting procedures produce similar values

appropriate expressions fé, and Fg (the Kawabata, Witt-  for 7}, within 15%. For each of the two fitting procedures
mann, Zduniak, or Dmitriev methoglsis demonstrated in  Hikami produces a value of, significantly lower than the
Fig. 4@). In each case we have fitted over the whole range obther methodsfor which 7, is approximately the same
available data and extracted the values#@ndr,. For this  There is however a small difference between the procedures,
procedure the value of extracted is independent of the for the methods valid beyond the diffusion approximation the
method of generating\o,;. We see that the four methods two-stage fit gives results for, that are consistently lower
valid beyond the diffusion approximation produce similarthan those of the three-parameter fit results.

values of 7, while the method of Hikami gives a signifi- There are two main reasons for the differences between
cantly smaller one. This will be discussed in detail in thethe two different fitting procedures. First, the two-stage pro-
following section. cedure explicitly assumes that there is no effect due to the

Close examination of the fits in Fig(& shows that the weak localization correction at high fie(d=1 in this casg
residuald* are correlated to some extent, i.e., the fit deviatesAlthough this is not trug(Fig. 1 shows thatAo,, is still
from the experimental data through more than statistical ersignificant atb~ 1) this produces only a small change n
ror. This is not surprising as we have not included contribu-This can be seen by comparing the values derived f®ing
tions to the magnetoconductivity that may arise from thethe two fitting procedures shown in Fig. 4, which agree to
field dependence of the hole-hole interactidhsspin  within ~10%. Second, the two-stage procedure fixes the the-
relaxation’*® and antilocalization due to subband filling or oretical value ofr,,(B=0) to be identical to the experimental
interface roughness.In addition, as mentioned earlier, Eq. value ofo,(B=0) whereas the three-parameter fit allows the
(15) strictly applies only fokkel > 1. Nevertheless the experi- curves to “float” over each other until the best fit is found.
mental data can be reasonably well replicated by varying théhis reduces the parameter space available to the two-stage
fitting parameters, 7, and Aoy, fit somewhqt and also makes it vu_InerabIe to systematic er-

In"the secondfitting procedure we use aimultaneous TOrS that exist only at very small fields, for example, spin-
three-parameter fit of Eq15) without separating the weak relaxation-induced antllocallzatléﬁ' or subband/ interface
localization contributions from the Drude magnetoconductiv-"oughness effect$. These systematic effects will also affect
ity. The parameter is used to generate the Drude term andthe parameters induced from the three-parameter fit. How-

the parameter and the magnetic field are the inputs to the ever, the q_uality of the three-parameter fit .Wi” suffer less
five methods of generatinor. Typical three-parameter fits 2€C2USE thls_procec:uorle does QOt force tr;f Et tr? be the same
are given in Fig. &). The raw data in each case are identical®> the experimental data at the point which the systematic

. . . . . errors are at their largest. For this reason we fit all the re-
but the x-axis scaling differs slightly due to the different g

. o aining data with the three-parameter fitting procedure.
values of 7. These fits show the same small nonstatlstlcalm Having fit the full range of data we must first consider

deviations from the data as Fig@ Again we see that the  5ngther complication before we determine the temperature
four methods valid beyond the diffusion approximation pro-gependence of,. We must ensure that the temperature of
duce similar values of, while Hikami produces a signifi-  the holes is well known — it is not enough to simply monitor
cantly lower value. the lattice temperature of the heterostructure and assume that

The simultaneous three-parameter fitting procedure ishe two are the same. Unavoidable experimental limitations
faster, simpler, and less subjective than the two-stage procethe lack of phonons to thermalize the holes at low tempera-
dure as no decision need be taken as to the fitting range afireg frequently limit the temperature of the 2D hole system,
the first stage. However the function which is being fitted toas distinct from the temperature of the crystal lattice, to
the oy, data of Fig. 4b) is the sum of the three terms in Eq. =100 mK3® This has the effect that any temperature-
(15) rather than only the\o,,, term to the data of Fig.(8)  dependent quantity such as the phase breaking rate will ap-
and as such it is not as intuitively simple to interpret. pear to saturate as the measured temperature approaches

In both procedures the fitting for each method shown inzero. We have therefore determined the hole temperature in-
Figs. 4a) and 4b) is done over the full range of data. It is dependent of the lattice temperature by using the 2D hole
known that the methods of Kawabata, Wittmann, Zduniaksystem as its own thermometer. This was achieved by mea-
and Dmitriev are valid over the full range of data. In contrastsuring the resistivity at the=2 Shubnikov de Haas minima,
the method of Hikami is not theoretically valid over the full and fitting it to an exponential activation function, as shown
range of data. However we have found that fitting Hikamiin Fig. 5a). The plotted points deviate from the expected
over all values ob produces values of, within ~10% of  activation behavior exponential at low temperature when the
those found by fitting only thé<0.5 datal® i.e., limiting hole temperature deviates from the lattice temperature. The
the fit with Hikami tob<<0.5 has no significant effect on the relationship of the lattice temperature and hole temperature
resulting value ofr,, extracted. determined in this way is shown in Fig(th. For tempera-

We can see that in both fitting procedures the method ofures above 200 mK, the two are always in good agreement.
Hikami gives at least as good a fit as the other methods evedowever significant deviations are found at lower tempera-
though it is invalid over most of the range lof These results  tures. Therefore, is analyzed as a function of the tempera-
emphasize that without a detailed analysis of the validity ofture of the 2D hole system itself;,, . determined from the
each of the methods it is impossible to judge — on the basiShubikov de Haas oscillations.
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I 1 1 3 comes larger and more strongly peakedpaacreases. The
%(a) A1433/37 density dependence of the Drude term can be understood

— A 515x10"%m? from Eq.(15) noting thatr increases with increasing Thus
—— 0 450x10"%cm? the small weak localization signal is lost in the rapidly in-
_____ O 441 x10"%m?2 creasing conductivity. In contrast at lower densities the weak
localization description breaks down as the two-dimensional
hole system breaks up into isolated “islands” and charge be-
comes strongly localized, transport taking place by variable
N range hoppind.Therefore there is only a limited range over
which weak localization is clearly observable. It is this “win-
dow” that forces us to work close to the limit &gl ~1,
where the Drude picture becomes invalid.

Figure Ga)-6(c) shows magnetoconductivity data for
A1433/37 at three different hole densitigsz4.41x 109,
4.50x 10% and 5.15< 10 cm2. Data are presented at the
lowest attainable hole temperature and for the full range of
X density over which weak localization is observed in these

samples. Over this density range the device has a conductiv-
ity of >2.5€?/h which just satisfies the condition for valid-
ity of Eq. (15) and Fermi-liquid theoryg> €?/h. Each trace
400 - shows both the positive magnetoconductivity at low mag-
K netic fields due to the weak localization and the negative
300k g A1433/37 magnetoconductivity at higher fields caused by magnetic lo-
A 5.15 x 10%cm’ calization. The magnitude of the weak localization correction
00l O )3( O 441 x10%%m3] at zero magnetic field\o,,,(B=0), is approximately constant
ood T402/5 over the full range of density. This can be seen by comparing
ook 2 S + 1.15x10"%m?2] _the gbsolute magnitude of the ppsitive magnetoconductiyity
P x 122 x10"%m?2 in Figs. @a)—6(c). There is no sign that the magnitude is

. . . . . strongly suppressed by the increasing carrier density, agree-

Oo 100 200 300 400 500 800 Ing with Refs. 9 and 36 thOUgh in contrast to Ref. 37.
Tiattice(MK) The magnetoconductivity data were fitted using the three-
parameter fit procedure described in Sec. Ill and each of the

FIG. 5. (a) Activation plots for three different sample densities five methods of generatingo,, described in Sec. Il. The
for A1433/37. The lines are least-squares fits to the five highestyglyes of Ty produced were inverted and plotted in Figs.
temperature pointsb) Thoie VS Tiatice PlOts for each sample at the g(d)—6(f). We note that the values extracted for the four
extremes of the density range studied. methods valid beyond the diffusion approximation are the

same within<10% with the Hikami model predictions being

To summarize, we have found a preferred fitting proce-significantly greater. In addition, we plot as solid and dashed
dure [distinct from the five different methods of generating lines the predictions of Fermi-liquid theory for:,,1 in the
Aoy, (b) described in the preceding sectjprvhich shows limit kgT7/% <1 most appropriate to our sampl@iscussed
that significantly different values of, may be extracted below).
from the same conductivity data depending whether Hika- At first glance there are two puzzling things about the
mi’'s method or one valid beyond the diffusion approximationvalues ofr, extracted by the five methods. The first is that
is used. Having also used the correct halet lattice tem-  the values ofr,' extracted using Hikami are dramatically
perature, we are in a position to analyze data for botlsignificantly larger than those from the four methods valid
samples at differenp and T to investigate the temperature beyond the diffusion approximation, thougtv,, predicted
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and density dependence of. by the Hikami method is qualitatively similar to the others.
The second is the surprising similarity of the predictions of
IV. RESULTS AND DISCUSSION the four methods valid beyond the diffusion approximation,

given the large differences iAo, (B) that each predicts.
Over the ranges ob and z that the data spaii0.01<b
To determine the effect of using the five different methods<1.2 and 0.02z=<0.1) Ao,,(B) varies by up to~200%
of generatingAo,, on the derived value of,, we analyze between the four methods white, only varies by=<10%.
the magnetoconductivity data for both samples using each We can resolve both of these puzzling observations about
method. We also compare the valuesmgfthat we extract the 7, results by considering the fitting process and the shape
with others in the literature fop-GaAs systems. of the curves plotted in Fig. 2. In the simultaneous three-
First, it is important that the density dependencesaf  parameter fit the presence of the hole-hole interaction term is
understood. As the carrier density increases the weak locaidentical in effect to a magnetic-field-independent offset to
ization correction becomes harder to observe in the Drudéhe magnitude oo, (b). This means that a fit of two meth-
magnetoconductivity, because the Drude contribution beeds (Dmitriev and Kawabata, for examplevhich predict a

A. Extracting 7,4 from experimental data

245311-9



S. McPHAIL et al. PHYSICAL REVIEW B 70, 245311(2004

@ I Tholel= 164mK ,\12 [ @ I I N
E 28} 1 "o gf N -
® 1 % A o]
bx R _:':, B N ] - -
2 ﬁ' 'p°4_ as _!___.g——"x' | FIG. 6. (@~(c) Magnetocon-
24 1 L 0 = . . . ductivity data for sample
| (b) Tioie = 121MK —~ | N Al1433/37 at the density and tem-
£ 30 2 gk 4 J peratures indicated, andd)—(f)
o ! 1 < | a ] 7-(;1 computed by each method of
& 28 . —,‘;4_ A8 . ’g____!— generatingAch.. A, Hikami; O,
o= 45 x 10 m® 4 <1 ﬁ. 8 o E=cF | Kawabata;OJ, Wittmann; X, Zu-
26 4 1 0 N L L 1 duniak; and B, Dmitriev. The
559 T,y = 115mK —~ |1 ® a | solid and dashed lines show pre-
= 1 22 sk a i dictions of Fermi-liquid theory ac-
v 50 ] o} a ] cording to Eq. (16) with FJ
& 45 T4k A 8 _.-8= =-0.3 and 0, respectively.
40F p=515x10"%m? 1 <1 ® o
35 1 1 0 1 1 1
0 0.1 0.2 0.3 0 200 400 600 800 1000
B (T) Thole(mK)

difference inAa,,(b) which is only a field-independent con- method and find values af~0.5. The values extracted for
stant will produce exactly the same valuemfbut a differ-  a and 7, are not independent, so if Minkaet al. had fixed
ent value of Aoy, A similar argument applies to the two- a=1, then values of, in close agreement with ours would
stage fitting procedure described in Sec. Ill in which thehave been extracted. Thus the numerical simulations and our
magnitude of the weak localization is offset explicitly to analysis are in fact consistent.
zero. This occurs when it is assumed that the theoretical and In addition, there has been recent interest in the difference
experimental values aio,,(b) are identical ab=0 and the between isotropic(from short-range potentiglsscattering
remainder of the fitting procedure done relative to the valugind anisotropi¢from wide potentialgscattering?? Most the-
of Aa,(b=0). This explains the similarity of the values of oretical work has concentrated on isotropic scattering, which
74 given in Fig. 4 for the two fitting methods. will occur in Si metal-oxide-semiconductor field-effect tran-

Therefore, using either fitting procedure, the magnitude ofistor, whereas in high-quality modulation doped GaAs sys-
the conductivity correction is much less important than thelems the scattering may be anisotropic. However, both pro-
predicted field dependencd o, (b)/db, over the range d ~ duceAa,(B) traces which have similar values 8Aa,;/db
andz used for data fitting. As Fig. 2 showd\o,,(b)/dbis  and hence by a similar argument to that ab¢iee the dif-
almost the same in each of the four methods valid beyond thierent fitting methods valid beyond the diffusion approxima-
diffusion approximation, but much larger in the Hikami tion) can be expected to produce similar values pfThere-
method. We can now understand why each of the methodi§re these methods can be used to extragteven from
valid beyond the diffusion approximation give such a similarsamples in which the scattering is anisotropic although val-
estimate ofr,: apart from the field-independent offset the ues ofAayy, will be less reliable.
magnetoconductivity correction for each method is very
similar in shape. It is also clear why the method of Hikami
produces such a different prediction of than the other
methods — the field dependence of its predicted,(b) is Comparablep-GaAs devices to those studied here have
much steeper. Therefore to fit the same experimental(data been fitted previously using the method of Hikafht3Both
is shown in Fig. 4it returns a much smaller value of. We  studies find values of, three to five times smaller than
can sum up both these effects by observing that for extracthose predicted from Fermi-liquid theory. Phase breaking
ing 7, it is the gradient of the magnetoconductivity correc- ratesi,,1 have also been extracted and compared to theoreti-
tion plotted in Fig. 2 that is important, not its magnitude. cal values in other material systems, for exampt&iGe?1°

It is interesting to compare our analysis of our experimen-and Si*? In all these cases where the method of Hikami was
tal data with recent numerical simulations of the magnetoused to fit the data, the value ef, extracted was found to
conductivity beyond the diffusion approximation. At first differ by the factor of 3-5 from the theoretical value. We
glance our results are different from another previously reexplain this discrepancy as being due to the use of the
ported study by Minkowet al3® which found a reasonable Hikami method in a range beyond its validity in these high-
agreement between the methods of Hikami and Wittmannquality samples, where the diffusion approximation can no
We note that there is a critical difference between ourdonger be relied upon. To our knowledge the five various
method and that of Minkoet al. In our fits the parametar,  fitting methods have not been directly compared so this de-
defined in Eq.(7), is fixed at the theoretical value of 1. pendence on the fitting method has not previously come to
Minkov et al. use as a fitting parameter in the Hikami light.

B. Analysis of the phase breaking rate inp-GaAs
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It is interesting to note that the magnitude &#,,(B) is  phase breaking rate predicted by Fermi-liquid theory includ-
important for extracting\a,;, and while the size of the hole- ing the effects of interactions is given ¥y
hole correction is not explored in this paper the choice of 3(F7)2 T &2 ho
methods valid beyond the diffusion approximation produce T:ﬁl:|: —O}i—m[—o(l +F¢ }
significant differences in this parameter. (L+F)QR+FY | i hoy | €

We now use the values af, extracted by the'Dmitrie\'/ - 3(F9? | (kgT2 [ hoy
method to probe the nature of the hole state in our high- +Z m 7E In 22 |
quality samples. At high carrier densities 2D systems are 0 F
known to be a Fermi liquid but as the density is lowered thewhere oy=peu is the Drude conductivity andr§ is the
ratio of the interaction energy to the kinetic energy,be-  Fermi-liquid constant, a measure of the strength of the hole-
comes large and the nature of the 2D system is uncertaifole interactions. For the noninteracting lintkj=0) Eq.
Recently it has been suggested that Fermi-liquid theory16) reduces to that given in Refs. 39 and 40.
which does not take into account strong particle-particle in- We extract a value df§~—0.3 for both our devices using
teractions, can be modified to account for th&ive there- the method of Ref. 41. We find that the inclusion Ef
fore compare the temperature dependence of the dephasifgakes only a modest difference f20% to the predicted
rate 7" to the predictions of this modified version of Fermi- phase breaking ratfplotted in Figs. €d)-6(f) as the solid
liquid theory. and dashed lingsat all carrier densities.

Fermi-liquid theory predicts dephasing due to inelastic Figs. @d)-6(f) show that7,' decreases with increasing
particle-particle interactions with a characteristic réte., ~ carrier density. This behavior is in qualitative agreement with
T(—ﬁl) that has both a linear and a quadratic temperature'-:,erm_"“q“'d .theory, which pred|ct§ Ie'ss hole-holg scg;terlng
dependent component. These arise from the Coulomb inte‘r’y'th increasing _hole density. W.h'le it might be intuitively
action of the particles with and without the mediation of anthonght that a higher hole density would lead to more hole-

impurity, respectively’® The prefactors of th and T2 terms hole scattering in fact the increase in hole screening reduces

. : the importance of the particle-particle interactions.
depend on the whether the Fermi surface is smeared by tem- The temperature dependence of the phase breaking rate

perature or disorder: they are qnly yvell defined in thg IimitSderived from the Dmitriev method agrees reasonably well
kgT7/fi<1 andkgT7/#>1 and in either case vary slightly ity the prediction of Fermi-liquid theory in th&gT7/A

between different theoretlcal_tregtme?’ﬁs. <1 limit, as Figs. 6d)—6(f) show. This suggests that Fermi-
For the traces presented in Fig. 6, sample A1433/37, Wgqid theory, modified to account for particle-particle
have 0.04<kgT7/7<0.41. For all carrier densities the tem- jnteractiond® provides an accurate, quantitatively predictive
perature dependence of appears lineaffor each method of  theory of the nature of the 2D electronic systemat 12.
generatingAoy,) with little sign of aT? contribution, thereby We also performed magnetoconductivity measurements
justifying our choice of the&gT7/A <1 limit. While the val-  on the ultrahigh-quality sample T402/5, whete- 23, over
ues ofr(;l extracted from the fits are proportional to, the  the complete range of densities at which weak localization
effective mass of the holes in GaAs, this does not affect thean be clearly observed. We used the same three-parameter
linearity of the data. The temperature dependence of thétting procedure to extract values af, in order to investi-

(16)
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gate the nature of the hole system at this high value,of  r;~23 may be closely related to thatrgt- 12, which is well
The raw magnetoconductivity data of the ultrahigh-explained by Fermi-liquid theory if the correct phase break-
quality sample T402/5 is plotted in Figsiaf—7(c). It shows ing rate is extracted from the experimental data.
weak localization similar to that of A1433/37 but because
T402/5 is of higher quality it has a smaller weak localization V. CONCLUSIONS
correction for a similar temperature. However the magnitude
of the weak localization effect is again approximately con- We have presented a detailed comparison of five methods
stant over the range of density studied, showing no sign obf analyzing weak localization data. We demonstrate that the
sudden disappearance as the carrier density in increased. methods of generatingo,, fall into two groups when used
Values of 7' extracted are plotted in Figs(@J-7(f) at  to extract the phase breaking rate. The first consists of the
three densities which again span the range of clearly obseryikami method for diffusive transport and the other of the
able Weak |Ocalizati0n.. For T402/5 the CondUCtiVity is NecC-four methods which are valid beyond the diffusion approxi_
essarily closer to the limit ofp=€?/h than A1433/37 be- mation. We have quantified the range of validity of the
cause of the higher quality of the sample. We see that theyiami method to beb<0.1 andz<0.2. We have shown
phase breaking rates estimated using the five methods @i the method of Hikami, when applied beyond its range of
generatingAo,, are again approximately linear for each qjigity produces a phase breaking rate approximately three
method as in sample A1433/37. However the magnitude o imes larger than methods that are valid beyond the diffusion

-1 . o s .
and it's sensitivity to the temperature are both lower in L= ; ; P
'T'(ZO2/5. This may bg understoog from E6) noting that approximation. This Iargely _res_olves a puzzling h|_stor|ca_1l
this close tooy=€?/h the logarithmic term dominates the discrepancy between Fermi-liquid theory and experiment in

0 which experimentally extracted values of the phase breaking

linear temperature dependence. rate were three to five times larger than those predicted b
The values ofr, extracted with each of the methods valid theory89.12-15 g P y

beyond t_he diffusion approximatiqn are very sim!lar. As with The four methods valid beyond the diffusion approxima-

Tgre eprre\élgges bsrzr;gl: tr:\?e T#;ir?;]emoet}]h;dm%ﬁ?g;s 'I?hirsn?nc d?i-on produce very similar values for the phase breaking rate
ger p 9 . ) o ) despite differences in the magnitude of the weak localization

cates tha; the same _m_echz_imethe field sensitivity 0B o) correctionAg,, of up to ~100%. We attribute this to the

is producing the variation in the value of, _extracted f_ro_m similarity of the field dependence of the weak localization

the same data. The values nf extracted using the Dmitriev

: L conductivity correctiondAao,,/db, in each of the methods.
method agree closely W'.th those of simifaGaAs samples For our high-qualityp-GaAs samples all four methods
where the method of Wittmann was used.

While the temperature dependence -ofis linear there valid beyond the diffusion approximation predict phase
appears to be apnonzero int%rceptTat(;gfor each of the breaking rates with a linear temperature dependence. We also
densities examined. Proskuryaket al! found a similar find that Fermi-liquid theory provides a good quantitative

; X . rediction ofr,, even atrg~ 23. However a¥gl approaches
result and interpreted their data by adding an offset to th(%’ Fermi-liquid¢ theory b(sacomes invalid ang th%pagreement
Fermi-liquid prediction ofr,. This offset is of great interest

theoretically as extrapolating the data suggests a finite phasbereaks down. Thus Fermi-liquid theory explains the sample

breaking rate af=0. However, caution must be exercised progl?trﬁgSfoouvrer;gtshzijnsg\?vr?iir\\/alIr(cjjlé)l/jce accurate values of
due to the closeness of the datade 1l and the effect that P b

: - . e only the method of Dmitrief? (which includes the phase-
this has on the validity of using weak localization to extract X .
, coherent nonbackscattering mechanisiso produces accu-
¢

rate values ofAg,,. Failure to use the Dmitriev method may
result in errors inAg,, of ~20% at low field andz, and
~200% when eitheb=1 orz=0.2 (when either the sample

Due to the linearity of ther@1 data and because for this
data 0.06<kgT7/2<0.58 we compare the T402/5 data to

Fermi-liquid theory in thekgT7/% <1 limit. For the higher . o :

densitieg presentyed in Fi%s(b@ and Go), there is good quality or temperature is highHowever the method of Dmi-
L ' triev does not include spin-relaxation effects, so in samples

quantitative agreement between the values of the phase

: . Where these are important then the method of Zduniak
breaking rate extracted from the experimental magnetocon-

ductivity using the Dmitirev method and the Fermi-liquid should be used. At present there seems to be no method in
theor yredic?ion of Eq(16). As the density is decreaqsed the literature which takes account of both spin-orbit and the

y pre 9L20)- . Y hase-coherent nonbackscattering mechanism, and this may
further, this agreement becomes rapidly worse and for th

lowest density studiedp=1.15x 101° cni2, Eq. (16) gives e a profitable avenue for further theoretical work.
an unphysica(negative value of 7, for Fg=-0.3. This is a ACKNOWLEDGMENTS
sign that at these low densities Ef6) is outside its range of

validity and the system is entering the hopping conduction Thjs work was supported by the Australian Research

regime. Nevertheless it is remarkable that Fermi-liquidcouncil. We thank V.Y. Katchorovskii and A.P. Dmitriev for
theory produces a good quantitative agreement with the eXeveral useful discussions.

perimentally extracted values af; for kel as low as 1.2.
In summary, Fermi-liquid theory is successful in explain- APPENDIX A
ing the phase breaking rate in our high-qualipyGaAs
samples, untikel approaches 1. This indicates that the nature Typographical errors in several references discussed in
of the hole(or electron state at these high values of up to this paperin addition to Eq(13)] are corrected below. Note
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that the equations below appear exactly as they should in the 10— e
original works and do not follow the notation adopted in this
paper.
Equation(A4) from Kawabat&’ should rea8 08 1
2 “.. b=0.01
Qo= \/Eexp—erfc(;). (A1) 06 ) .
2 2 \ oS — Wittmann series(z = 0.01)

In Wittmann and Schmi@ equationg22), (28), (29) and

0.4} - Wittmann series(z=0.5)
(31) (Ref. 11) should be replaced by the following:

O Numerical integration (z = 0.5)

Eleé= f dt t(1 +t2)_1/2J0(§t), (A2) 0.2F x Wittmann's recursion (z = 0.5) ]
0 A Kawabata's recursion (z = 0.5)
1|2 m-1
Cr(b) =— B[Cm—l(b) - (=2™- X (-2™r*Cb) [,
m k=0
(A3) N
) SRS
X b=0.01
Yn(b) =[1+(2n+ Db] 2 <
[~ |
o DL b ¥ s "’\ '
X M |||, (A4
E, n 2k (2>n{1+(2n+1)b} (A4)
“go | & b)) 14y A
AgB)= 5 X ——~~In : _
L+ o l+y=vnd) ¥ i b=10 _
107 . L
(AS) 10° 10' 10? 10°
n
APPENDIX B FIG. 8. (a) P, generated by the techniques described in text for

z=0.01 andz=0.5 with b=0.01, (b) P, generated foz=0.01 and
This appendix describes the solution of E@s.and (13) z=0.5 atb=0.01 or 10 for the two groups of curves as indicated.
(i.e., the method of finding, andP;). This allows calcula- o . _ . -
tion of the weak localization correction to the conductivity Merical integration as a practical technique for fitting large
Agy, for the Kawabata, Wittmann, Zduniak, and Dmitriey VOlumes of experimental data. Extreme care must also be
methods[it is not necessary for the Hikami method as Eq.taken in numerical integration at large valuesnalue to the

4) is analvtid using Ea(15) with E. andE« defined anpro- _rapid oscillation ofP,(b). Problems may also arise from tak-
E)r?ately fo)r/ tﬁe me?hog (aSS)describ/?ad in Sec. Il PP ing the exponent o8°/2 at low b, however, these can be

Several techniques exist in the literature to calcuRte resolved by expanding eris/v2) as a series and canceling

Kawabatd’ gave a recursive technique, WittmaRrpro- the exponent terms.

. . Figure §a) presents, for the different calculation tech-
posed both a recursive technique, and one based around .
series expansion of EqS). Zduniak® and Dmitire® used nﬁ]ues at the extremes of the rangezafith low b. In order

o idi i hni f findiR
numerical integration of Eq5) [and Eq.(13) for Dmitriev]. to study the validity of the various techniques of findiRg

. X over the range ob andz, we replot the data of Fig.(8) on
Each of these techniques for calculatifghas a different 5 |5qarithmic scale in Fig.®) and add the equivalent plots
range of validity(in a two-dimensionab-n spacg. From the

_ ! > ' for largeb.
various techniques we must mix and maitch different tech- - The two recursion methods are only stable at relatively

niques to calculat®, over the full range oh necessary. The |ow n. This can be seen in Fig.(® where the recursion
recipe given here is valid for the range 0:-0b<1000 and  technique solutions both deviate abruptly from the series
0.001<z<0.5. These ranges are sufficient to analyze anyruncation and numerical integration solutionsrat 7. In
currently available experimental device. contrast Fig. 8) shows that they are stable to larger

As well as its intrinsic validity each technique also has an~ 250 at highb. This behavior is due to their sensitive de-
associated computational complexity. If an iterative fittingpendence on the initial value and the inverse exponential
approach is taken to a large body of data the computationalependence of the first terfgiven by Eq.(A1)] on b. For
burden imposes an additional constraint on the applicabléargen we find P, n~*? with a transition at lowen whenb
range of each technique. In particular, we note that accuratie large. This may be understood by examining &gt) and
numeric integration becomes computationally expensive fonoting thaty, « P, and that the sum tends to unity at lamgye
the iterative solution of a large volume of data at quite mod-This allowsP,, to be efficiently found by truncating the series
est values ofh (~20 on a desktop PCThis rules out nu- expansion at larga andb.
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(a) z=0.1 I

10 10

b=B/B,

FIG. 9. Aoy, generated with a truncated series expansioridpr
Zduniak and(b) Dmitriev methods. Each expansion is truncated
n=10, 1¢, 1¢%, 10%, or 1P terms as indicated.
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10
102 Kawabata Truncated
Recursion Wittmann
Relation Series
10"
< Wittmann
10° Series )
Expansion
107
n n n
10_2 o 2 1 2 z 3 4 - 5
10 10 10 10 10 10

FIG. 10. Diagram of computation method used to calcuRte
Beyondn=1C° P, is calculated using EqB?2) for all b. The small,
medium, and large boundariex, ny, and n_. are marked ab
=0.01.

We can now specify ranges im and n over which the

atdifferent techniques must be used. To account for the various

ranges of validity of the different techniques four regions are
specified inn with boundariesng, ny, and n_ (for small,

At high b the numerical integration and recursion relation medium, and large As pictured in Fig. 10ng=ny,=250 for
solution oscillate at low, but the series expansion does notp> 10 andn, =1 for all b. At n<ngthe recursion relation
replicate this behavior. Therefore the series expansion shoulfle to Kawabata is used, as this was found to be slightly

be avoided at lown and highb.
No one technique is valid over the whole rangebofz,

more numerically stable than the Wittmann recursion rela-
tion. As b increases the range of stability of the recursion

andn. It would be awkward to specify the ranges of validity relations increases. Therefore the recursion relations, which
of the various techniques over a space of three variables, s@re fast and accurate until they become unstable, are used

we considered the possibility of ignoring eitheor z in the
choice of technique used to calculd®g. Figure §b) dem-
onstrates the sensitivity ¢, to variation inb andz over the
range ofb andz that we will need to analyze our experimen-
tal data.P,, varies dramatically in form als is changed from
its minimum through to its maximum with fixed but only
modestly az is swept from its minimum to maximum with
b fixed. That is, the value oP,(b,2) is sensitive tob but
insensitive toz. Therefore for simplicity the value of is
ignored when choosing the technique used to gené&atso
that the technique used is dependent onlybcandn.

P,, has an appreciable value up to large values af low
b. This means that the series of E§) must be summed to
largen for an accurate estimate dfo,,. Figure 9 shows the
effect of truncation of the series at too lowndy plotting the
predictions of the Zduniak and Dmitriev metho¢@sikami
and Kawabata do not suffer this problgfar n up to 10, 16,

10°, 10%, or 1(. The problem can be seen to be far more

severe for Zduniakand Wittmann than for Dmitriev as for
Dmitriev the largen contributions for the backscattering and

over a greater range of at highb.

For ng>n> ny the series expansion method of Wittmann
and Schmid is used. This produces accurate and efficient
results at intermediate but fails at highb and lown where
it does not reproduce the oscillating behavior of the solution,
see Fig. &).

At large n we see thaP, has an inverse square-root de-
pendence om, demonstrated by the linear regions of Fig.
8(b). Therefore we can improve the speed of our fitting by
truncating Wittmann'’s series expansifthe actual equation
that we truncate is EqA4) as the summation term in it tends
to 1 at largen and ¢,=(1+2)P,)]. For ny,>n>n_ truncation
of Wittmann’s series expansidnote the different definition
of b by Wittmann and Schmidgives

1
" [1+z+(2n+1)b]M?

Beyond n=n, the assumptior?,<1 enables us to pro-
duce an analytic sum to infinity fd¥, from the power-law

Pn(b) (B1)

nonbackscattering mechanisms cancel out to some exteflePendence. Far>1 andP,<1 this sum may be expressed

(see below.

It can be seen that terms up t=10° are necessary to
produce accurate results down Ite-0.01 in the Zduniak
(and Wittmann method and forz>0.1 terms up ton=o
must be included. The effect of truncating at too lowna
closely resembles that of
antilocalization® so it is important to select a sufficiently
high n to avoid confusing the two.

spin-relaxation-induced

in terms of Riemann series. Common numerical tfatiow
the contribution fom>n to be found, in the case =10,

1 3/2 1
Fa(n>10°) = (2—b) <6.329>< 103+ 7_b105),
V‘

(B2)
up to terms in 1?2 in Eq. (12).

245311-14



WEAK LOCALIZATION IN HIGH-QUALITY TWO- ...

So far we have devoted considerable effort to the solution

of Eq. (5). Rather than repeat this entire process for @§)
we expres®) in terms of P, using the identitie¥"42

12y _ 9 2
I—n(t ) - d(tz) I—n+1(t ) (B3)
and
LeH(t?) = LE(t?) - LE4(19). (B4)
From the latter we find
LA(t?) = > LO(t2). (B5)
i=0

The integral of Eq(13) may be solved by using EqB3) and
integrating by parts to give, fan=1,

2 f dt t L) 2 =1 — (1 +2)Pp,q - f dt L, (1)

0 0

_ Lﬁ(t2)]e—st—t2/2_ (56)

PHYSICAL REVIEW B 70, 245311(2004

* S
f dtt Ltl)(tz)e_SHz/2 =1 -5 \/Eerfc<—r> , (B8)
0 2 V2

which finally gives

P = S E—
n~ [ - A
Vn+(1-m)/2

vn-1+(1-my/2_
- S n-1/-

<1 = (1 +2)Pn-z4my2

(B9)

Equation(13) can now be computed from the known values
of P, up to n=10°. HoweverP]' decreases slowly with in-
creasingn and terms beyonah=1C° cannot be safely ne-
glected ifz is large[if zis small Eqs(B2) and(B11) cancel

to leading order Therefore aboven=10° we approximate
Eqg. (B9) as

PM=—>_[1-(1+2)P,]. (B10)
2\yn

Use of Eq.(B5) then enables us to rewrite this as the recur-

sion relation

f dtt Lﬁ(tz)e‘st‘tz’2 =1-(1+2)P,
0

— f dtt Lﬁ_l(tz)e_SHz’z
0

(B7)

with the zeroth term given by

Substituting this and EqB1) into Eqg.(12) allows us to find
the contribution fromP]" for n>10° to be

(1+2)? 1+22
Fa(n>10°) = - ——>| 6.329% 10°%- ——107°|,
=10 gy 72

(B11)

including terms up to 12 in Eq. (12). This allowsAo,(B)
to be found for all methods.

1G. zala, B. N. Narozhny, and I. L. Aleiner, Phys. Rev. @,
214204(2001.
2V. Karpus, Semicond. Sci. Techndb, 691 (1990).

SP. W. Anderson, E. Abrahams, and T. V. Ramakrishnan, Phys.

Rev. Lett. 43, 718(1979.
4P. A. Lee and T. V. Ramakrishnan, Rev. Mod. Phys, 287
(1985.

123, Brunthaler, A. Prinz, G. Bauer, and V. M. Pudalov, Phys. Rev.
Lett. 87, 096802(2001).

133, Pedersen, C. B. Sgrensen, A. Kristensen, P. E. Lindelof, L. E.

Golub, and N. S. Averkiev, Phys. Rev. 80, 4880(1999.

14M. Y. Simmons, A. R. Hamilton, C. E. Yasin, M. Pepper, E. H.
Linfield, D. A. Ritchie, K. W. West, and L. N. Pfeiffer, Phys.
Status Solidi B230, 81 (2002.

5M. J. Uren, R. A. Davies, M. Kaveh, and M. Pepper, J. Phys. C!5P. T. Coleridge, A. S. Sachrajda, and P. Zawadzki, Phys. Rev. B

14, L395 (1981); R. A. Davies and M. Pepper, J. Phys. 18,
L353(1983.

6D. J. Bishop, R. C. Dynes, and D. C. Tsui, Phys. Rev2® 773
(1982,

’G. Bergman, Phys. Refl07, 1 (1984.

8R. Taboryski and P. E. Lindelof, Semicond. Sci. Techril933
(1990.

9V, Senz, T. Heinzel, T. Ihn, K. Ensslin, G. Dehlinger, D. Gritz-

macher, and U. Gennser, Phys. Rev6B R5082(2000.

10M. Y. Simmons, A. R. Hamilton, M. Pepper, E. H. Linfield, P. D.

Rose, and D. A. Ritchie, Phys. Rev. Le84, 2489(2000.

11y, VY. Proskuryakov, A. K. Savchenko, S. S. Safonov, M. Pepper,
M. Y. Simmons, and D. A. Ritchie, Phys. Rev. Le&6, 4895

(2001).

65, 125328(2002).

165, Hikami, A. I. Larkin, and Y. Nagaoka, Prog. Theor. Phg8,
707 (1980.

17A. Kawabata, J. Phys. Soc. JpB3, 3540(1984).

184.-p. Wittmann and A. Schmid, J. Low Temp. Phy&9, 131
(1987.

19A. Zduniak, M. 1. Dyakonov, and W. Knap, Phys. Rev. &5,
1996 (1997).

20A. P. Dmitriev, V. Yu. Kachorovskii, and I. V. Gornyi, Phys. Rev.
B 56, 9910(1997).

21W. Knap, C. Skierbiszewski, A. Zduniak, E. Litwin-Staszewska,
D. Bertho, F. Kobbi, J. L. Robert, G. E. Pikus, F. G. Pikus, S. V.
lordanskii, V. Mosser, K. Zekentes, and Yu. B. Lyanda-Geller,
Phys. Rev. B53, 3912(1996.

245311-15



S. McPHAIL et al. PHYSICAL REVIEW B 70, 245311(2004

22p V. Germaneko, G. M Minkov, O. E. Rut, and A. A. Shersto- Phys. Rev. B67, 035305(2003.
bitov, 15th International Conference on High Magnetic Fields in33W. Poirier, D. Mailly, and M. Sanquer, Phys. Rev. B, 3710

Semiconductor Physics, Oxford, Utinpublishegl (1998.
233, Hershfield and V. Ambegaokar, Phys. Rev3& 2147(1986. 34The residual of each fitted point is the difference between the
24G. Arfken, Mathematical Methods for Physicist&Academic experimental data and the fit value. A perfectly fitted function
Press, New York, 1985 would differ only due to statistical noise and so the residuals
25V. Y. Kachorovskii and A. P. Dmitrieyprivate communication would be positive and negative at random, i.e., completely un-

26M. Y. Simmons, A. R. Hamilton, M. Pepper, E. H. Linfield, P. D. correlated.
Rose, D. A. Ritchie, A. K. Savchenko, and T .G. Griffiths, Phys. 3°G. M. Minkov, A. V. Germanenko, V. A. Larionova, S. A. Ne-

Rev. Lett. 80, 1292(1998. gashev, and I. V. Gornyi, Phys. Rev. &L, 13 164(2000.

27TA. R. Hamilton, M. Y. Simmons, M. Pepper, E. H. Linfield, and 360. Prus, M. Reznikov, U. Sivan, and V. Pudalov, Phys. Rev. Lett.
D. A. Ritchie, Phys. Rev. Lett87, 126802(2001. 88, 016801(2002.

283, J. Papadakis, E. P. De Poortere, H. C. Manoharan, J. B. Yad’M. Rahimi, S. Anissimova, M. R. Sakr, S. V. Kravchenko, and T.
M. Shayegan, S. A. Lyon, Phys. Rev. &, 245312(2002. M. Klapwijk, Phys. Rev. Lett.91, 116402(2003.

293, J. Hereman, M. B. Santos, K. Hirakawa, and M. Shayegan, $8B. N. Narozhny, G. Zala, and I. L. Aleiner, Phys. Rev. @5,
Appl. Phys. 76, 1980(1994). 180202R) (2002,

30B. E. Cole, J. M. Chamberlain, M. Henini, T. Cheng, W. Batty, A. 3°H. Fukuyama and E. Abrahams, Phys. Rev2B 5976(1983.
Wittlin, J. A. A. J. Perenboom, A. Ardavan, A. Polisski, and J. 4°B. L. Altshuler and A. G. Aronov, irElectron-Electron Interac-

Singleton, Phys. Rev. B5, 2503(1997). tions in Disordered Systemedited by A. L. Efros and M. Pol-
31H. L. Stérmer, Z. Schlesinger, A. Chang, D. C. Tsui, A. C. Gos- lack (North-Holland, Amsterdam, 1985
sard, and W. Wiegmann, Phys. Rev. Leitl, 126(1983. 41Y. Y. Proskuryakovet al,, Phys. Rev. Lett89, 076406(2002.

32M. Kubisa, L. Bryja, K. Ryczko, J. Misiewicz, C. Bardot, M. “#?A. Erdélyi, Higher Transcendental FunctiggtMcGraw-Hill, New
Potemski, G. Ortner, M. Bayer, A. Forchel, and C. B. Sgrensen, York, 1953, Vol. 2.

245311-16



