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Large scale computer simulations(those involving explicit consideration of a large number of atoms and/or
very long simulation times) are needed in order to get a proper understanding of many material properties
(phase transitions, transport properties, etc.). Given the computational cost associated withab initio electronic
structure codes, computational materials science and geoscience would greatly benefit from the availability of
transferable, parameterized interatomic potentials. In this work, and taking MgO as test material, we show that
fully transferable potential models may indeed be generated, by combining a physically motivated analytical
form for the potential with anab initio force-matching procedure to obtain the potential parameters. The
potential is based on an ionic model of interactions, and incorporates many-body effects, to reflect the high
sensitivity of the charge distribution of the oxide anion(and related properties, such as ionic polarizabilities,
etc.) to the coordination environment. It is shown to describe accurately the atomic interactions in arbitrary
coordination environments, so long as interionic electron transfer may be neglected. Close agreement withab
initio resultsis demonstrated for MgO in the bulk to extreme pressure, at point and extended bulk defects, and
at planar surfaces and the corners and edges of clusters.

DOI: 10.1103/PhysRevB.70.245103 PACS number(s): 63.20.2e, 34.20.Cf, 61.46.1w, 68.35.Bs

I. INTRODUCTION

To find transferable potential models for the description of
atomic interactions in ionic materials is one of the holy grails
of computational materials science. A transferable potential
should provide an equally accurate description of interatomic
forces in a variety of environments including perfect and
defective crystal structures and liquid phases, but also in
low-coordinated atomic sites, such as those encountered at
surfaces and in clusters. Such a potential would allow the
efficient and realistic simulation of large-scale phenomena
(both in the space and time domains) which nowadays lie
outside the range of applicability ofab initio methodologies.

Potential parameters may be obtained by fitting to inter-
atomic forces and stress tensor components evaluatedab ini-
tio for a large number of different atomic configurations. The
work by Laio et al.1 shows this so-called force-matching
procedure leads to a potential for bulk iron that mimics the
ab initio interactions for pressure and temperature conditions
close to those employed in the referenceab initio calcula-
tions. However, with the simple form of their potential
model, transferability is lost and a separate potential is
needed for each different thermodynamic state. In this paper
we show that, at least for a simple metal oxide like MgO, it
is possible to write down an analytical expression for the
potential that incorporates many-body features and indepen-
dently describes all relevant components of atomic interac-
tions (as extracted from quantum-mechanical perturbation
theory).2 When that expression is combined with the force-
matching approach, a potential emerges which describes both
bulk phases(for the whole range of pressures and tempera-

tures relevant to geophysical applications), lattice defects,
different surface terminations and clusters with high accu-
racy. The potential is wholly derived from first principles and
the range of transferability is much greater than achieved in
previous attempts;3–11 application of the same techniques
should lead topredictivepotentials for less well-studied ma-
terials.

The paper is structured in the following way: In Sec. II we
describe the potential model and some details of the fitting
procedure. In Sec. III we present some test calculations in
order to demonstrate that our potential is transferable to ar-
bitrary atomic coordination environments(as long as elec-
tron itineracy is not relevant). Finally, in Sec. IV, we sum-
marize the main conclusions.

II. THEORY

The potential is dubbed “GAIM9 because it is a generali-
zation of the aspherical ion model(AIM ) previously
reported.3 The AIM is based upon the interactions between
closed-shell Mg2+ and O2− ions, so that charge-charge, polar-
ization, dispersion and short-range overlap repulsion are the
relevant interactions.2 Charge transfer is not allowed and the
ions have formal charges. The many-body character of inter-
actions in MgO is due to high sensitivity of the electronic
structure of the oxide anion to its coordination and electro-
static environment12–14(remember that O2− is not bound as a
free species, but stabilized in a crystal by the lattice poten-
tial).

The AIM incorporates variables(induced dipoles and qua-
drupoles, and changes in the anion size and shape) that
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mimic this changing electronic structure. The optimal values
of these additional electronic variables are those which mini-
mize the total energy for each atomic configuration, and must
be calculated(in our case, by using a conjugate gradient
routine) in order to obtain the correct forces acting on the
atoms at each step of a molecular dynamics(MD) run. An
AIM potential for MgO, parameterised byab initio force-
matching on a restricted set of disordered condensed-phase
configurations, achieved a respectable3–7 yet not perfect
transferability. In particular, when applied to small clusters,
or to bulk phases at the very high pressure and temperature
conditions relevant to geophysics, so-called polarization ca-
tastrophes(divergences in the self-consistent multipoles)
were observed. The GAIM potential has almost exactly the
same functional form as the AIM potential,4 but generalizes
it in allowing the ionic susceptibilities, which govern the
induced multipoles and ion size changes, to themselves de-
pend on the ionic coordination environment. To better appre-
ciate the differences between AIM and GAIM potentials, we
describe here both potentials in full detail, even though the
AIM model has already been described in Ref. 4.

The charge-charge and dispersion components of the AIM
potential are purely pairwise additive:

Vq−q = o
iø j

qiqj

r ij
, s1d

Vdisp= − o
iø j

ff6
i jsr ijdC6

i j /r ij 6 + f8
i jsr ijdC8

i j /r ij 8g, s2d

where qi is the (formal) charge on ioni, C6
i j sC8

i jd is the
dipole-dipole(dipole-quadrupole) dispersion coefficient, and
fn
ij are Tang-Toennies dispersion damping functions,15 de-

scribing the short-range penetration correction to the
asymptotic multipole expansion of dispersion2 (see below).

The overlap repulsion component is given by

Vrep= o
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where summation of repeated indexes is implied. The first
three summations represent cation-anion, anion-anion and
cation-cation short-range repulsions, respectively. In the
cation-anion term,di is a variable which characterizes the
deviation of the radius of oxide ioni from its default value
(the default ion radii have been subsumed into the preexpo-
nential terms). hna

i j is a set of three variables, for each oxide
ion, describing the Cartesian components of a dipolar distor-
tion of the ion shape. The magnitude and orientation of this
dipolar deformation will be determined by the instantaneous
positions of neighboring ions and will, therefore, change at
each timestep in an MD run. Similarly,hkab

i j is a set of five
independent variables describing the corresponding quadru-
polar shape distortions[In Eq. (3), uku2=kxx

2 +kyy
2 +kzz

2

+2skxy
2 +kxz

2 +kyz
2 d and Sa

s1d=ra
i j / r ij and Sab

s2d =3ra
i j rb

i j / r ij 2−dab

are interaction tensors.] We have assumed throughout the
present work that these shape deformations do not affect sig-
nificantly the anion-anion and cation-cation repulsions,
which have been represented by simple Born-Mayer expo-
nentials as if the ions were effectively spherical in their in-
teractions with other ions of the same type. This simplifica-
tion, which may not apply to other materials, will be tested
by our ability to obtain an acceptable fit to theab initio
forces. The last summations include the self energy terms,
that is the energy cost of deforming the charge density of an
oxide anion.b, z, andh are effective force constants deter-
mining how difficult it is for a particular ion to be deformed
in a spherical, dipolar or quadrupolar way.

The polarization part of the potential includes both dipolar
and quadrupolar contributions,16
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whereDi j =1 if i and j refer to different ion species and zero
otherwise,k1

i =1/2ai, k2
i =−Bi /4ai2Ci, k3

i =1/6Ci, k4
i =s2giCi

−3Bi2d /48ai4Ci, ai andCi are the dipole and quadrupole po-
larizabilities, andBi andgi the dipole-dipole-quadrupole and
nonlinear dipole hyperpolarizabilities of ioni, respectively
(gi was not considered in our previous works, so its inclusion
here represents an extension of the model). Tabgd

=¹a¹b¹g¹d . . .1 /r ij are the multipole interaction tensors,2

with the superindex indicating the order of the operator. The
charge-dipole and charge-quadrupole cation-anion
asymptotic terms are corrected for penetration effects at
short-range by using Tang-Toennies damping functions,15

namely

gD
j sr ijd = cD

j e−bDrijo
k=0

4
sbDrijdk

k!
, s6d

gQ
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j e−bQrijo
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6
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with D andQ standing for dipolar and quadrupolar parts and
j =+ and − for cations and anions, respectively. Note that the
bD andbQ parameters, which determine the distance at which
the overlap of the charge densities begins to affect the in-
duced multipoles, are the same for both anions and cations,
while the cD and cQ parameters, measuring the strength of
the ion response to this effect, depend on the identity of the
ion. The short-range induction corrections are neglected in
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both anion-anion and cation-cation interactions. The same
kind of damping function is used to screen the dispersion
interactions at short distances(see above). In this case, the
strength coefficientsc are set to unity, so that only two range
parameters,b6

i j and b8
i j (for dipole-dipole and dipole-

quadrupole dispersion terms, respectively) are needed for
each interacting pair.

We perform an Ewald summation of all electrostatic
interactions7 and also of dispersion.17 Thus, all those interac-
tions are free from truncation errors. The short-range repul-
sion, which is an exponentially decaying function of distance
is, however, truncated beyond a distance equal to half the
simulation cell length.

The ability of the charge density of ioni to polarize in
response to electric fields and field gradients acting on it is
controlled by its dipolesaid and quadrupolesCid polarizabil-
ities, and dipole-dipole-quadrupolesBid and nonlinear dipole
sgid hyperpolarizabilities. The AIM model incorporates two
other susceptibilities(hi andki) which control the ability of
ion i to reduce the short-range overlap repulsion energy by
undergoing shape distortions of dipolar and quadrupolar
symmetry. All these parameters are constant in the original

AIM. 3 This implies, for example, that polarization and over-
lap parts are decoupled: Induced multipoles can be obtained
by minimization of the polarization energy, while size and
shape distortions minimize the overlap energy component.

The main new ingredient in the GAIM potential is that the
response properties themselves are allowed to be environ-
mentally dependent(the functional form of the several po-
tential components, described above, is exactly the same).
Pyper has calculatedab initio values for the polarizabilities
of oxide anions in different crystalline phases of MgO, and
has noted13 that polarizability variations may be mostly ex-
plained in terms of changes in the size of the anion and in the
strength of the stabilizing electrostatic potential field.

Following this line of thinking, we adopt the following
simple expression for the dipole polarisability of ioni (as-
sumed to be isotropic):

ai = a0seaddi + eaVVi
M

d, s8d

wheredi [see Eq.(3)] is the variable describing the size of
ion i andVi

M is the Madelung potential at the position of ion
i.7 a0, ad, andaV are constants to be obtained from a force
matching procedure. The signs ofad and aV are such that
anions of larger radii or under the action of a less intense
Madelung potential have larger polarizabilities. Although it
is clear that higher-order polarizabilities will change in the
same manner,18 the effect has not been quantified, so we just
assume that the ratios of each higher-order polarizability to
ai are constant:

Bi = B0ai Ci = C0ai gi = g0ai , s9d

whereB0, C0, andg0 are again determined by force match-
ing. The environmental dependencies of the shape deforma-
tion susceptibilities are analogous to those of the
polarizabilities:19

hi = h0e
hddi, ki = k0hi , s10d

whereh0, hd, andk0 are to be determined from force match-
ing. Note thathi and ki, which enter only the short-range
overlap repulsion terms, do not depend explicitly on the
Madelung potential. Within this formulation, the radii of the
ionssdid become the fundamental quantities, and polarization
and overlap parts of the potential couple, so the optimal val-
ues of multipoles, size and shape deformations,and polariz-
abilities and deformation susceptibilitiesmust be determined
conjointly, by minimizing the sum of overlap and polariza-
tion energies.

In order to obtain optimal values for the many parameters
entering the GAIM potential, the force matching procedure is
applied to exactly the same set ofab initio calculations(per-
formed using the density functional theory CASTEP code,20

within the generalized gradient approximation21 to exchange
and correlation effects) as in our previous works.3,4

III. RESULTS

As a first test of transferability, we show in Fig. 1 phonon
dispersion curves of both 6-coordinated rocksaltsB1d and
8-coordinated cesium chloride-likesB2d crystalline phases of

FIG. 1. Phonon dispersion curves for MgO at 300 K and several
pressures, for both B1 and B2 crystalline phases.Ab initio results
by Oganovet al. (Ref. 22) are shown as full lines. Symbols are the
phonons predicted by the present model: Circles–TA mode;
squares–LA mode; triangles–TO mode; inverted triangles–LO
mode.

FULLY TRANSFERABLE INTERATOMIC POTENTIALS… PHYSICAL REVIEW B 70, 245103(2004)

245103-3



MgO, at different pressures(we do not show corresponding
results at zero pressure, because they are very close to those
obtained with an AIM potential, already reported in Refs. 6
and 7). The agreement with theab initio results by Oganov
et al.22 is excellent, as the only difference is a slight and
systematic overestimation of optic mode frequencies. The
agreement is of a similar quality for all pressures between 0
and 600 GPa. Phonon dispersion curves represent a particu-
larly stringent test for our model, as vibrational normal
modes involve the participation of all electronic degrees of
freedom, but to different degrees in different regions of the
Brillouin zone (for example, at some particularly symmetric
k-points, only quadrupoles are activated). The uniform agree-
ment with theab initio results demonstrates that the relative
strengths of different terms in the potential are correct, as
well as their variation with pressure and crystalline coordi-
nation environment. In particular, good reproduction of ac-
coustic modes at lowk implies that the variations of elastic
constants with pressure are also properly reproduced. There
is also good agreement in the longitudinal optic-transverse
optic (LO-TO) splitting for all pressures. LO-TO splitting is
a consequence of the coupling of long-wavelength longitudi-
nal optic modes with macroscopic electric fields, themselves
induced by the long-range nature of Coulombic interactions.
The coupling constants are the Born effective charges,23

which can be defined as the change in macroscopic polariza-
tion induced by a periodic displacement of all ions of a given
species, along a particular direction, at zero macroscopic
electric field. This change in polarization has an obvious
ionic component and an electronic component, represented
in this work by the ion polarizabilities. The correct pressure
dependence of the LO-TO splitting thus implies that the
pressure variation of the oxide polarizability has been prop-
erly captured. This is explicitly shown in Fig. 2, where
model polarizabilities are compared toab initio values de-
rived by Pyper on the basis of coupled cluster calculations.13

The agreement is only semiquantitative in this case, most
probably because our potential has been fitted to DFT results,
but the main trends are properly reproduced.

We would like to comment at this point that reproduction
of phonon dispersion curves has traditionally been consid-
ered a good check for accuracy of parameterized potentials.
However, we have explicitly checked that good agreement
with experimental orab initio phonon dispersion curves at
zero pressure does not guarantee that the potential will trans-
fer properly to high pressure conditions. Our previously re-
ported potentials,3–7 already quite complex in nature, gener-
ated almost perfect phonons at zero pressure7 and also very
accurate pressure-volume relations and thermal
expansivities,3 yet they do not produce correct high-pressure
phonons. To our knowledge, this is the first time that a pa-
rameterized potential is reported that generates equally accu-
rate phonons at any pressure.

To further test transferability to different bulk environ-
ments, we have calculated Schottky vacancy(SV) and stack-
ing fault (SF) formation energies in MgO, and compared
them to ab initio pseudopotential-GGA calculations per-
formed by us using the SIESTA code.24 The SV formation
energy was estimated by removing one Mg2+ and one O2−

ion, chosen randomly from a 216 ion supercell. This means
we have most probably not found the energetically most
stable configuration, of experimental relevance, but for the
purpose of direct comparison with theab initio result on the
same ionic configuration this is no problem. After removal,
the positions of the remaining ions were relaxed. For the
GAIM-relaxed configuration, forces calculated with SIESTA
were smaller than 0.02 eV/Å, showing that the relaxation
pattern predicted by both codes is very similar. The Shottky
formation energy calculated with the GAIM was
EfsShottkyd=8.1 eV, compared with 7.7 eV obtained with
SIESTA.

As examples of planar extended defects, we generated
two evenly spaced stacking faults, ten atomic layers apart,
where the stacking sequence, along the(111) crystallo-
graphic direction, is changed fromabcabgabcabg. . .
(where latin and greek letters denote anion and cation sub-
lattices, respectively) to abcabgagbacbag. . . After reopti-
mizing the lattice parameters, formation energies were evalu-
ated. Our calculations giveEfsSFd=0.11 eV, while SIESTA
predictions give 0.09 eV.

Next, we consider transferability to low-coordination en-
vironments. In Table I, we present formation energies and
structural properties(relaxation and rumpling) of (100) and
(110) rocksalt surface terminations, and compare them to
representativeab initio DFT calculations.25,26 Both surfaces
are modeled employing slabs[with 720 atoms, 20 atomic
layers thick for(100) and 1120 atoms, 28 atomic layers thick
for (110) termination] and three-dimensional periodic bound-
ary conditions. A vacuum gap is created on both sides of the
slab so that periodic replicas do not interact with each other.
The slabs are cleaved from the geometry-optimized rocksalt
structure, and thelateral dimensions are kept fixed during
surface relaxation. All ions are allowed to relax, by a conju-
gate gradient method, until the force on each ion is smaller
than 1 meV/Å.

Relaxation and rumpling are defined asr=sda+dc

−2dbd /2db ande=sda−dcd /db, respectively, whereda, dc are
the interlayer distances for anions and cations at the surface,
and db is the equilibrium interionic distance for bulk MgO.

FIG. 2. Oxide anion polarizabilities for(left) three different
MgO crystalline phases as a function of compression, compared to
ab initio results(Ref. 13) and (right) symmetry inequivalent oxide
anions insMgOd64 cluster, as a function of coordination number,
compared toab initio results(Ref. 12). Symbols are potential model
values.
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The formation energy is defined asEf =sEslab−NEbd /2A,
where Eslab is the total energy of the slab,Eb is the bulk
lattice energy,N is the number of MgO units, and 2A is the
total surface area of the slab.

Our results predict a small negative relaxation and small
positive rumpling for the(100) termination, and larger struc-
tural modifications for the(110) termination, in line with the
ab initio results. Also, the relative stability of both termina-
tions is properly reproduced.[Alfonso et al.27 give a more
comprehensive comparison of experimental and theoretical
results for the(100) termination.] It is interesting to note that
our surface energies are closer to LDA results, even though
the GAIM potential was fitted to GGA results. The(100) and
(110) terminations contain oxide anions with coordination
numbers equal to 5 and 4, respectively. These anions(see
below) have higher polarizabilities than bulk anions and we
consequently expect the surface ions to feel an enhanced
dispersion attraction, which will stabilize the surface. The
Slater-Kirkwood formula28 may be used to predict the en-
hancement of the dispersion coefficients involving surface
ions from their polarizabilities, which are predicted in the
GAIM model. By using such enhanced dispersion coeffi-
cients for surface oxide anions, we obtain a surface energy in
much better agreement with the GGAab initio results(see
Table I). We note, however, that GGA does not fully incor-
porate the highly nonlocal dispersion interactions, so this is
just a tentative explanation.

It is also interesting to analyze the reasons for a positive
rumpling, by modifying the potential by hand and observing
the consequences. We have found that increasing or decreas-
ing the oxide polarizabilities by 10% does not change the
sign of rumpling. However, if we build a potential with just
a 5% stronger oxide-oxide repulsion(the Mg-O overlap re-
pulsion is correspondingly reduced so that the same equilib-
rium bulk distance results), the rumpling turns negative, in-
dicating the high relevance of steric effects in determining
MgO surface morphology, as suggested by Alfonsoet al.27

and Broqvistet al.26

Finally, we have analyzed the GAIM performance on
small sMgOdn clusters. Figure 2 shows the coordination
number dependence of the oxide polarizability for an unre-

laxed sMgOd64 cubic cluster(all distances equal to the bulk
interionic distance), compared to coupled cluster results by
Fowler and Tole.12 Again, we notice that the internal consis-
tency cycle in the GAIM is able to capture the polarizability
increases in going from a bulk to a corner site. We stress here
that the second term in Eq.(8) is crucial to achieve this level
of agreement for clusters(while it is only of secondary im-
portance to describe the polarizability variations in different
bulk environments). Li et al. have studied the atomic relax-
ations in a cubicsMgOd64 cluster with ab initio LDA
calculations.29 Our relaxed interatomic distances agree with
those given in Fig. 1 of Ref. 29 to better than 2% and, more-
over, most of the discrepancy can be ascribed to the system-
atic differences between LDA and GGA calculations. This
demonstrates that, by combining a force matching procedure
with a physically based functional form for the potential, the
“holy grail” of a fully transferable potential may indeed be
realized.

IV. SUMMARY

A generalization of our previously reported aspherical ion
model (AIM ) potential for MgO has been described. The
motivation for the realization of this GAIM potential was the
ambitious goal of generating a fully transferable potential
model, which would be highly benefitial for the large-scale
computer simulation of complex physical phenomena in ma-
terials science and geoscience. The GAIM potential incorpo-
rates a functional description of the charge density of the
oxide anion(mean radius of the anion, dipolar and quadru-
polar induction and shape distortions), and of its response to
changes in the atomic environment. Moreover, the suscepti-
bilities governing the induction of multipoles and shape dis-
tortions are themselves dependent on the atomic environment
in the GAIM potential, which allows a reproduction of the
pressure and coordination number dependencies of oxide po-
larizabilities, for example. The GAIM potential has been
tested by performing benchmark calculations of structural
and dynamical properties in several representative atomic co-
ordination environments. This way, we have shown our po-
tential to describe accurately atomic interactions for both the
bulk (for arbitrary pressure and temperature conditions
within the range of geophysical relevance), point and ex-
tended bulk imperfections, different surface terminations and
small clusters. In a separate publication,30 we show that the
GAIM also gives a realistic description of the MgO melting
curve, a problem of current geophysical interest. The poten-
tial thus also transfers properly to the liquid phase.

To finish this article, we stress that by “full transferabil-
ity” we mean that we expect to obtain an accurate description
of atomic interactions for all those situations not involving
electron itineracy. For example, partial metalization is a pos-
sible stabilization mechanism for polar surface terminations
such as MgOs111d. Our potential is not expected to provide
good results in these problematic cases. Also, there have
been previous attempts to generate variable-charge potentials
which transfer between different charge states(which are
useful for simulation of complex oxides such as TiO2), but
Thomaset al.11 have shown that the electrostatic part of

TABLE I. Surface energies, in J/m2, and adimensional relax-
ation and rumpling for(100) and (110) MgO terminations, com-
pared toab initio DFT results(Refs. 25 and 26). In the last column,
LDA (GGA) results are quoted. In the AIM column, the value in
parenthesis gives the surface energy when the dispersion terms are
enhanced for the anion in the surface layer, following Ref. 28.

AIM Ref. 25 Ref. 26

Efs100d 1.20(1.05) 1.14(1.02)

rs100d −0.1 −0.48 −0.2s−0.2d
es100d 1.5 1.62 1.8(2.2)

Efs110d 2.60(2.32) 2.50(2.22)

rs110d −9.5 −8.9s−10.3d
es110d 2.0 1.7(1.7)
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these potentials is not realistic, as the predicted ionic charges
are systematically too low.9 Our potential model, without a
proper generalization, is not expected to work in these cases
either. Nevertheless, there are lots of interesting problems in
materials science and geophysics that can be addressed with
our transferable ionic potential.
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