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Operational definitions for the intrinsic surface to be used in computer simulations of liquid surfaces are
discussed and tested along with Monte Carlo simulations of simple liquid models. The results are contrasted
with the theoretical framework of the capillary wave theory(CWT), and with the strongly structured intrinsic
profiles used in the interpretation of x-ray reflectivity experiments for cold liquid metals. The definition of a
minimal area intrinsic surface pinned to a set of pivot atoms at the surface leads to intrinsic density profiles
with the sharpest atomic resolution, but which are beyond the assumption of the CWT, with strong correlations
between the intrinsic profiles and the fluctuations of the intrinsic surface and with an effective wave-vector-
dependent surface tension.
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I. INTRODUCTION

In 1893 van der Waals1,2 pioneered the description of the
liquid-vapor interface through a smooth density profilerszd.
The present experimental and theoretical techniques2,3 give
us a much enhanced microscopic resolution forrszd, but at
the same time unveil the problem of its statistical interpreta-
tion. Unless pinned by external fields, a free liquid surface is
statistically delocalized by long wavelength capillary waves
(CW’s)4; the one-molecule density distributionrszd would be
smoothed, up to missing any signature of the interface, while
the two-molecule distribution would develop long-ranged
transverse correlations. The Earth’s gravity localizes the liq-
uid surfaces within a few molecular diameterss and damps
the transverse correlations beyond millimeter distances,5 but
still leaves them well outside the usual microscopic ap-
proaches. The sharper density profiles observed experimen-
tally for cold liquids6 result from the combined effect of the
sample size(including the curvature of the liquid drops) and
the size of the measurement transverse window, which limit
the role of the CW and introduce the dependence of the
density profile on the transverse sampling areaA0. In com-
puter simulations the typical transverse area is much smaller
than the experimental windows and finite-size effects have
been observed in the interfacial width2,7 and in the layering
structures.8

Capillary wave theory(CWT) (Refs. 4, 5, 9, and 10) pro-
vides the framework to introduce the surface fluctuations and
the size dependence of the density profiles by means of an
intrinsic surfacez=jsRd, with R=sx,yd representing the in-
stantaneous microscopic boundary between the vapor and the
liquid phases. Thus, in computer simulations of a liquid slab,
with the center of mass on thez=0 plane and two liquid-
vapor interfaces parallel to it, the intrinsic surface is de-
scribed through its Fourier components

jsRd = o
q

ĵqe
iq·R, s1d

with the sum over transverse wave vectorsq
=2psnx,nyd /Lx andnx,ny=0, ±1, ±2. . ., to include the peri-

odic boundary conditions on the transverse direction(with
Lx=Ly;A0

1/2). The fixed number of particlesN and the low
compressibility of the bulk liquid would limit the fluctua-

tions of theuqu=0 componentĵ0 around its mean value

kĵ0l < ±
N − Lzrv

2srl − rvdA0
. s2d

The ± sign gives the upper/lower Gibbs dividing surface,
defined in terms of the coexisting liquidsrld and vaporsrvd
densities. With the exception of checking the statistical inde-
pendence and equivalence of the two surfaces on the slab, we
will refer to them as a single surface in order to avoid the
cumbersome labeling of upper and lower Fourier compo-

nentsĵq.
The lower wave vector cutoffql =2p /Lx for the CW fluc-

tuations of the intrinsic surface creates a transverse sizeLx
dependence of the density profile

rsz,Lxd ; K 1

A0
o
i=1

N

dsz− zidL , s3d

where the angular brackets represent the equilibrium statisti-
cal average. The intrinsic density profile defined as

r̃szd =K 1

A0
o
i=1

N

dfz− zi + jsRidgL , s4d

should take out the dependence onLx. However, the specific
definition of jsRd and, particularly, the upper cutoffqu for
the level of resolution at whichjsRd follows the molecular
positions, would affect to the shape of the intrinsic profile,
which we refer to asr̃sz,qud whenever thisqu dependence
has to be made explicit.

The first assumption of the CWT(Ref. 4) to relate the
alternative descriptions of the interface given byrsz,Lxd and
r̃sz,qud is that the later is statistically uncorrelated with the
intrinsic surface, leading to
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rsz,Lxd =E dz8Pjsz8dr̃sz− z8 − kĵ0l,qud, s5d

wherePjszd is the probability distribution for the local fluc-

tuations of the intrinsic surfacejsRd−kĵ0l. The second CWT
assumption is that the fluctuations ofjsRd at the inverse
temperatureb=skBTd−1 follow a simple surface Hamiltonian
with the macroscopic surface tensiong0. This leads to uncor-
related Gaussian probabilities for the Fourier components

with mean square valuesuĵqu2=sbg0A0q
2d−1 for any uqu be-

tween the lower and the upper wave vector limits and to the
Gaussian probability

Pjszd =
1

Î2pDCW

expS−
z2

2DCW
D . s6d

The CW mean square amplitudeDCWsLx,qud=oq uĵqu2, for
2p /Lxø uqu,qu, provides the link between the dependence
of rsz,Lxd on the system size, and the dependence ofr̃sz,qud
on the assumed CW upper cutoffqu. The fluctuations ofĵ0
may be easily included is that scheme as an additionalbulk
contributionDb to be added toDCW.

There is no serious doubt about the upward use of the
CWT to incorporate the effects of long wavelength capillary
waves. The density profilersz,Lxd from a computer simula-
tion with fairly largeLx may be safely convoluted asr̃sz,qud
in Eq. (5), to get the density profilersz,Lx8d with an even

larger Lx8, just taking the contributions ofuĵqu2 for 2p /Lx8
ø uqu,2p /Lx. However, its downward use, trying to extract
a sharper view of the molecular structure at the liquid surface
from rsz,Lxd has been frustrated by the uncertainties in the
value ofqu and its effects on the shape ofr̃sz,qud.

It is expected thatqu should not go beyond 2p /s. This
qualitative threshold has often been used to set the value of
the upper cutoff, whiler̃szd has sometimes being taken as a
sharp step function,9,11 which in Eq.(5) would give an error-
function representation ofrsz,Lxd. Alternatively, Mecke and
Dietrich12 have assumed thatr̃szd, without explicit depen-
dence onqu, could be represented by the smooth density
profile rszd obtained within a density functional(DF) ap-
proximation, which has no explicit dependence onLx. A re-
lated DF approach to the CW structure was pioneered by
Robledoet al.13 and has been explored in detail by Stecki.14

Under the assumptions of a very smooth intrinsic profile and
a generic density functional expansion up to second order,
the grand-potential free energy of a corrugated interface is
cast into an effective Hamiltonian forjsRd. The direct com-
parison with the results of computer simulations throws light
on the difficulties associated to the upper cutoffqu, on the
need to include the higher order derivatives ofr̃szd in the
functional expansion, and on the problem of separating the
surface and the bulk fluctuations, tied to the definition of
jsRd used in computer simulations.

On the other hand, over the last 15 years the analysis of
x-ray reflectivity on liquid surfaces has made important
progress towards a better characterization of their micro-
scopic structure3 and the CWT has become a standard theo-

retical framework to interpret the results. The Fresnel reflec-
tivity, for a planar and sharp step function is diminished by
the interface broadening, which may be interpreted as the
CW effects on a steplike or intrinsically smoothedr̃szd;15

however, for liquid metals such as Hg and Ga, an increase
was observed rather than decrease, over the Fresnel
reflectivity.16,17 This was interpreted as the signature of
atomic layering; the uncertainty in the effective size of the
experimental window(typically Lx,103 Å) and in the defi-
nition of qu may be drawn together usingDCW as a free
fitting parameter and the intrinsic profiles for liquid Hg were
fitted to the form

r̃szd = ñ0dszd + o
i=1

`
ñi

Î2pãi

expF−
sz− z̃id2

2ãi
G , s7d

with the first d-function peak giving the sharpest possible
resolution for the atoms at the interface, followed by a series
of broadening Gaussian peaks with structures similar to
those of dense liquids near planar walls.

The qualitatively different assumptions made for the
shape of the intrinsic profiles in the above commented appli-
cations of the CWT, and the uncertainty in value of the upper
cutoff qu, reflect the lack of connection between the CWT
and the microscopic description of the free liquid surfaces.
The development of simple models, with pairwise additive
interactions and very low melting temperature,18,19 showed
that the layering of free liquid surfaces was not exclusive of
the metallic bonding in Hg or Ga, but that it would be a
common feature of cold liquids when not preempted by their
crystallization. These models have been used in MC simula-
tions to explore different questions related to the surface lay-
ering such as the connection with the Fisher-Widom line20,21

and, more recently,22 to test the operational definition of the
intrinsic surface, which applied to sampling of MC configu-
rations, gives a direct evaluation ofr̃sz,qud, to be compared
with the previously conjectured forms, as well as direct ac-
cess to the statistical properties ofjsRd, to check the validity
of the CWT assumptions. The following section of this paper
is a detailed account of the methods used to determine the
intrinsic surface associated with each microscopic configura-
tion of the interface, while in Secs. III and IV we present and
discuss the results in the context of the classical CWT and
also in relation with the analysis of x-ray reflectivity experi-
ments. The characteristics of the NVT Monte Carlo simula-
tions for liquids slabs are equal to those reported in previous
works.18,19,22Most of the results correspond to 2592 particles
in a rectangular box with periodic boundary conditionsLx
=Ly<9s andLz<81s, with the liquid slab filling approxi-
mately a third of the volume. To check for finite size effects
we have performed some simulations with 10 368 particles
and Lx=Ly<18s. The reported results correspond to three
different pair potential interactions. The Lennard-Jones(LJ)
interaction and the results for the soft alkali(SA) and mer-
curylike sHgd models, described in previous works, are com-
pared with those for the well known Lennard-Jones(LJ)
model, all of them truncated atr =2.5s. All the reported tem-
peratures are safely above the triple point to avoid any pos-
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sible effect of surface-induced crystallization and well below
Tc to avoid the interference of bulk criticality.

II. DEFINITIONS FOR THE INTRINSIC SURFACE

A. The local Gibbs surface

The simplest operational definition ofjsRd would be a
local generalization of the Gibbs dividing surface(2), as pro-
posed in the early works on the CWT(Ref. 9) and recently
used in computer simulations for the LJ model14 and for
polymer mixtures.23 In our slab geometry withLx=Ly and
the center of mass fixed on thez=0 plane, we consider the
upper and lower parts of the system(particles withzi .0 and
zi ,0, respectively), and divide each subsystem in prisms of
transverse sizelx= ly=Lx/M, spanning a lengthLz/2 on the
normal direction. Then a piecewise intrinsic surface, with a
resolutionqu,2pM /Lx, is defined as

js±dsRd = ±

N±sRd −
1

2
Lzrv

srl − rvdA0
, s8d

whereN±sRd is the number of particles in the prism atR and
the sign ± corresponds to the upper and lower halves. The
continuous limit of this definition is easily expressed in terms
of the Fourier components

ĵq
± = ±

1

srl − rvdA0
S o

±zi.0
e−iq·Ri −

Lz

2
rvdq,0D . s9d

For q!2p /s, this definition of an intrinsic surface would
give reasonable results, but asq approaches 2p /s the mean

square valueskuĵqu2l grow with q, as observed by Stecki14 in
the attempt to check the extended CWT of Robledoet al.13

The effect of such a behavior on the intrinsic profiles is
clearly shown in the broken lines of Fig. 1 for the SA model

at T/Tc=0.15. The upper-left corner corresponds to the den-
sity profilersz,Lxd or, equivalently, to the intrinsic profile(4)
and (9) when qu is below 2p /Lx. The layering structure in
that profile is damped with the choice of largerqu, as shown
in the other quadrants. This is due to the increasing effect of
the bulk fluctuations on the position of such a Gibbsian in-
trinsic surface. The fluctuation in the number of molecules in
a liquid prism, with baselx

2=sLx/Md2 and spanning a height
Lz

sld, is ksN−kNld2l=kBTxTkNlrl, in terms of the bulk isother-
mal compressibility. The definition(9) for the intrinsic sur-
face incorporates these bulk fluctuations to the position of
jsRd producing a mean square deviation of the local Gibbs
surface

Db =
ksN − kNld2l

slx
2rld2 , kBTxTLz

sldqu
2,

which is not correlated to the microscopic position of the
interface. With the typically low compressibility of the dense
liquids, the effect of thisDb would be a small fraction ofDCW
when used over our MC boxLx<9s, but the application to
the sub-boxes increasesDb by a factorM2, while DCW de-
creases. The blurring of the intrinsic profiles obtained for
largeM (or qu<2p /s) indicates that such local Gibbs divid-
ing surface becomes fully uncorrelated with the actual posi-
tion of the liquid-vapor interface. To get the highest resolu-
tion in the description of the interface throughr̃sz,qud we
search for a different definition ofjsRd.

B. The surface pinned definition

In our previous work22 we proposed an operational defi-
nition of intrinsic surface, which may be carried out auto-
matically for samplings along computer simulations. The
definition uses a set of pivot atoms located at each surface of
the liquid slab; to choose these pivots for a given configura-
tion we first eliminate all the particles with less thann=3
neighbors, closer thand=1.5s, as being in the vapor phase
or forming loose hangovers on the liquid surface. Possible
liquid droplets in the vapor phase are also eliminated by a
cluster analysis done with the same distanced, so that all the
remaining particles haven or more neighbors in the liquid
slab. At the low temperatures explored here, most of the
particles belong to that class(e.g., out of the 2592 particles
in our simulations only 3 or 4 are eliminated in a typical
configuration of the SA model atT/Tc=0.15), but still it is
crucial to perform this selection for the possible candidates
to become surface pivots. Nevertheless, the results are quite
robust with respect to the particular choice ofn andd.

The next step is to divide the liquid slab in prisms, of
transverse arealx

2=sLx/Md2, and take the most external
atomic positions to form the initial sets ofM2 initial pivots,
for the upper and the lower interfaces. Typically we take
M =3, so that this procedure would give a coarse piecewise
representation ofjsRd. The limit to a smooth intrinsic sur-
face cannot be obtained just taking a largerM, since the
fluctuation effects would lead to a spurious roughness of
jsRd, similar to that described above. Instead, we define a
smooth intrinsic surface as the minimal area surface going

FIG. 1. Intrinsic profilesr̃sz,qud in units of the atomic diameter
s for the soft-alkali model atT/TC=0.15. Broken lines: the local
Gibbs surface definition for the intrinsic surface. Full lines: the
surface pinned definition, the arrow shows the density of thed
function layer. The upper-left corner,qu=0, corresponds to the
mean profilersz,Lxd identical for both definitions of the intrinsic
surface.
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through all the pivots, and restricted to have only Fourier

componentsĵq with uqu less than a maximum valueqm. In our
MC simulation boxes withLx<9s we have typically taken
qm=18p /Lx<2p /s. The computation of the minimal area
surface is simplified if we approximate the relative difference
between the area ofjsRd and the macroscopic areaA0=Lx

2 by

DA

A0
<

1

2o
q

q2uĵqu2, s10d

neglecting the contributions of orderĵq
4 and higher, as done

in the CWT. A practical way to obtain the surfacez=jsRd
going through the positionssR j ,zjd for the Np pivots, and
with minimum value of Eq.(10), minimize the quadratic
form

Qfjg = o
j=1

Np

fjsR jd − zjg2 + eo
q

q2uĵqu2, s11d

with a very lowe. The degeneracy in the minimum ofQfjg
with e=0 is broken by anye.0, and we may takee small
enough to avoid the practical interference of the minimiza-
tion of DA/A0 with the condition ofzj =jsR jd for all the
pivots, and at the same time large enough to avoid numerical
problems in the resolution of the linear system. For all prac-
tical purposese=10−6 or 10−8 give the same results.

The next step in our definition ofjsRd is to enlarge the
number of pivotsNp, from its initial valueM2, to incorporate
all those which should be considered as surface atoms. This
is done by self-consistently adding as pivots all those par-
ticles which are closer than a prefixed distancet to the sur-
facez=jsRd. A new intrinsic surface is obtained through the
minimization of Eq.(11) including all the new pivots, the
distances of the remaining particles to this new surface are
compared again witht, and the process is iterated until there
are no new additions to the list of pivots.24 The contribution
of the microscopic configuration to the intrinsic profile(4)
and the statistical properties of the intrinsic surface are ob-
tained by averaging over 103 to 104 configurations, separated
at least by 50 MC steps. The right-bottom full line in Fig. 1
gives a typical example of the intrinsic profiles obtained by
this procedure, compared with the results of the local Gibbs
surface for the same system.

C. The parameterst and qm

The density profiles obtained with this intrinsic surface
definition always have a firstd-function peak, as in Eq.(7),
with a two-dimensional densityn̂0=kNpl /A0, in terms of the
mean number of pivots per unit area. That peak is followed
by a strongly layered structure similar to that of a dense fluid
near a planar wall. As shown in Fig. 2, both the value ofn̂0
and the shape of the following structure depend on the
choice of the parametert used to add new surface pivots in
the self-consistent definition ofjsRd. We have explored this
dependence and fixed the value oft to reduce the sensitivity
with respect to it. Whent is too low the intrinsic density
profiles develop shoulders just abovez=t, which come from
the particles which do not naturally fit in the first Gaussian

peak within the parametric form(7). Increasingt incorpo-
rates these particles to the firstd-function peak,n̂0 grows and
the shoulder decreases. However, ift is too large there is a
very rapid increase inn̂0, as the self-consistent determination
of the pivots for some configurations grows suddenly to
more than twice the value in other configurations. This is a
signature that the intrinsic surface is incorporating particles
which should be naturally assigned to the first inner layer,
rather than to the surface, and the corrugation ofjsRd in-
duced by these new pivots induces the incorporation of many
others. Eventually, the number of pivots may go beyond the
number of free variables in the minimization of Eq.(11) and
our full procedure would fail, but even if that does not hap-
pen, the choice oft leading to that sudden increase ofn̂0
should be discarded. The optimal choice, reducing the shoul-
der atz<t without blowing up the value ofn̂0, may depend
on the model and temperature, but it is always aroundt
=0.5s, well within the intuitive meaning of this parameter to
separate the intrinsic surface from the inner particles. Com-
putationally, we have carried out in parallel the averages with
different values oft, as a good part of the computational
work required to analyze a configuration with a value oft, is
saved for larger values of this parameter.

The typical value ofNp in our MC simulations withLx
<9s is about 60, so that the maximum value of the wave
vector could be reduced, well belowqm=18p /Lx, and still

have more than enough free coefficientsĵq to get a surface
jsRd going through all the pivots. However, this reduction of
free variables reduces the role for the minimization of the
area(10) and the corrugations ofjsRd increase in amplitude.

That is reflected in the increase ofkuĵqu2l which reflects the
over-fitting effects of forcingjsRd to pass through too many
pivots. If we takeqm much larger that 2p /s, there is an
important increase in the computational work, andjsRd de-
velops unphysical wedge lines along the lines joining pivots.
Although the effect on the intrinsic profiles is very small, this

FIG. 2. Variation of the intrinsic profiler̃sz,qmd with respect to
the choice of the parametert for the soft-alkali model atT/Tc

=0.12. Full line: t=0.46s, dashed line:t=0.50s, dashed-dotted
line t=0.54s, dotted line:t=0.58s. The d function first peaks are
shown as arrows which height is the two dimensional density. The
inset shows the effectiveq-dependent surface tensiongsqd in
kBT/s2.
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tendency to form a faceted surface is reflected in the deple-

tion of kuĵqu2l. Therefore, the natural and fairly robust choice
is to takeqm near 2p /s.

III. STATISTICAL PROPERTIES OF THE INTRINSIC
SURFACES

Along the same MC samplings used to get the intrinsic
profiles we have computed the probability histograms for the

Fourier componentsĵq. The results in Fig. 3 correspond to
the SA model atT/TC=0.15, sampled over 104 configura-
tions, the amplitudes for each component are normalized to

the mean squared value predicted by the CWTkuĵqu2lCWT

=sbg0A0q
2d−1, with the macroscopic surface tensiong0 ob-

tained directly in previous MC simulations for the same
models.19 The probability distributions for the largeuqu com-
ponents are much narrower than the CWT prediction, but
still with excellent fits to Gaussian shapes. Only for the low-

est uqu componentsĵq do the observed distributions recover
the CWT prediction represented by the full line in Fig. 3,
although the slow dynamics of those long wavelength modes
requires longer MC samplings to get good representations of

Psĵqd. We have checked that within the precision of our sam-
pling size, the different Fourier components are uncorrelated,
and that our liquid slab is thick enough to avoid the correla-
tions between the upper and the lower surfaces. Therefore,
the statistical properties ofjsRd are fully described by the

values of kuĵqu2l or, equivalently, by the effective

q-dependent surface tensiongsqd;sbA0q
2kuĵqu2ld−1.

The results forkuĵqu2l in the SA model over a wide range
of temperatures are presented in Fig. 4, and compared with

the CWT predictionskuĵqu2lCWT=sbg0A0q
2d−1 (broken lines)

for the lowest and highest temperatures. Consistently with

the results forPsĵqd, the observed mean squared amplitudes

for the Fourier components are in good agreement with

kuĵqu2lCWT for the lowest wave vectorq, but they fall down
much faster with increasingq. This is equivalent to say that
(as shown on the bottom panel of the same figure) the func-
tion gsqd goes to the macroscopic surface tensiong0 for low
q; but instead of the sharp threshold assumed by the CWT,
with gsqd=g0 up to an upper cutoffqu, we get a smoothly
growing effective surface tension without a well defined
threshold for the CW contributions. The difference between
the sharp cutoff assumed by the CWT and the gradual in-
creasegsqd=g0+Kq2+¯ (in terms of a curvature energyK)
has been discussed in the interpretation of x-ray reflectivity
data.25,26 Pershan26 argued, a few years ago, that the avail-
able experimental data could not discern between these two
alternatives, the second one being equivalent to the former
with an effective cutoffqu,Îg0/K. As our results forgsqd
grow gradually but faster thanq2, they are half way between
those two assumptions, and hence they could not be directly
contrasted with the experiments.

However, more recent reports on x-ray scattering by CW
on several liquids27–29 claim that the functiongsqd may be
measured, and that at lowq it decreases from thegs0d=g0

limit, reaching a minimum value well below the macroscopic
surface tension, before the expected growth for largeq. Such
behavior had been predicted by Mecke and Dietrich,12 from
the assumptions that the equilibrium DF density profile may
be used as intrinsic profile, displaced by the nominal intrinsic
surface, and that the effective surface Hamiltonian might be
obtained from a simple DF approximation, with dispersion
interatomic potentials decaying as 1/r6 at large distance. Ac-
cording to that analysis, the minimum ingsqd would be pro-
duced by a singularity associated to the slow decay of the
dispersion forces, so that it should not appear in our trun-
cated LJ model, nor in the Gaussian decay model potentials.

FIG. 3. Probability histogramsPszd of the Fourier components

ĵq, normalized to the mean square prediction of the CWTz

; ĵq/ kuĵqu2lCWT
1/2 for the soft-alkali model atT/Tc=0.15. The squares

are the results for the highest value ofq=6.2/s, the triangles for
q=4.4/s, and the circles for the lowest valueq=0.7/s. The broken
lines are the fit to Gaussian probabilities with free width, and the
full line shows the normalized width Gaussian predicted by the
CWT.

FIG. 4. The mean squared amplitude of the intrinsic surface
Fourier components and the effectiveq-dependent surface tension
gsqd in kBT and atomic diameters units, for the SA model at
several temperatures. Crosses:T/Tc=0.12, circles: T/Tc=0.15,
squares:T/Tc=0.21, triangles:T/Tc=0.33. The lowq values of
gsqd are extrapolated(broken lines) to the macroscopic surface ten-
sion g0. The dashed lines in the upper panel give the CWT predic-
tions for T/Tc=0.12 andT/Tc=0.33.
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In order to test the effects of the long-range interactions we
have run a MC simulation for the untruncated LJ potential at
T/Tc=0.63 and withLx<9s. The intrinsic profiles are very
similar for the truncated and untruncated versions of the in-
teraction potential, and the functionsgsqd are identical
around the lower range of accessible wave vectorsq
<2p /Lx, with small deviations of less than 5% at the higher
rangeq<2p /s. The most significant change induced by the
truncation of the potential comes in the macroscopic surface
tensiong0; the untruncated version of the LJ potential giving
a 30% increase ofg0 over the truncated version, within the
range observed by other authors.30 Therefore, we cannot ex-
clude the existence of a shallow minimum ingsqd at qs
,0.5, but our results would also be compatible with a mo-
notonous growth ofgsqd. Moreover, the inset in Fig. 2 shows
the dependence ofgsqd with the choice of the parametert in
our definition of intrinsic surface and for the largest values of
t we observe a shallow minimum ingsqd. This corresponds
to intrinsic surfaces with the highest density of surface piv-
ots, close to the instability in our self-consistent method to
select those pivot atoms, and the minimum ofgsqd [i.e., the

relative increase of kuĵqu2l over the CWT prediction
sbg0A0q

2d−1] could be interpreted as the excess of corruga-
tion in jsRd, when forced to go through too many pivots.

Therefore, the details in the definition for the intrinsic
surface may change the shape of the functiongsqd much
more than the presence or absence of long-ranged interac-
tions. Within our scheme to definejsRd for each atomic con-
figuration, the choice of the parametert reflects the lack of
uniqueness in the definition of the intrinsic surface whenq
becomes comparable to the inverse atomic diameter. Differ-
ent choices would share the same macroscopic limitgsqd
→g0 for low q, but they may give different functionsgsqd
for intermediate and largeq. A firm comparison with the
function gsqd extracted from x-ray reflectivity data, could
only be done through the analysis of the effective intrinsic
surface measured by that technique, which would depend on
the details of the experimental setup. Meanwhile, we may
only rely on the aspect of the intrinsic profiles and the func-
tions gsqd to select the mostnatural choice of t for each
temperature and model interaction which may hopefully be
closer to an effective definition ofjsRd associated with the
x-ray reflection on the liquid surface. For low values oft the
intrinsic profiles develop the unphysical shoulders shown by
the full line in Fig. 2, and the corresponding functiongsqd in
the inset of Fig. 2 shows a rapid increase from theq=0 limit.
Such behavior reflects the fact that we are not incorporating
all the required surface pivots so the intrinsic surface is less
corrugated than its natural shape andgsqd grows too fast. On
the opposite limit, for too large values oft, the first peak in
r̃sz,qmd, after thed function atz=0, becomes very asymmet-
ric compared with the Gaussian shape(7), with a too abrupt
fall on the left side. This corresponds to the choice of too
many pivot atoms, leading to an overcorrugated intrinsic sur-
face and hence to a decreasing functiongsqd at low q. There-
fore, in the following analysis of our results we have selected
those values oft which lead to the flattest curvegsqd at low
q, and which also happen to give the most symmetric shape

for the second peak inr̃sz,qmd, and use the error bars to
indicate the estimated uncertainty of that natural choice. In
addition to the choice of the parametert, directly linked to
the density of selected surface pivots, there are other aspects
in our intrinsic surface definition which may affect the form
of gsqd at largeq. In particular, the apparently exponential

decay ofkuĵqu2l at large uqu, similar for all the models and
temperatures explored here, is probably a result of the mini-
mal surface character assumed forjsRd, and it may be dif-
ferent with other definitions. We should also be aware that
the choice oft within the above criterion becomes much
more uncertain at higher temperatures; the broadening of the
molecular layers inr̃sz,qmd with increasingT makes our
definition of jsRd more artificial, with the sharp threshold at
z=t to incorporate new surface pivots. Alternative defini-
tions, based on some kind of softer threshold, should be ex-
plored to extend these studies toT/Tc.0.7.

A global aspect which might be more robust with respect
to the particular choice ofjsRd is the total mean squared
amplitude of the intrinsic surface corrugationDCWsLx,qmd,
which could be obtained from the off-specular wings in the
reflectivity measurements.26 We may define a CWT-effective
cutoff qu

off such that it reproduces the measured mean squared
amplitude of the intrinsic surface corrugation as

DCWsLx,qmd ; o
uqu=ql

qm

kuĵqu2l = o
uqu=ql

qu
eff

1

bg0A0q
2 . s12d

Interpolating within the discrete values ofq imposed by the
finite size, this relationship provides a value ofqu

eff which is
independent of the box sizeLx if it is large enough to reach
the macroscopic limitgsqld=g0 at the lower cutoff ql

=2p /Lx. qu
eff is well below ourqm and fairly independent of

this parameter, since the amplitude of the modes withq
<2p /s is always very small. As presented in Fig. 5, the
values ofqu

eff have a clear decay with growing temperatures,
which is not blurred by the uncertainty of the choice oft

FIG. 5. The CWT-effective cutoffqu
eff (circles and error bars) for

the SA model over a large range of temperatures. The results for the
Hg (squares) and LJ (triangles) models would have similar error
bars. The lines give the values ofbg0s2/2 for the three models. SA:
full line, Hg: broken line, and LJ: dotted line, as functions ofT/TC.
Empty symbols correspond to MC results withN=2592 and full
symbols withN=10 368.
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and, hence, it probably corresponds to a truly intrinsic char-
acteristics of the liquid surfaces. At the low melting point of
the SA model, withTt /Tc<0.12, we obtainqu

eff<4.5/s, not
far from the empirical valuep /s set in the analysis of the
x-ray reflectivity data for Hg and Ga;16,17 however,qu

eff de-
cays with T/Tc, and for the higher temperatures of the LJ
liquid qu

eff, it is already below the lower cutoffql <0.7/s
fixed by our MC box sizeLx. Therefore, we have carried out
some MC simulations with 10 368 particles andLx<18s
keeping the same value ofqm and, hence, increasing the
number of Fourier components used in the description of
jsRd by a factor 4. The extension to lower wave vectorsql

<0.35/s requires larger sampling times, since the lowq CW
have a slower dynamics. The computational cost to get good
statistical averages with the larger box size increases by
more than a factor 20 with respect to the shorterLx, but the

resulting values ofkuĵqu2l interpolate well between those ob-
tained for the smaller MC box, and allow a better estimation
of qu

eff, while all the other reported properties are essentially
unaffected by the size increase.

Such values ofqu
eff are well below the typical threshold

values (2p /s or p /s) assumed in the applications of the
CWT. Moreover, we find an empirical but quite accurate re-
lation shown by the linebg0s2/2 as a function ofT/Tc in
Fig. 5, which is very similar for the three models used here
and which follows the values ofqu

effs, well within the error
bars from the choice of the parametert. We have not found
an explanation for this empirical law; the explored range of
temperatures is too far fromTc to assume the validity of
scaling laws and the density-density bulk correlation length
is nearly constant and equal tos for the SA bulk liquid over
this range of temperature, while it is about 2s for the Hg
model.21 Therefore, the resultqu

eff<bg0s /2 cannot be de-
rived from the scaling ofq in terms of that correlation length
as assumed in the DF analysis of Mecke and Dietrich.12 The
main correlation between the decay ofqu

effs and other prop-
erties appears with the mean density of surface pivots, pre-
sented in Fig. 6 and discussed below. The decreasing density
of the first liquid layer with increasing temperatures fits well

within the classical van der Waals view of a broadening in-
terface asT approachesTc. The observed decrease ofqu

eff in
our MC simulations would then be the result of an appar-
ently stiffer intrinsic surface forced to pass through a reduced
number of surface pivots. Whether or not these characteris-
tics of our definedjsRd are or not shared by the effective
intrinsic surface measured by x-ray scattering would only be
determined by the increasing quality of the experimental data
and the careful analysis of the effective lower cutoff imposed
by the detector geometry, the surface curvature, and the co-
herence length of the x-ray beam.3,25,26The ratioqu

eff /ql, de-
termining DCW within the CWT has often been treated as a
single free parameter, drawing together the incertitudes in the
lower and upper cutoffs. However, the route towards a direct
experimental estimation ofqu

eff is open and will hopefully
provide a test for the results of our computer simulations.

IV. INTRINSIC PROFILES

A. Dependence with the upper cutoff

The intrinsic profiles given by the procedure described
above represent the sharpest possible atomic resolution for
the interfacial structure, with ad function to describe the
position of the first liquid layer, operationally defined
through the selection of the surface pivots. In our previous
work22 we showed that the two assumptions of the CWT, i.e.,
the statistical independence ofr̃sz,qud and jsRd, and the

simple surface Hamiltonian leading tokuĵqu2l=sbg0A0q
2d−1,

fail when applied to the MC results with this sharpest reso-
lution qu=qm.

The range of applicability for the CWT may be recovered
by reducing the resolution of the intrinsic surface. To this
effect we take an upper cutoffqu,qm and keep in Eq.(1)
only those Fourier components withuqu,qu and the same
values as they have for in intrinsic surface described with all
the Fourier components up toqm. Such an intrinsic surface
does not go through the pivots, although it still follows their
long-ranged undulations, so that thed-function first peak in
r̃sz,qmd becomes a Gaussian peak with increasing width as
qu decreases. The density profiles given by the full lines in
Fig. 1 show how the dependence onqu produces the gradual
smoothing of the intrinsic profiles up to the plainrsz,Lxd
whenqu is pushed down to the lower cutoffql =2p /Lx set by
the system size.

The same qualitative trend could be obtained keeping the
maximum value ofqu=qm and definingjsRd as the surface
which minimizesQfjg in Eq. (11) with increasing values ofe
so that this parameter would give the control of the level of
molecular resolution for the intrinsic surface as a compro-
mise between the distance to the pivots and the minimization
of the area. However, the use ofqu (rather thane) as a con-
trol parameter is computationally more efficient and it fits
better in the established framework of the CWT.

Our prescription forjsRd as a function ofqu may be
changed in other aspects and hence give somewhat different
shapes forr̃sz,qud. It appears that the simplest way to intro-
duce the dependence on the upper cutoff would be to use
qu=qm directly as a variable, to minimizeQfjg in Eq. (11) .

FIG. 6. Two-dimensional density of first layern0/nB vs the tem-
perature reduced to the critical one. The full symbols(and full line)
show the values obtained with the present definition of intrinsic
surface. The empty symbols(and dashed line) are the values of a
previous work obtained fitting the simulation mean density profiles
to a superposition of Gaussian layers(14). Circles, SA potential,
squares: Hg potential, triangles: Lennard-Jones potential.
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As long as thesequ=qm are around 2p /s the statistical prop-
erties of the intrinsic surface and the shape of the intrinsic
profiles would depend very little on the precise value of the
cutoff. For qm<p /s, the intrinsic profiles still have a first

d-function peak, but there is an artificial increase ofuĵqu2
typical of the overfitting requirement for the surfacejfRg to
pass through a number of pivots comparable to the degrees
of freedom. For even lower values ofqu=qm there would be
less variables injfRg than pivots, the intrinsic surface would
fail to pass over all the pivot atoms, and the intrinsic profile
would take a smoother aspect similar to those obtained with
our choice forqu,qm. In contrast with such piecewise be-
havior, our proposal to keep a fixedqm<2p /s for the selec-
tion of surface pivots and then restricting the number of Fou-
rier components without changing their values has the
advantage that both the intrinsic profilesr̃sz,qud and the
mean squared fluctuations of the intrinsic surfaceDsLx,qud
have a gradual dependence on the wave vector cutoffqu,
from the sharpest description forqu=qm to the range of va-
lidity of the classical CWT.

B. Intrinsic profiles in normal coordinates

The intrinsic profile defined in Eq.(4) uses the macro-
scopic normal coordinatez to represent the distancezi
−jsRid, between the particles and the intrinsic surface. It has
been pointed out12 that this definition should be replaced by
a local normal coordinatezn, to give a normal intrinsic pro-
file

r̃nszd =K 1

Anszdoi=1

N

dsz− r ifjgdL s13d

in terms of the true distancer ifjg between the particle at
sRi ,zid and the surfacez=jsRd. As we already usedr ifjg
øt as a criterion to incorporate new pivots, we may easily
compute the contributions to Eq.(13) . The main difficulty
comes from the termAnszd in the denominator, which in-
cludes the Jacobian for the transformation fromd2R=dx dy
to the local transverse area, along the surface at distancez
from jsRd. For z=0, this Jacobian should just give the area
of jsRd, i.e., Ans0d=A0+DAfjg, with the increase(10) over
the nominal surface areaA0=Lx

2, which reduces the two-
dimensional density of thed-function peak inr̃nszd with re-
spect to that inr̃szd. However, asuzu grows Anszd should
approachA0, because thenormal distance and thez distance
would become similar. However, there is no analytic form to
exactly describe the Jacobian of the transformation, which
for large uzu becomes a set of isolated singular points with
diverging contributions.12 To avoid this problem we have
used a simple interpolation scheme

Anszd = Lx
2S1 +

1

2o
q

uĵqu2

s1 + uĵquuzuq2d2
D ,

which gives the correction at order 1/uzu for a weakly corru-
gated surface and recovers the exact result forz=0.

A normal intrinsic profile for the SA model at the triple
point temperatureT/Tc=0.12 is presented in Fig. 7 and com-

pared with the one obtained using the distance to the intrinsic
surface along the macroscopic normal direction(4). There is
a small difference in the two-dimensional density associated
with the d-function peak, since the same number of pivot
atoms are divided by the macroscopic areaA0 in Eq. (4) and
by the intrinsic surface areaAns0d=A0+DAfjg in Eq. (13).
Moreover, r̃nszd shows slightly narrower and closer layers
than r̃szd since the latter may be regarded as the average of
r̃nszd for different orientations of the local normal direction.
The differences are reduced withqu,qm and both intrinsic
profiles recoverrsz,Lxd for qu=2p /Lx. For very rough sur-
faces, the description of the interface given byr̃nszd may
become qualitatively better than the description withr̃szd,
which relies on the existence of a flat macroscopic surface
fixed by the boundary conditions. However, for the relatively
flat interfaces explored with the slab geometries of our MC
simulations, the relative increase of areaDA/A0 is below
10% and the differences between the intrinsic representations
of the interface are rather small. Moreover, the simple Gauss-
ian convolution(5) and (6) which relatesr̃szd with rsz,Lxd
within the CWT does not apply tor̃nszd, which would re-
quire a cumbersome transformation to include the inverse
Jacobian fromAnszd to the macroscopic areaA0.

C. The relationship betweenr̃„z,qu… and r„z,Lx…

We turn now to the comparison between the alternative
descriptions of the liquid surfaces provided byr̃sz,qud and
rsz,Lxd. Within the classical CWT the intrinsic profile was
assumed to be essentially void of information on the micro-
scopic structure of the interface, as the simplest step function
between the densities of the coexisting vapor and liquid
phases. The smooth shape ofrsz,Lxd would then be fully
controlled by the functionDcwsLx,qud, determined in Eqs.(5)
and (6) by the macroscopic surface tensiong0 and the em-
pirical value ofqu=2p /s (or p /s as preferred by other au-
thors). Alternatively, if the intrinsic profile is associated to
the result of a DF approximation,12 it would include some
microscopic information, since its shape depends on the mo-
lecular interactions andT, but the effective value ofqu and

FIG. 7. The intrinsic profile for the SA model atT/TC=0.12.
The full line and full vertical arrow shows the intrinsic profile ob-
tained using the distance to the intrinsic surface along the coordi-
natez, r̃sz,qmd, and the dashed line and open arrowhead give the
intrinsic profile in local normal coordinates.
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its relation torsz,Lxd becomes uncertain.31 The interpreta-
tion of the x-ray reflectivity data for several liquid metals, in
terms of very structured intrinsic profiles,16,17 gave a quali-
tative step in the amount of microscopic information con-
tained in r̃sz,qud, and partially blurred inrsz,Lxd. The
Gaussian parametrization(7) uses parameters such as the oc-
cupation of the consecutive atomic layers, their relative sepa-
ration, and their width, which are closer to the precise de-
scriptions of surface reconstructions in solid interfaces than
to the coarse description of a smooth density profile, typical
of liquid surfaces. The MC simulations of simple fluid mod-
els with very low melting temperature18,20 confirmed the ex-
istence of strong atomic layering inrsz,Lxd, which were well
fitted by Gaussian peaks

rsz,Lxd = o
i=0

`
ni

Î2pai

expF−
sz− zid2

2ai
G s14d

as shown by the convolution(5) and(6) of the intrinsic pro-
file (7). The number of independent fitting parameters is re-
duced with constant distance between layerszi+1=zi +§ and
constant increase of the square Gaussian widthai+1=ai +a
for the inner layers(typically beyondi =3). The liquid bulk
density imposes the restriction of constant occupation for the
inner layersni =rl§ and the values of§ anda may be related
to the complex poles of the direct correlation function in the
bulk liquid.32,33 The vapor bulk density may be easily in-
cluded in these description, extending the series of Gaussian
peaks to the negative side of thez axis, but at low tempera-
tures the effect is negligible in the aspect ofr̃sz,qmd.

The present analysis of the same models, with our opera-
tional definition for the intrinsic surface, enhances this view
of liquid surfaces, since it increases the accuracy in the char-
acterization of the weak layering structures observed in
rsz,Lxd and extends their study to much higher temperatures.
The results for the LJ system, the prototypical model for
simple fluids, show that the smooth shape of the density
profile rsz,Lxd at the triple point temperaturesTt /Tc<0.57d
hides the layering structure of the intrinsic profiler̃sz,qmd at
its sharper level of description of the liquid surface.22 On the
other hand, the straightforward CWT relationship between
r̃sz,qud andrsz,Lxd is not satisfied within our detailed view
of the interfacial structure. As shown in Fig. 8, the simple
Gaussian convolution(5) and (6) fails to reproduced the
mean profilesrsz,Lxd observed in our MC simulations from
the intrinsic profilesr̃sz,qmd, even if we use the mean square
width DCW (or equivalently the effective cutoffqu

eff) obtained
along the same MC samplings to describe the observed width
of the interface within the classical CWT. That failure im-
plies a correlation between the intrinsic profile and the cor-
rugations of the intrinsic surface, which were assumed neg-
ligible by the CWT.

The characterization of such correlations is better done
through the fit of the intrinsic profilesr̃sz,qud, to the form
(14) with parametersñisqud, z̃isqud, andãisqud, which depend
on the upper wave vector cutoffqu. The Gaussian convolu-
tion in the CWT would predict that the layer occupations and
their positions should be independent ofqu, and hence equal

to their values in the sharpest intrinsic profile(7), ñi
; ñisqmd and z̃i ; z̃isqmd. The squared Gaussian widthsãisqud
should be given byãisqmd incremented by the CW fluctua-

tions kuĵqu2l, added forquø uqu,qm. The independent fits of
r̃sz,qud are fairly compatible with common values of the
layer densitiesñi. They indicate a weakqu dependence on the
separation between the first layersz̃1− z̃0. However they
present a clear discrepancy with the CWT prediction for the
layer widths. In Fig. 9 we present the functionsDisqud
; ãisqud− ãisqmd for the first layers in the SA model at
T/Tc=0.21 and obtained MC simulations with a large trans-
verse sizeLx<18s, which give access to values ofqu rang-
ing from ql <0.35/s to qm<6.3/s. The CWT prediction is
that all these curves should be equal to the square width
DCWsLx,qud, shown by the dashed line in the same figure.
The discrepancy with such prediction is obvious and in-
cludes two different effects. The first one is that whenqu is
reduced from is maximum valueqm, the increase in the width
of the outer layerssi =0,1d is larger than the width of the
intrinsic surface fluctuations for the same values ofq. This
effect is directly observed in the shapes of the intrinsic pro-
files as functions ofqu, in Fig. 1, asqu diminishes from its
maximum valueqm, the first (d function) layer’s width in-

FIG. 8. The liquid-vapor density profilesrsz,Lxd, in reduced
units, obtained from the simple Gaussian convolution(5) and(6) of
the intrinsic profilesr̃sz,qud with several values ofqu, for the SA
model atT/TC=0.15 andLx=9s. Dashed line:qu=p /2s, dashed-
dotted line:qu=p /s, dotted line:qu=qm. The full line shows the
mean density profile observed in our MC simulations.

FIG. 9. Disqud=Disqud; ãisqud− ãisqmd for the four first layers
si =0,3d, for the SA model atT/TC=0.21. The dashed line shows
the CWT predictionDCWsLx,qud. The inset shows the parameterli

(circles and full line) as a function of the layer indexsid, and the
lineal fit of li for the inner layers(dashed line).
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creases rapidly without appreciable changes in the inner
peaks. Asqu decreases towardsql =2p /Lx, the derivative of
D0squd in Fig. 9 becomes closer to the CWT prediction, but
the difference accumulated from the largequ is reflected in
the shape ofrsz,Lxd with a much wider first layer than pre-
dicted from the direct CWT convolution in Fig. 8. In our
previous attempts20 to get the intrinsic profiles as deconvo-
lutions of rsz,Lxd with Gaussian weights, within the CWT
assumptions, we already observed that an upper cutoffqu
=2p /s was far too short to reproduce ad-function at the first
layer of r̃sz,qud, as used in the interpretation of the x-ray
reflectivity experiments. Our present results show thatqu

eff is
in fact even shorter, so the relationship between the sharpest
intrinsic profiler̃sz,qmd and the CW-averaged density profile
rsz,Lxd has to include the strong correlations between the
atomic positions and the corrugations of the intrinsic surface.
In particular, it is easy to observe that the positions of the
pivot particles are correlated with the extrema ofjsRd, rather
than being randomly distributed over it, which may result
from our definition of the intrinsic surface as the minimal
area surface going through the surface pivots. It is possible
that other operational definitions for the intrinsic surface
might reduce these correlation effects, but if such definitions
have to be pushed to the sharpest(d-function) description of
the first layer, they should also changegsqd to give an un-
physically high effective upper cutoffqu

eff<4p /s, well be-
yond the resolution of atomic distances, as the only way to
reproducersz,Lxd within the CWT assumption. More likely
we might have to accept that such a sharp resolution of the
intrinsic density profile would only be possible beyond the
range of validity of the classical CWT.

The second discrepancy between the CWT and our results
in Fig. 9 is obvious in the square width increments of the
inner layers(i =2 and 3). The reduction ofqu from it maxi-
mum valueqm down to half that value, produces a small
increment inD2, and leavesD3 nearly unchanged. Only for
the lowest wave vector components the inner layers seem to
follow the undulations of the intrinsic surface, while the
short wavelength CW modes are clearly damped in their
propagation to the inner layers. From a physical point of
view this is much more appealing that the CWT concept of a
rigid propagation of the intrinsic profile, at a depthz@s into
the bulk liquid, as consequence of a transverse modulation of
wavelength 2p /qm<s at the surface. Such an assumption of
the CWT was only made reasonable by the hypothesis of a
structureless intrinsic profile, becoming constantr̃szd=rl

within one atomic diameter of the interface, so that the un-
physical rigid displacement in Eq.(5) becomes irrelevant.
The strong oscillations of the intrinsic profiles obtained here
make the damping effect clear, and in order to quantify it we
have fitted the functions in Fig. 9 asDisqud<Dis0d
3exps−liqud. For the inner layers, the parametersli, shown
in the inset of Fig. 9, present a linear dependence withzi,
which corresponds to a damping proportional to exps−bzqd
with a dimensionless constantb, to describe the effects of a
CW with wave vectorq at a depthz inside the liquid.

The enhancement due to the transverse correlations be-
tween the atoms and the extrema ofjsRd, and the
q-dependent damping of the CW effects with the depth pro-

duce opposite effects, and they may cancel each other as
observed for the third layerD2 at low qu. However, a sys-
tematic exploration of these effects, either with our definition
or with any other variant for the intrinsic surface, would be
required for a definite answer to the relationship between
r̃sz,qud andrsz,Lxd beyond the CWT prescription. Only for
qu well below the effective upper cutoffqu

effsTd, which is
itself well below 2p /s, could we recover the range of valid-
ity of the CWT, with intrinsic profilesr̃sz,qud which are
fairly smooth functions ofz, keeping some weak oscillatory
structure for very cold liquidssT/Tcø0.2d and being mono-
tonic at higherT/Tc. The shape of these intrinsic density
profiles would depend on the choice ofqu, as well as on the
temperature and the characteristics of the interactions and the
CWT would correctly predict the blurring of that shape in the
density profilesrsz,Lxd for larger transverse sampling sizes.

V. CONCLUSIONS

The first conclusion we may extract from this work is that
the range between the classical CWT and the description of
liquid surfaces at atomic resolution, is now fully open to
quantitative studies. The CWT framework currently used to
interpret the experimental x-ray reflectivity data has to be
extended to reach the sharpest view of the interface with
atomic resolution. The computer simulations may provide a
useful tool to establish a broader theoretical framework. It is
well known that any thermodynamic description of curved
liquid surfaces has to be based on a particular choice for the
nominal mathematical surface associated to the molecular
configurations.2 The CWT predictions for long wavelength
CW are independent of the particular definition for the in-
trinsic surface, but when we push the concept of intrinsic
surface to wavelengths comparable with the atomic diameter,
the surface properties should be presented and analyzed
within a well characterized definition ofjsRd.

We have checked that intrinsic surfaces defined as local
Gibbs dividing surfaces14,23 may only be used with upper
wavelength cutoffs well belowp /s. Otherwise the bulk fluc-
tuations would dominate over the surface fluctuations and
produce a spurious growth of the short wavelength fluctua-
tions of the intrinsic surface. The alternative based on the
selection of surface pivots offers an operational definition
which may be computed for large samplings of atomic con-
figurations, and gives a fairly natural choice for the instanta-
neous location of the interface. Our proposed definition is
certainly not unique but it seems to be quite robust in its
predictions with respect to reasonable variants and with re-
spect to its parameters, at least up to temperatures around the
triple point of simple molecular liquids. The direct applica-
tion of our definition to temperatures closer toTc would cer-
tainly lose robustness with respect to the parametersn andd,
used for the percolation analysis previous to the selection of
the surface pivots. Also the intrinsic profiles would have
more artificial steps atz=t, with the parametert used to
incorporate new pivots. These difficulties come directly from
our procedure to select the first liquid layer, which may be
well defined in cold liquid surfaces, but which becomes
rather artificial near the critical point. Any robust definition
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of jsRd at highT would probably require a looser link with
the atomic positions, and lead to smoother intrinsic profiles.

Our results present the cold liquid surfaces as strongly
structured systems, in a trend initiated over the last decade
by the analysis of x-ray reflectivity data,16,17 reviving an old
theoretical controversy on the presence of atomic layering at
free liquid surfaces.33,34 The structured intrinsic profiles ex-
tracted from the reflectivity data for some liquid metals offer
a clear contrast with the stepwise shapes ofr̃szd, favored by
the theoretical assumptions of the CWT, and void of any
information on the surface structure. The experimental quest
for layered liquid surfaces has made important advances in
the quality of the experimental data and in the depth of their
analysis, trying to clarify the threshold between systems with
smooth density profiles, described as convolutions of step-
wise intrinsic profiles with the CW distributions for the fluc-
tuations of the intrinsic surface, and those with a structured
r̃szd, which may be recovered from behind the CW
smoothing.35

However, the comparison of our results at the very low
triple point temperature of the SA model, and those for the
LJ prototype of a simple fluid, supports the idea that the
atomic layering of the intrinsic surfaces is in fact a generic,
and somehow trivial property of liquid surfaces, when de-
scribed at the sharpest level of resolution, i.e., with ad func-
tion to represent the density of the first atomic layer in the
liquid. Such layering should be observed in liquid surfaces
whenever the size of the transverse window(set by the ex-
perimental detector resolution in the x-ray experiments, or by
the simulation box sizeLx) becomes small enough to reduce
the broadening by the CW. The surface tension, through the
exponenth<p / sbg0s2d in the CW dampingasLxd,Lx

−h,
for the amplitude of the density oscillations,36 induces an
effective limit of T/Tc<0.2 for the direct observation of lay-
ering in rsz,Lxd for the typical valuessLx,10sd used in
computer simulations. For the larger sampling windows of
about 1000 Ås<300sd presently used in x-ray reflectom-
etry, the surface layering would be fully damped forT/Tc
<0.15 or higher, but this temperature threshold would be
pushed up by any improvement in the experimental setup,
leading to an increase in the transverse resolution.

It was already observed in the analysis of the experimen-
tal data16,26that the shape of the intrinsic profiles is similar to
the bulk-liquid pair distribution functiongsrd. Such an obser-
vation is confirmed by our MC results and it might appear to
close the circle back to an intrinsic surface which is essen-
tially void of information on the surface structure, since it
could be inferred from the bulk liquid density and itsgsrd,
much as the simplest step function of the early CWT inter-
pretations was fully determined by the bulk coexisting den-
sities. Nevertheless, there are aspects ofr̃szd which offer
truly intrinsic information on the atomic structure of the sur-
face, depending on the temperature and model interactions.
The most important of these aspects is probably the two-
dimensional density of the first liquid layerñ0 given by the
mean number of pivot atoms per unit area, within our defi-
nition of the intrinsic surface. The results in Fig. 6 for the SA
model show the decay ofñ0 with increasing temperature. At
the triple point temperaturesTt /Tc=0.12d we find ñ0

<0.75/s2, while atT/Tc=0.66 we getñ0<0.3/s2, although
with larger error bars associated with the choice oft. The
trend is similar to our previous estimations of this layer den-
sity, from the parametern0 in the fit to the weakly structured
density profilesrsz,Lxd, which were reduced to a shorter
range of temperatures and have much larger error bars. Our
previous results19,20 from the even weaker layering observed
for the Hg model, which presented an increase ofn0 with the
temperature, are changed with the present and more precise
estimation ofñ0 into a decreasing line, parallel to that for the
SA model but with denser layers at the same value ofT/Tc.
The results for the LJ model also run above and roughly
parallel to those of the SA model, with values just above
0.5/s2 at the triple point. The densities of the inner layersñi,
for i ù1, contains less information, since they rapidly con-
verge towards the valuenb determined by the liquid bulk
density and the period of the oscillations ingsrd. The layer
width and the relative positions, as well as their correlation
with the roughness of the intrinsic surface, may also contain
some relevant information on the surface structure, but re-
quire further studies to discern the results from a plain con-
volution of the bulk liquidgsrd with the structure of the first
liquid layer.

The combined analysis of the specular reflectivity, the in-
plane and the out-of-plane scattering of x rays from liquid
surfaces3,25,26 is providing experimental data of increasing
accuracy, which are interpreted within the classical CWT
framework. The reflectivity wings that are slightly out of the
specular conditions are well fitted by the Gaussian fluctua-
tions of an intrinsic surface, with the mean squared ampli-
tudeDCWsLx,qud predicted by the CWT withqu,p /s. This
is consistent with our observation of Gaussian distributions
in Fig. 3, and compatible with the values ofqu

eff obtained in
our MC simulations at low temperatures. However, our re-
sults for qu

off in Fig. 5 provide effective cutoffs for the CW
fluctuations which(particularly at highT) are well below the
usual empirical estimations. This temperature effect on
DCWsLx,qud might be checked with a careful estimation of
the effective sampling sizeLx given by the experimental set-
ups and the empirical lawqu

eff<bg0s /2, followed by our
results, could be contrasted.

The recent direct experimental determinations of theq-
dependent surface tension27–29offer a more ambitious target.
The shape ofgsqd at largeq would certainly depend on the
effective definition of the intrinsic surface which comes out
of the experimental sampling in liquid surfaces. Hopefully,
the effectivejsRd seen by the scattered x rays would not be
very different than those obtained with our operational defi-
nition, using the most reasonable choices for the parametert.
Nevertheless, a firm comparison between the CW observed
in experiments and in simulations, as functions of their wave
vectorq would only be possible with a full theoretical analy-
sis of the scattering process, going beyond the CWT assump-
tion of uncorrelated intrinsic surfaces and intrinsic profiles.
Any attempt to get a theoretical prediction forgsqd should
also take into account the(implicit or explicit) definition
used for the nominal intrinsic surface and the presence of
strong correlations between the corrugations ofjsRd at
atomic scale and the shape of the intrinsic profiles.
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The effects of those correlations are even more important
to extract the shape of the intrinsic profile from the experi-
mental reflectivity data. The high quality of the present ex-
perimental data16,17 would give a very detailed view of the
intrinsic profiles, if the assumptions of the CWT were
granted. However, the difference in Fig. 8, between the mean
density profilersz,Lxd observed in our MC simulation and
the CWT convolution of the sharpest intrinsic profiler̃sz,qmd
represents a much grosser uncertainty, introduced by the cor-
relation effects quantitatively described in Fig. 9, but fully
ignored in the analysis of the experimental results. These
correlations would certainly depend on the effective defini-
tion of intrinsic surface emanating from the x-ray scattering.
Therefore, a thoughtful theoretical analysis of that process,
together with the extension of our method to computer simu-
lations for more realistic representations of cold liquid metal
surfaces37 seem to be the path, towards a robust character-
ization of those interfaces at atomic resolution. Meanwhile,
the main aspect ofr̃sz,qmd which appears to be unaffected by
the correlations is the density of the first liquid layerñ0,
which determines the behavior of the surface structure factor
FsQzd at low Qz. Intrinsic profiles with similar values forñi

for all the layers, give surface structure factors increasing
monotonically from a flat limitFsQzd=1 at low Qz, to a
sharp peak atQz<2p /s. However, intrinsic profiles with
values ofñ0 well below that of the inner layers, give a func-
tion FsQzd with a shallow minima between theFs0d=1 limit
and the maximum. The comparison of the present values of
ñ0 for simple pairwise models, with those from computer
simulations using more realistic treatments of the metallic
bonding and with the experimental results forFsQzd in liq-
uid metals may provide the first checks of the validity of the
new view for liquid surfaces, described in terms ofñ0, qu

eff,
and possibly other intrinsic parameters, which may deter-
mine the physical and chemical processes occurring on cold
liquid surfaces.
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