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Monte Carlo intrinsic surfaces and density profiles for liquid surfaces
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Operational definitions for the intrinsic surface to be used in computer simulations of liquid surfaces are
discussed and tested along with Monte Carlo simulations of simple liquid models. The results are contrasted
with the theoretical framework of the capillary wave the¢BWT), and with the strongly structured intrinsic
profiles used in the interpretation of x-ray reflectivity experiments for cold liquid metals. The definition of a
minimal area intrinsic surface pinned to a set of pivot atoms at the surface leads to intrinsic density profiles
with the sharpest atomic resolution, but which are beyond the assumption of the CWT, with strong correlations
between the intrinsic profiles and the fluctuations of the intrinsic surface and with an effective wave-vector-
dependent surface tension.
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I. INTRODUCTION odic boundary conditions on the transverse direc(oith

In 1893 van der Waal€ pioneered the description of the Lx=Ly=Ag"). The fixed number of particle and the low
liquid-vapor interface through a smooth density profi(@). compressibility of the bulk IJqU|d would limit the fluctua-
The present experimental and theoretical technigigsze  tions of the|gq|=0 component, around its mean value
us a much enhanced microscopic resolution @), but at
the same time unveil the problem of its statistical interpreta- @ y~ & ?)
tion. Unless pinned by external fields, a free liquid surface is o= 2(p = p)Ao
statistically delocalized by long wavelength capillary waves
(CW's)* the one-molecule density distributipiz) would be  The + sign gives the upper/lower Gibbs dividing surface,
smoothed, up to missing any signature of the interface, whilelefined in terms of the coexisting liquig) and vapor(p,)
the two-molecule distribution would develop long-rangeddensities. With the exception of checking the statistical inde-
transverse correlations. The Earth’s gravity localizes the ligpendence and equivalence of the two surfaces on the slab, we

uid surfaces within a few molecular diametersind damps  will refer to them as a single surface in order to avoid the
the transverse correlations beyond millimeter dlStaﬁdﬂﬁ, cumbersome |abe|ing of upper and lower Fourier compo-

still leaves them well outside the usual microscopic ap- P
- . P nentsé,.
proaches. The sharper density profiles observed experimen- The lower wave vector cutoff;=2/L, for the CW fluc-

tally for C.Old. quuid§ result from the combin_ed_ effect of the tuations of the intrinsic surface creates a transverselsize
sample sizgincluding the curvature of the liquid dropand dependence of the density profile

the size of the measurement transverse window, which limit

N_szv

the role of the CW and introduce the dependence of the N
density. profilg on the transverse sampling a&@aln com- plzLy={ — 2 8z-2z) ), (3)
puter simulations the typical transverse area is much smaller Ao iz1

than the experimental windows and finite-size effects have A .
been observed in the interfacial widthand in the layering where the angular brackets represent the equilibrium statisti-

structures cal average. The intrinsic density profile defined as
Capillary wave theoryCWT) (Refs. 4, 5, 9, and )Qoro- N

vides the framework to introduce the surface fluctuations and (2) = 1 > dz-z+&R))] (4)

the size dependence of the density profiles by means of an Ao iz e

intrinsic surfacez=¢(R), with R=(x,y) representing the in-

stantaneous microscopic boundary between the vapor and tggould take out the dependencelgnHowever, the specific
liquid phases. Thus, in computer simulations of a liquid slabdefinition of §(R) and, particularly, the upper cutoff, for
with the center of mass on the=0 plane and two liquid- the level of resolution at whicl(R) follows the molecular
vapor interfaces parallel to it, the intrinsic surface is de-positions, would affect to the shape of the intrinsic profile,

scribed through its Fourier components which we refer to a$(z,q,) whenever thisg, dependence
5 jaR has to be made explicit.
ER)=2 &€ @ The first assumption of the CW{Ref. 4 to relate the
q

alternative descriptions of the interface givengiy,L,) and

with the sum over transverse wave vectorg p(z,q) is that the later is statistically uncorrelated with the
=2m(n,,ny)/L, andn,,n,=0,%1,+2..., to include the peri- intrinsic surface, leading to
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) e Loa retical framework to interpret the results. The Fresnel reflec-
p(z,L,) =f dZ Pz )p(z-2' = (&p),00) (5 tivity, for a planar and sharp step function is diminished by
the interface broadening, which may be interpreted as the
whereP,(2) is the probability distribution for the local fluc- CW effects on a steplike or intrinsically smooth(y);*°

tuations of the intrinsic surfacﬁR)—(%()). The second CWT however, for liquid metals such as Hg and Ga, an increase
assumption is that the fluctuations &R) at the inverse was c_)pserved rgther than decrease, over.the Fresnel
; tureg= (k)L foll ol tace Hamiltoni reflectivity1617 This was interpreted as the signature of
empera ures= (kg ). ollow a simple surtace Hamittonian - 54 mic layering; the uncertainty in the effective size of the
with the macroscopic surface tensigg This leads to uncor-

experimental windowitypically L,~ 10°* A) and in the defi-
related Gaussian probabilities for the Fourier componentﬁitron of g, may bg((glr‘;wn ):ogxether us)ingcw as a free
u

with mean square valugg,2=(ByoA0d " for any|q| be- fitting parameter and the intrinsic profiles for liquid Hg were
tween the lower and the upper wave vector limits and to thditted to the form
Gaussian probability

1 v 7(2) = Ao S S p[—(Z_Z)Z} 7
Pﬁ(”imex“(‘mcw)- ®) A it - L

The CW mean square amplitud@ (L, ) ==, Iéqlz, for  with the first &-function peak giving the sharpest possible
2mwlLy<|q|<q,, provides the link between the dependenceresolution for the atoms at the interface, followed by a series
of p(z,L,) on the system size, and the dependende(nfq,)  of broadening Gaussian peaks with structures similar to

on the assumed CW upper cutaff. The fluctuations of, those of dense liquids near planar walls.
may be easily included is that scheme as an additibokd The qualitatively different assumptions made for the
contributionA,, to be added ta\cyy shape of the intrinsic profiles in the above commented appli-

There is no serious doubt about the upward use of th&ations of the CWT, and the uncertair_ny in value of the upper
CWT to incorporate the effects of long wavelength capillaryCutoff gy, reflect the lack of connection between the CWT
waves. The density profile(z,L,) from a computer simula- and the microscopic d_escrlptlon of the'free I'|qu_|d surques.
tion with fairly largeL, may be safely convoluted 3&z,q,) | "€ development of simple models, with palrvglse additive
in Eq. (5), to get the density profile(z,L’) with an even interactions and very low melting temperaté#é? showed

L, ) o XL 5 , that the layering of free liquid surfaces was not exclusive of

larger L;, just taking the contributions off§q| for 2x/L,

- ; the metallic bonding in Hg or Ga, but that it would be a
<|qg|<27/L,. However, its downward use, trying to extract common feature of cold liguids when not preempted by their

a sharper view of the molecular structure at the liquid Surfac%rystallization. These models have been used in MC simula-
from p(z,L,) has been frustrated by the uncertainties in thejgns o explore different questions related to the surface lay-
value ofg, and its effects on the shape pfiz,q.). ~ ering such as the connection with the Fisher-Widom?iRé

It is expected thaty, should not go beyond2/ o. This  and, more recentR? to test the operational definition of the
qualitative threshold has often been used to set the value @itrinsic surface, which applied to sampling of MC configu-
the upper cutoff, whilgy(2) has sometimes being taken as arations, gives a direct evaluation p€z,q,), to be compared
sharp step functioh* which in Eq.(5) would give an error-  ith the previously conjectured forms, as well as direct ac-
function representation qf(z,L,). Alternatively, Mecke and  cess to the statistical properties@R), to check the validity
Dietrich'? have assumed thgi(z), without explicit depen-  of the CWT assumptions. The following section of this paper
dence ong,, could be represented by the smooth densityis a detailed account of the methods used to determine the
profile p(2) obtained within a density functiondDF) ap- intrinsic surface associated with each microscopic configura-
proximation, which has no explicit dependencelgnA re-  tion of the interface, while in Secs. Ill and IV we present and
lated DF approach to the CW structure was pioneered byiscuss the results in the context of the classical CWT and
Robledoet al.® and has been explored in detail by Stetki. also in relation with the analysis of x-ray reflectivity experi-
Under the assumptions of a very smooth intrinsic profile andnents. The characteristics of the NVT Monte Carlo simula-
a generic density functional expansion up to second ordeftions for liquids slabs are equal to those reported in previous
the grand-potential free energy of a corrugated interface igvorks181922Most of the results correspond to 2592 particles
cast into an effective Hamiltonian f@&R). The direct com- in a rectangular box with periodic boundary conditidns
parison with the results of computer simulations throws light=L, ~ 9¢ and L,~ 810, with the liquid slab filling approxi-
on the difficulties associated to the upper cutgff on the  mately a third of the volume. To check for finite size effects
need to include the higher order derivativespgf) in the  we have performed some simulations with 10 368 particles
functional expansion, and on the problem of separating thand L,=L,~180. The reported results correspond to three
surface and the bulk fluctuations, tied to the definition ofdifferent pair potential interactions. The Lennard-Jo(leh
&(R) used in computer simulations. interaction and the results for the soft alkédiA) and mer-

On the other hand, over the last 15 years the analysis afurylike (Hg) models, described in previous works, are com-
x-ray reflectivity on liquid surfaces has made importantpared with those for the well known Lennard-Joné&s)
progress towards a better characterization of their micromodel, all of them truncated at2.5¢. All the reported tem-
scopic structureand the CWT has become a standard theoperatures are safely above the triple point to avoid any pos-
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at T/T.=0.15. The upper-left corner corresponds to the den-
sity profile p(z,L,) or, equivalently, to the intrinsic profilgt)

and (9) whenq, is below 27/L,. The layering structure in
that profile is damped with the choice of larggr as shown

in the other quadrants. This is due to the increasing effect of
the bulk fluctuations on the position of such a Gibbsian in-
trinsic surface. The fluctuation in the number of molecules in
a liquid prism, with basé?=(L,/M)? and spanning a height
L(Z'), is ((N=(N))?=kgTx(N)p,, in terms of the bulk isother-
mal compressibility. The definitio®) for the intrinsic sur-
face incorporates these bulk fluctuations to the position of
&(R) producing a mean square deviation of the local Gibbs
surface

1.5 q,=0 q,="/20

2

FIG. 1. Intrinsic profile$p(z,qy) in units of the atomic diameter Ap= M
o for the soft-alkali model aff/Tc=0.15. Broken lines: the local (|§p|)2
Gibbs surface definition for the intrinsic surface. Full lines: the
surface pinned definition, the arrow shows the density of dhe
function layer. The upper-left corneq,=0, corresponds to the
mean profilep(z,L,) identical for both definitions of the intrinsic
surface.

~ kBTXTL(zl)qa

which is not correlated to the microscopic position of the
interface. With the typically low compressibility of the dense
liquids, the effect of thig\,, would be a small fraction ok
when used over our MC bok,~ 90, but the application to
the sub-boxes increases, by a factorM?, while Ac, de-
creases. The blurring of the intrinsic profiles obtained for
largeM (or q,=~ 27/ o) indicates that such local Gibbs divid-
ing surface becomes fully uncorrelated with the actual posi-
tion of the liquid-vapor interface. To get the highest resolu-
tion in the description of the interface througkz,q,) we
search for a different definition Gf(R).

sible effect of surface-induced crystallization and well below
T, to avoid the interference of bulk criticality.

II. DEFINITIONS FOR THE INTRINSIC SURFACE
A. The local Gibbs surface

The simplest operational definition ¢fR) would be a B. The surface pinned definition
local generalization of the Gibbs dividing surfa@, as pro-
posed in the early works on the CWRef. 9 and recently
used in computer simulations for the LJ mddeand for
polymer mixtureg? In our slab geometry with,=L, and
the center of mass fixed on tlze0 plane, we consider the
upper and lower parts of the systéparticles withz,>0 and

7, <0, respectively, and divide each subsystem in prisms of "~ - e

transverse sizg=1,=L,/M, spanning a length,/2 on the ne|]9hbqrs, Icloser ;had_l'w’ as t;]elr}g |r_1dthe \f/apor ghas_tta)l

normal direction. Then a piecewise intrinsic surface, with a]c_)r orming loose hangovers on the liquid surface. Possible

resolutiong, ~ 27M/L,, is defined as iquid droplets_ in the vapor phase are also eliminated by a
cluster analysis done with the same distadcso that all the
remaining particles have or more neighbors in the liquid

In our previous work? we proposed an operational defi-
nition of intrinsic surface, which may be carried out auto-
matically for samplings along computer simulations. The
definition uses a set of pivot atoms located at each surface of
the liquid slab; to choose these pivots for a given configura-
tion we first eliminate all the particles with less thas3

N:(R)_Eszu slab. At the low temperatures explored here, most of the
&(R)= + : (8)  particles belong to that clage.g., out of the 2592 particles
(b1 = po)Ao in our simulations only 3 or 4 are eliminated in a typical

whereN, (R) is the number of particles in the prismRtand  configuration of the SA model at/T.=0.15, but still it is
the sign + corresponds to the upper and lower halves. Thérucial to perform this selection for the possible candidates
continuous limit of this definition is easily expressed in termsto become surface pivots. Nevertheless, the results are quite

of the Fourier components robust with respect to the particular choice:oéndd.
The next step is to divide the liquid slab in prisms, of
Eoa 1 D e_iq.Ri_L_z s (g transverse ared’=(L,/M)?, and take the most external
T T (o py)Ag 250 Pva0)- atomic positions to form the initial sets 82 initial pivots,

for the upper and the lower interfaces. Typically we take
For q<27T/0', this definition of an intrinsic surface would M =3, so that this procedure would give a coarse piecewise
give reasonable results, but @approaches 2/o the mean  representation of(R). The limit to a smooth intrinsic sur-
square value§§q|2> grow with g, as observed by StedRiin face cannot be obtained just taking a lardér since the
the attempt to check the extended CWT of Robled@l!® fluctuation effects would lead to a spurious roughness of
The effect of such a behavior on the intrinsic profiles isé(R), similar to that described above. Instead, we define a
clearly shown in the broken lines of Fig. 1 for the SA model smooth intrinsic surface as the minimal area surface going
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through all the pivots, and restricted to have only Fourier

componentg, with |g| less than a maximum valug,. In our 2.5
MC simulation boxes with.,~9¢ we have typically taken
Om=187/L,~2m/o. The computation of the minimal area 2
surface is simplified if we approximate the relative difference
between the area ¢fR) and the macroscopic arég= Li by

AA 1S o2
a = 22 Pl (10

neglecting the contributions of ordé} and higher, as done
in the CWT. A practical way to obtain the surfaze &(R)
going through the positiongR;,z) for the N, pivots, and 0
with minimum value of Eq.(10), minimize the quadratic

form

FIG. 2. Variation of the intrinsic profil@(z,q,,) with respect to

Np . the choice of the parameter for the soft-alkali model aff/T,
Q&= [&R) -z + e, &% (11) ~ =0.12. Full line: 7=0.460, dashed line:r=0.507, dashed-dotted
=1 a line 7=0.54r, dotted line:7=0.58s. The & function first peaks are

with a very lowe. The degeneracy in the minimum Q(] shown as arrows which height is the two dimensional density. The
y € 9 y inset shows the effectivej-dependent surface tensiop(q) in

with €=0 is broken by any¥ >0, and we may take small ke T/ 02.
enough to avoid the practical interference of the minimiza-
tion of AA/A, with the condition ofz=&(R;) for all the  peak within the parametric forr(7). Increasingr incorpo-
pivots, and at the same time large enough to avoid numericahtes these particles to the figfunction peakf, grows and
problems in the resolution of the linear system. For all practhe shoulder decreases. Howeverr i too large there is a
tical purposes=10"° or 10°® give the same results. very rapid increase i, as the self-consistent determination
The next step in our definition af(R) is to enlarge the of the pivots for some configurations grows suddenly to
number of pivotsN;, from its initial valueM?, to incorporate  more than twice the value in other configurations. This is a
all those which should be considered as surface atoms. Thisignature that the intrinsic surface is incorporating particles
is done by self-consistently adding as pivots all those parwhich should be naturally assigned to the first inner layer,
ticles which are closer than a prefixed distand® the sur-  rather than to the surface, and the corrugatioré(@) in-
facez=&(R). A new intrinsic surface is obtained through the quced by these new pivots induces the incorporation of many
minimization of Eq.(11) including all the new pivots, the others. Eventually, the number of pivots may go beyond the
distances of the remaining particles to this new surface argumber of free variables in the minimization of E¢1) and
compared again with, and the process is iterated until there our full procedure would fail, but even if that does not hap-
are no new additions to the list of piva¥sThe contribution pen, the choice ofr leading to that sudden increase if
of the microscopic configuration to the intrinsic profi#)  should be discarded. The optimal choice, reducing the shoul-
and the statistical properties of the intrinsic surface are obder atz~ r without blowing up the value ofi,, may depend
tained by averaging over 3o 10f configurations, separated on the model and temperature, but it is always around
at least by 50 MC steps. The right-bottom full line in Fig. 1 =0.5+, well within the intuitive meaning of this parameter to
gives a typical example of the intrinsic profiles obtained byseparate the intrinsic surface from the inner particles. Com-
this procedure, compared with the results of the local Gibbgutationally, we have carried out in parallel the averages with

surface for the same system. different values ofr, as a good part of the computational
work required to analyze a configuration with a valueros
C. The parameters+ and g, saved for larger values of this parameter.

The typical value ofN, in our MC simulations withL,
~9¢ is about 60, so that the maximum value of the wave
vector could be reduced, well belogy,=18#/L,, and still

dﬂave more than enough free coeﬁicieé&sto get a surface
(R) going through all the pivots. However, this reduction of

The density profiles obtained with this intrinsic surface
definition always have a first-function peak, as in Eq7),
with a two-dimensional densit§ly=(Np)/ Ay, in terms of the
mean number of pivots per unit area. That peak is followe

by a strongly layered structure similar to that of a dense flui iabl d h le for th R f th
near a planar wall. As shown in Fig. 2, both the valuegf ree variables reduces the role for the minimization of the

and the shape of the following structure depend on thé'€@(10) and the corrugations &(R) increase in amplitude.
choice of the parameterused to add new surface pivots in That is reflected in the increase @& which reflects the
the self-consistent definition @{R). We have explored this over-fitting effects of forcingg(R) to pass through too many
dependence and fixed the valuerab reduce the sensitivity pivots. If we takeq, much larger that /o, there is an
with respect to it. Whenr is too low the intrinsic density important increase in the computational work, &iR) de-
profiles develop shoulders just abazrer, which come from  velops unphysical wedge lines along the lines joining pivots.
the particles which do not naturally fit in the first GaussianAlthough the effect on the intrinsic profiles is very small, this

235407-4



MONTE CARLO INTRINSIC SURFACES AND DENSITY.. PHYSICAL REVIEW B 70, 235407(2004)

[=]

e f>10%)

=

log,,(<|

&

()
=

[\
(=4

BYQ &

—
(=]

FIG. 3. Probability histogramP(¢) of the Fourier components . . . . .
7§q, normalized to the mean square prediction of the CWT 0 1 2 3 4 5 6
E%q/<|:§q|2)é’\fw for the soft-alkali model at/T.=0.15. The squares
are the results for the highest value @#6.2/c, the triangles for FIG. 4. The mean squared amplitude of the intrinsic surface

g=4.4/c0, and the circles for the lowest valge=0.7/0. The broken  Fourier components and the effectigedependent surface tension
lines are the fit to Gaussian probabilities with free width, and they(q) in kgT and atomic diameter units, for the SA model at

full line shows the normalized width Gaussian predicted by theseveral temperatures. CrosseBT,=0.12, circles: T/T,=0.15,

CWT. squares:T/T,=0.21, triangles:T/T,=0.33. The lowq values of
y(q) are extrapolatetbroken lines to the macroscopic surface ten-

tendency to form a faceted surface is reflected in the deplesion vo. The dashed lines in the upper panel give the CWT predic-

tion of<|%q|2). Therefore, the natural and fairly robust choice tions for T/T¢=0.12 andT/T=0.33.
is to takeq,, near 2r/o.

for the Fourier components are in good agreement with

(|&|®cwr for the lowest wave vecto, but they fall down

[ll. STATISTICAL PROPERTIES OF THE INTRINSIC much faster with increasing. This is equivalent to say that
SURFACES (as shown on the bottom panel of the same figthe func-
tion y(q) goes to the macroscopic surface tensjgrior low

Along the same MC samplings used to get the intrinsiCy. 1+ ingtead of the sharp threshold assumed by the CWT,

profiles we have co[nputed the probability histograms for the, ;.. (@) =7, Up to an upper cutoffy,, we get a smoothly
Fourier componentg,. The results in Fig. 3 correspond to growing effective surface tension without a well defined
the SA model afl/Tc=0.15, sampled over fCconfigura-  threshold for the CW contributions. The difference between
tions, the amplitudes for each component are normalized tthe sharp cutoff assumed by the CWT and the gradual in-
the mean squared value predicted by the C‘ﬂfg|2>CWT creasey(q) =y, +Kg?+- -+ (in terms of a curvature energdy)
=(ByA.0%) L, with the macroscopic surface tensigg ob- has been discussed in the interpretation of x-ray reflectivity
tained directly in previous MC simulations for the samedata?>2® Pershaff argued, a few years ago, that the avail-
models!® The probability distributions for the lardg| com-  able experimental data could not discern between these two
ponents are much narrower than the CWT prediction, buglternatives, the second one being equivalent to the former
still with excellent fits to Gaussian shapes. Only for the low-with an effective cutoffg,~ vy,/K. As our results fory(q)

est|q| components, do the observed distributions recover 9row gradually but faster thagf, they are half way between
the CWT prediction represented by the full line in Fig. 3, those two assumptions, and hence they could not be directly
although the slow dynamics of those long wavelength mode§ontrasted with the experiments.

requires longer MC samplings to get good representations of However, more recent reports on x-ray scattering by CW

- o - on several liquidg—2° claim that the functiony(q) may be
P(&;). We have checked that within the precision of our sam- easured, and that at logit decreases from the(0) = y,

pling size, the different Fourier components are uncorrelated, . . o .
imit, reaching a minimum value well below the macroscopic

and that our liquid slab is thick enough to avoid the correla- urface tension. before the expected arowth for | uch
tions between the upper and the lower surfaces. Therefor%’ehavior had béen predicted Ey Mecge and Die?%ﬁom
the stat|st|caIApr20pert|es (ﬁ(R) are fully described by t.he the assumptions that the equilibrium DF density profile may
values of (|&|*) or, equivalently, bX the effective pe ysed as intrinsic profile, displaced by the nominal intrinsic
g-dependent surface tensio/r(]q)z(,8A0q2<|gq|2))‘1, surface, and that the effective surface Hamiltonian might be

The results for<|%q|2> in the SA model over a wide range obtained from a simple DF approximation, with dispersion

interatomic potentials decaying asr{ At large distance. Ac-

of temperatures are presented in Fig. 4, and compared with

- = N ) cording to that analysis, the minimum ifq) would be pro-
the CWT predictions|£;[*)cwr=(B70Ro0®) ™ (broken lines  yceq by a singularity associated to the slow decay of the

for the lowest and highest temperatures. Consistently withjispersion forces, so that it should not appear in our trun-
the results forP(&,), the observed mean squared amplitudescated LJ model, nor in the Gaussian decay model potentials.
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In order to test the effects of the long-range interactions we 6
have run a MC simulation for the untruncated LJ potential at
T/T.=0.63 and withL,~9¢. The intrinsic profiles are very
similar for the truncated and untruncated versions of the in-
teraction potential, and the functiong(q) are identical
around the lower range of accessible wave vectqrs
= 2/L,, with small deviations of less than 5% at the higher
rangeq~ 27/ o. The most significant change induced by the
truncation of the potential comes in the macroscopic surface
tensionvyy; the untruncated version of the LJ potential giving
a 30% increase of, over the truncated version, within the
range observed by other authd?sTherefore, we cannot ex-
e b ot s ol o e compai i - FIG:. The CWT-efcive o cries and s by
notonous growth of(q). Moreover, the inset in Fig. 2 shows the SA model over a Ia_rge range of temperatures. Tht_a r(_esults for the
. . . Hg (squarey and LJ (triangle§ models would have similar error
the depeh_dence. Qf(.q) W'th the choice of the parameterin bars. The lines give the values 8,02/ 2 for the three models. SA:
our definition of intrinsic surface and for the largest values ofyy| jine, Hg: broken line, and LJ: dotted line, as functionsTafTc.
7 we observe a shallow minimum i(q). This corresponds Empty symbols correspond to MC results with=2592 and full
to intrinsic surfaces with the highest density of surface piv-symbols withN=10 368.
ots, close to the instability in our self-consistent method to
select those pivot atomﬂs, and the minimumyéd) [i.e., the (. the second peak i(z,q,), and use the error bars to
relative increase of(|&|?) over the CWT prediction indicate the estimated uncertainty of that natural choice. In
(By0A00>)™1] could be interpreted as the excess of corrugaaddition to the choice of the parameterdirectly linked to
tion in &(R), when forced to go through too many pivots. the density of selected surface pivots, there are other aspects
Therefore, the details in the definition for the intrinsic in our intrinsic surface definition which may affect the form
surface may change the shape of the functigg) much  of y(q) at largeq. In particular, the apparently exponential
more than the presence or absence of long-ranged interagecay of(|%q|2> at largelq|, similar for all the models and
tions. Within our scheme to defirR) for each atomic con-  temperatures explored here, is probably a result of the mini-
figuration, the choice of the parametereflects the lack of mga| surface character assumed £R), and it may be dif-
uniqueness in the definition of the intrinsic surface witen ferent with other definitions. We should also be aware that
becomes comparable to the inverse atomic diameter. Diffekne choice ofr within the above criterion becomes much
ent choices would share the same macroscopic Iy  more uncertain at higher temperatures; the broadening of the
— o for low g, but they may give different functions(d)  molecular layers irfp(z,q,) with increasingT makes our
for intermediate and large. A firm comparison with the  definition of £(R) more artificial, with the sharp threshold at
function ¥(q) extracted from x-ray reflectivity data, could ;- {5 incorporate new surface pivots. Alternative defini-
only be done through the analysis of the effective intrinsictjons, based on some kind of softer threshold, should be ex-
surface measured by that technique, which would depend of\ored to extend these studiesTéT,>0.7.
the details of the experimental setup. Meanwhile, we may A global aspect which might be more robust with respect
only rely on the aspect of the intrinsic profiles and the func-g the particular choice of(R) is the total mean squared
tions ¥(q) to select the moshatural choice of 7 for each  gmpjitude of the intrinsic surface corrugatidwi(Ly, 0y,
temperature and model interaction which may hopefully b&yhich could be obtained from the off-specular wings in the
closer to an effective definition of(R) associated with the  refiectivity measurement§.We may define a CWT-effective
x-ray reflection on the liquid surface. For low valuesrdhe  cytoff oo such that it reproduces the measured mean squared

intrinsic profiles develop the unphysical shoulders shown byympiitude of the intrinsic surface corrugation as
the full line in Fig. 2, and the corresponding functig(g) in

the inset of Fig. 2 shows a rapid increase fromdh® limit. A o
Such behavior reflects the fact that we are not incorporating AL — 12\ = - 12
all the required surface pivots so the intrinsic surface is less oL Gn) ‘q‘zqu (1&g ‘q‘zqu ByoAod (12

corrugated than its natural shape apid) grows too fast. On

the opposite limit, for too large values ef the first peak in  Interpolating within the discrete values gfimposed by the
‘o(z,q), after thes function atz=0, becomes very asymmet- finite size, this relationship provides a vaIueqSF which is

ric compared with the Gaussian shgfg with a too abrupt independent of the box sidg, if it is large enough to reach
fall on the left side. This corresponds to the choice of toothe macroscopic limity(q)=v, at the lower cutoffq
many pivot atoms, leading to an overcorrugated intrinsic sur=2#/L,. qﬁﬁ is well below ourq,, and fairly independent of
face and hence to a decreasing functj¢g) at lowq. There-  this parameter, since the amplitude of the modes wijth
fore, in the following analysis of our results we have selected= 2/ o is always very small. As presented in Fig. 5, the
those values of which lead to the flattest curvg(q) at low  values ofqﬁff have a clear decay with growing temperatures,
g, and which also happen to give the most symmetric shapehich is not blurred by the uncertainty of the choice of
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within the classical van der Waals view of a broadening in-
terface asT approached .. The observed decreasecqﬁff in
our MC simulations would then be the result of an appar-
ently stiffer intrinsic surface forced to pass through a reduced
number of surface pivots. Whether or not these characteris-
tics of our definedé(R) are or not shared by the effective
intrinsic surface measured by x-ray scattering would only be
determined by the increasing quality of the experimental data
and the careful analysis of the effective lower cutoff imposed
05 03 0% by the detector geometry, the surface curve}tureﬁ and the co-
T/T herence length of the x-ray bea¥>26The ratioq,'/q;, de-
¢ termining Ay within the CWT has often been treated as a
FIG. 6. Two-dimensional density of first laysg/ng vs the tem- single free parameter, drawing together the incertitudes i_n the
perature reduced to the critical one. The full symbalsd full liney ~ OWer and upper cutoffs. However, the route towards a direct

show the values obtained with the present definition of intrinsicEXPerimental estimation aﬁﬁﬁ is open and will hopefully
surface. The empty symboiand dashed lineare the values of a Provide a test for the results of our computer simulations.
previous work obtained fitting the simulation mean density profiles
to a superposition of Gaussian lay&fds}). Circles, SA potential,
squares: Hg potential, triangles: Lennard-Jones potential.

IV. INTRINSIC PROFILES

) o A. Dependence with the upper cutoff
and, hence, it probably corresponds to a truly intrinsic char-

acteristics of the liquid surfaces. At the low melting point of  The intrinsic profiles given by the procedure described
the SA model, withT,/T,~0.12, we obtairqﬁﬁz4.5/(r, not abO\_/e represent the sharp_est possm!e atomic re_solutlon for
far from the empirical valuer/o set in the analysis of the (e interfacial structure, with @ function to describe the
x-ray reflectivity data for Hg and G¥§17 however,qﬁ“ de- Position of the f|.rst liquid layer, operatlonally deflngd
cays withT/T,, and for the higher temperatures of the LJ throuZ%h the selection of the surface pivots. In our previous
liquid qle;ff, it is already below the lower cutoffy~0.7/c work we _shovyed that the two~assumpt|ons of the CWT, i.e.,
fixed by our MC box size.,. Therefore, we have carried out the statistical independence pfz,q.) and &(R), and the
some MC simulations with 10 368 particles ahg~18s  simple surface Hamiltonian leading ;% =(8vA0d?) ™,
keeping the same value a@f;,, and, hence, increasing the fail when applied to the MC results with this sharpest reso-
number of Fourier components used in the description ofution q,=q,

&R) by a factor 4. The extension to lower wave vectqys The range of applicability for the CWT may be recovered
~0.35/0 requires larger sampling times, since the lg@W by reducing the resolution of the intrinsic surface. To this
have a slower dynamics. The computational cost to get goodffect we take an upper cutoff,<q,, and keep in Eq(1)
statistical averages with the larger box size increases bgnly those Fourier components with| <q, and the same
more than a factor 20 with respect to the shottgrbut the  values as they have for in intrinsic surface described with all

resulting values of|&,?) interpolate well between those ob- the Fourier components up t, Such an intrinsic surface
tained for the smaller MC box, and allow a better estimationd©€S not go through the pivots, although it still follows their
of o2, while all the other reported properties are essentiallyo"9-ranged undulations, so that théunction first peak in
unaffected by the size increase. p(z,0,) becomes a Gau§3|an p_eak Wlth increasing Wldth as
Such values ofqﬁﬁ are well below the typical threshold decreases. The density profiles given by the full lines in
values(2w/ o or wla) assumed in the applications of the Fi9- 1 show how the dependence qnproduces the gradual
CWT. Moreover, we find an empirical but quite accurate re-Smoothing of the intrinsic profiles up to the plajiiz,L,)
lation shown by the ling8y,02/2 as a function ofT/T, in  Wheng, is pushed down to the lower cutaff=27/L, set by
Fig. 5, which is very similar for the three models used herelh€ System size. _ _
and which follows the values a0, well within the error The same qualitative trend could be obtained keeping the
bars from the choice of the parameteMVe have not found Maximum value ofg,=qy, and definingé(R) as the surface
an explanation for this empirical law; the explored range of?hich minimizesQ[£] in Eq. (11) with increasing values of
temperatures is too far froni, to assume the validity of SO that this parameter would give the control of the level of
scaling laws and the density-density bulk correlation lengtimolecular resolution for the intrinsic surface as a compro-
is nearly constant and equal @ofor the SA bulk liquid over ~ mise between the distance to the pivots and the minimization
this range of temperature, while it is abour 2or the Hg  ©of the area. However, the use qf (rather thane) as a con-
model2! Therefore, the resumﬁffz,gyog/g cannot be de- trol parameter is computationally more efficient and it fits
rived from the scaling off in terms of that correlation length better in the established framework of the CWT.
as assumed in the DF analysis of Mecke and Diefficthe Our prescription for§(R) as a function ofg, may be
main correlation between the decaydjf'o and other prop-  changed in other aspects and hence give somewhat different
erties appears with the mean density of surface pivots, preshapes fop(z,qy). It appears that the simplest way to intro-
sented in Fig. 6 and discussed below. The decreasing densidice the dependence on the upper cutoff would be to use
of the first liquid layer with increasing temperatures fits well g,=qp, directly as a variable, to minimiz@[£] in Eq. (11) .
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As long as thesg,=q,, are around 2/ o the statistical prop- 25
erties of the intrinsic surface and the shape of the intrinsic
profiles would depend very little on the precise value of the
cutoff. For q,,= m/ o, the intrinsic profiles still have a first

s-function peak, but there is an artificial increase |ff®
typical of the overfitting requirement for the surfagdR] to

pass through a number of pivots comparable to the degrees
of freedom. For even lower values qf=q,, there would be 0.5}
less variables ig[R] than pivots, the intrinsic surface would
fail to pass over all the pivot atoms, and the intrinsic profile 00—
would take a smoother aspect similar to those obtained with

our choice forq,<q,, In contrast with such piecewise be- o ]
havior, our proposal to keep a fixeg,~ 27/ o for the selec- FIG. 7. The intrinsic profile for the SA model a/Tc=0.12.

tion of surface pivots and then restricting the number of Fou-T € full line and full vertical arrow shows the intrinsic profile ob-
rier components without changing their values has théalned using the distance to the .|ntr|n3|c surface along the _coordl-
advantage that both the intrinsic profilg$z,q,) and the natez, p(z’q'TD’ .and the dashed line .and open arrowhead give the
mean squared fluctuations of the intrinsic surfadé,,q,) intrinsic profile in local normal coordinates.

have a gradual dependence on the wave vector caipff . . . . L
from the sharpest description fa=q,, to the range of va- pared with the one obtained using the distance to the intrinsic
lidity of the classical CWT. surface along the macroscopic normal direciién There is

a small difference in the two-dimensional density associated
with the &-function peak, since the same number of pivot
o i ) ) atoms are divided by the macroscopic afgan Eq. (4) and
The intrinsic profllg defined in Eq4) uses thg macro- by the intrinsic surface are@,(0)=A,+AA[£] in Eq. (13).

scopic normal coordma}e to repres'ent. the distance Moreover, p,(z) shows slightly narrower and closer layers
—&(R), between the particles and the intrinsic surface. It haghan7(2) since the latter may be regarded as the average of
been pointed ot that this definition should be replaced by % () for different orientations of the local normal direction.

a local normal coordinate,, to give a normal intrinsic pro- The differences are reduced witf)<q,, and both intrinsic

file profiles recovep(z,L,) for q,=2m/L,. For very rough sur-

B. Intrinsic profiles in normal coordinates

1 N faces, the description of the interface given fyz) may
pa(2) = > sz-r[&) (13 become qualitatively better than the description wtlz),
A2z which relies on the existence of a flat macroscopic surface

fixed by the boundary conditions. However, for the relatively
flat interfaces explored with the slab geometries of our MC
simulations, the relative increase of arAa&/A, is below
le% and the differences between the intrinsic representations
of the interface are rather small. Moreover, the simple Gauss-

in terms of the true distancg[£] between the particle at
(Ry,z) and the surface=&R). As we already used;[£]
<7 as a criterion to incorporate new pivots, we may easil
compute the contributions to E¢L3) . The main difficulty

comes from the ternA,(z) in the denominator, which in- . ) i i~ i
. . _ ian convolution(5) and (6) which relatesp(z) with p(z,L,)
cludes the Jacobian for the transformation frdfR =dx dy within the CWT does not apply t.(2), which would re-

to the local transverse area, along the surface at distance ", . ) .
from &R). For z=0, this Jacobian should just give the areaduire a cumbersome transformatmn. to include the inverse
of &R), i.e., A0)=Ag+AA£], with the increasg10) over Jacobian fromA,(2) to the macroscopic ares,.
the nominal surface areA,=L2, which reduces the two-
dimensional density of thé-function peak irp,(2) with re-
spect to that irp(z). However, as|z] grows A,(2) should
approachA,, because theormal distance and the distance We turn now to the comparison between the alternative
would become similar. However, there is no analytic form todescriptions of the liquid surfaces provided pfz,q,) and
exactly describe the Jacobian of the transformation, which(z,L). Within the classical CWT the intrinsic profile was
for large |z becomes a set of isolated singular points withassumed to be essentially void of information on the micro-
diverging contributiond? To avoid this problem we have scopic structure of the interface, as the simplest step function
used a simple interpolation scheme between the densities of the coexisting vapor and liquid
A phases. The smooth shape @#,L,) would then be fully
o 1 & controlled by the functiom,(L,,q,), determined in Eq¥5)
MA@ =L 1452 : d(6) by th ic surf iop and the em-
2% (1 +|2|2q)2 and (6) by the macroscopic surface tensigg and the em
q pirical value ofq,=2m/o (or m/ o as preferred by other au-

which gives the correction at order|z)/for a weakly corru-  thors. Alternatively, if the intrinsic profile is associated to
gated surface and recovers the exact resulzfd. the result of a DF approximatioi,it would include some

A normal intrinsic profile for the SA model at the triple microscopic information, since its shape depends on the mo-
point temperaturd/T,=0.12 is presented in Fig. 7 and com- lecular interactions and, but the effective value ofj, and

C. The relationship betweenp(z,q,) and p(z,L,)
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its relation top(z,L,) becomes uncertaitt. The interpreta- L5
tion of the x-ray reflectivity data for several liquid metals, in
terms of very structured intrinsic profilé&}’ gave a quali-

tative step in the amount of microscopic information con- 1
tained inp(z,q,), and partially blurred inp(z,L,). The o
Gaussian parametrizati@i) uses parameters such as the oc- g«_
cupation of the consecutive atomic layers, their relative sepa- 0.5

ration, and their width, which are closer to the precise de-
scriptions of surface reconstructions in solid interfaces than

to the coarse description of a smooth density profile, typical 0
of liquid surfaces. The MC simulations of simple fluid mod- B 2/G
els with very low melting temperatut®?° confirmed the ex-
istence of strong atomic layering p{z,L,), which were well FIG. 8. The liquid-vapor density profiles(z,L,), in reduced
fitted by Gaussian peaks units, obtained from the simple Gaussian convoluti®nand(6) of
the intrinsic profilesp(z,q,) with several values ofy,, for the SA
o N2 model atT/T=0.15 andL,=9¢. Dashed lineg,=/20, dashed-
p(z,Ly) = > N exnl — (z-2) ] (14) dotted line:q,=m/o, dotted line:q,=qy,. The full line shows the
i=0 \2may 2q mean density profile observed in our MC simulations.

as shown by the convolutiof®) and(6) of the intrinsic pro- {5 their values in the sharpest intrinsic profit@), T
file (7). The number of independent fitting parameters is ré=7(q,) andz =7 (q,). The squared Gaussian widfagq,)
duced with constant distance between laygrs=z+s and  ghou1d be given bi(q,) incremented by the CW fluctua-

constant increase of the square Gaussian wagth=a;+ « i - . .
for the inner layergtypically beyondi=3). The liquid bulk EO”S<|§q|2>’ added forq, =< |q| < gy The independent fits of

density imposes the restriction of constant occupation for th€(Z:0u) are fairly compatible with common values of the
inner layersn;=p;s and the values of anda may be related layer densitie®. They indicate a wealj, dependence on the
to the complex poles of the direct correlation function in theSeparation between the first layezs-7Z, However they
bulk liquid.3233 The vapor bulk density may be easily in- Present a clear discrepancy with the CWT prediction for the
cluded in these description, extending the series of Gaussidayer widths. In Fig. 9 we present the functiods(q,)
peaks to the negative side of thexis, but at low tempera- =34;(d,)-&(qy) for the first layers in the SA model at
tures the effect is negligible in the aspectm,q,,). T/T,=0.21 and obtained MC simulations with a large trans-
The present analysis of the same models, with our operaerse sizeL,~ 18, which give access to values qf rang-
tional definition for the intrinsic surface, enhances this viewing from g,~0.35/c to q,~6.3/0. The CWT prediction is
of liquid surfaces, since it increases the accuracy in the chathat all these curves should be equal to the square width
acterization of the weak layering structures observed iMcw(Lx,Qu), shown by the dashed line in the same figure.
p(z,L,) and extends their study to much higher temperatureslhe discrepancy with such prediction is obvious and in-
The results for the LJ system, the prototypical model forcludes two different effects. The first one is that wiegns
simple fluids, show that the smooth shape of the densityeduced from is maximum valug,, the increase in the width
profile p(z,L,) at the triple point temperatur@,/T,~0.57  of the outer layergi=0,1) is larger than the width of the
hides the layering structure of the intrinsic proflez,q,,) at intrinsic surface fluctuations for the same valuegof his
its sharper level of description of the liquid surf&éen the  effect is directly observed in the shapes of the intrinsic pro-
other hand, the straightforward CWT relationship betweerfiles as functions ofy,, in Fig. 1, asqy diminishes from its
P(z,q,) andp(z,L,) is not satisfied within our detailed view mMaximum valueqy, the first(s function) layer's width in-
of the interfacial structure. As shown in Fig. 8, the simple

Gaussian convolutiori5) and (6) fails to reproduced the 0.08

mean profilesp(z,L,) observed in our MC simulations from

the intrinsic profile$(z,q,,), even if we use the mean square 0.06[- ¥

width Aqy (Or equivalently the effective cutotffjﬁ) obtained = |

along the same MC samplings to describe the observed width g 004

of the interface within the classical CWT. That failure im-

plies a correlation between the intrinsic profile and the cor- 0.02

rugations of the intrinsic surface, which were assumed neg- o

ligible by the CWT. 0 5
The characterization of such correlations is better done

through the fit of the intrinsic profilep(z,q,), to the form FIG. 9. A(q,)=A(q,) =3(0,) -3 (g, for the four first layers

(14) with parametersi(qy), z(d,), and&;(qy), which depend  (i=0,3), for the SA model aff/Tc=0.21. The dashed line shows
on the upper wave vector cutadf. The Gaussian convolu- the CWT predictiomcy/(Ly,d,). The inset shows the parameter
tion in the CWT would predict that the layer occupations andcircles and full ling as a function of the layer indeft), and the
their positions should be independentqpf and hence equal lineal fit of \; for the inner layergdashed ling
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creases rapidly without appreciable changes in the inneduce opposite effects, and they may cancel each other as
peaks. Asq, decreases towardg=2m/L,, the derivative of observed for the third layeh, at low g,. However, a sys-
Ao(qy) in Fig. 9 becomes closer to the CWT prediction, buttematic exploration of these effects, either with our definition
the difference accumulated from the larggis reflected in  or with any other variant for the intrinsic surface, would be
the shape op(z,L,) with a much wider first layer than pre- required for a definite answer to the relationship between
dicted from the direct CWT convolution in Fig. 8. In our p(z,9,) andp(z,L,) beyond the CWT prescription. Only for
previous attempt8 to get the intrinsic profiles as deconvo- ¢ well below the effective upper cutoiﬂﬁ“(T), which is
lutions of p(z,L,) with Gaussian weights, within the CWT jiseif well below 27/, could we recover the range of valid-
assumptions, we already observed that an upper caioff iy of the CWT, with intrinsic profilesp(z,q,) which are
:277/‘”‘5"5 far too short to reproduc%a‘unct]on at the first fairly smooth functions of, keeping some weak oscillatory
layer of p(z,qy), as used in the interpretation of the x-ray structure for very cold liquid¢T/T.<0.2) and being mono-
reflectivity experiments. Our present results show tjﬁgtis tanic at higherT/T,. The shapecof t-hese intrinsic density

in fact even shgrter, so the relationship between the sha_rpes ofiles would depéhd on the choice@f as well as on the
intrinsic prof|leg(z,qm) and the CW—average_d density profile temperature and the characteristics of the interactions and the
p(z,L,) has to include the strong correlations between the\CWT would correctly predict the blurring of that shape in the

atomic.positio.ns. and the corrugations of the intrin;ic S“rfacedensity profilesp(z,L,) for larger transverse sampling sizes.
In particular, it is easy to observe that the positions of the

pivot particles are correlated with the extremaR), rather
than being randomly distributed over it, which may result

from our definition of the intrinsic surface as the minimal  The first conclusion we may extract from this work is that
area surface going through the surface pivots. It is possiblg,e range between the classical CWT and the description of
that other operational definitions for the intrinsic surface"quid surfaces at atomic resolution, is now fully open to
might reduce these correlation effects, but if such definition%uamitaﬂve studies. The CWT framework currently used to
have to be pushed to the sharpesfunction) description of  nterpret the experimental x-ray reflectivity data has to be
the first layer, they should also changfn) to give an un-  eytended to reach the sharpest view of the interface with
physically high effective upper cutoff}'~ 4=/, well be-  atomic resolution. The computer simulations may provide a
yond the resolution of atomic distances, as the only way tq,seful tool to establish a broader theoretical framework. It is
reproducep(z, L) within the CWT assumption. More likely ell known that any thermodynamic description of curved
we might have to accept that such a sharp resolution of thRquid surfaces has to be based on a particular choice for the
intrinsic density profile would only be possible beyond thenominal mathematical surface associated to the molecular
range of validity of the classical CWT. configurationg The CWT predictions for long wavelength
The second discrepancy between the CWT and our resulisw are independent of the particular definition for the in-
in Fig. 9 is obvious in the square width increments of thetrinsic surface, but when we push the concept of intrinsic
inner layers(i=2 and 3. The reduction ofy, from it maxi-  surface to wavelengths comparable with the atomic diameter,
mum valueq,, down to half that value, produces a small the surface properties should be presented and analyzed
increment inA,, and leave\; nearly unchanged. Only for ithin a well characterized definition dR).
the lowest wave vector components the inner layers seem to we have checked that intrinsic surfaces defined as local
follow the undulations of the intrinsic surface, while the gjpps dividing surfacé42® may only be used with upper
short wavelength CW modes are clearly damped in theifyayelength cutoffs well belowr/ o. Otherwise the bulk fluc-
propagation to the inner layers. From a physical point ofyyations would dominate over the surface fluctuations and
view this is much more appealing that the CWT concept of gyroduce a spurious growth of the short wavelength fluctua-
rigid propagation of the intrinsic profile, at a defth o into  tions of the intrinsic surface. The alternative based on the
the bulk liquid, as consequence of a transverse modulation Qfe|ection of surface pivots offers an operational definition
wavelength zr/qy,~ o at the surface. Such an assumption of\yhich may be computed for large samplings of atomic con-
the CWT was only made reasonable by the hypothesis of fgyrations, and gives a fairly natural choice for the instanta-
structureless intrinsic profile, becoming constgitt)=p;  neous location of the interface. Our proposed definition is
within one atomic diameter of the interface, so that the uncertainly not unique but it seems to be quite robust in its
physical rigid displacement in Eq5) becomes irrelevant. predictions with respect to reasonable variants and with re-
The strong oscillations of the intrinsic profiles obtained herespect to its parameters, at least up to temperatures around the
make the damping effect clear, and in order to quantify it wetriple point of simple molecular liquids. The direct applica-
have fitted the functions in Fig. 9 af;(q,)~Ai(0)  tion of our definition to temperatures closerfpwould cer-
xexp(—\iqy). For the inner layers, the parametafsshown  tainly lose robustness with respect to the parametensdd,
in the inset of Fig. 9, present a linear dependence &ith used for the percolation analysis previous to the selection of
which corresponds to a damping proportional to (exzq the surface pivots. Also the intrinsic profiles would have
with a dimensionless constabt to describe the effects of a more artificial steps az=7, with the parameter used to
CW with wave vectorg at a deptle inside the liquid. incorporate new pivots. These difficulties come directly from
The enhancement due to the transverse correlations beur procedure to select the first liquid layer, which may be
tween the atoms and the extrema &fR), and the well defined in cold liquid surfaces, but which becomes
g-dependent damping of the CW effects with the depth pro+ather artificial near the critical point. Any robust definition

V. CONCLUSIONS
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of &R) at highT would probably require a looser link with ~0.75/02, while atT/T,=0.66 we gefi,~0.3/0¢?, although
the atomic positions, and lead to smoother intrinsic profileswith larger error bars associated with the choicerofhe

Our results present the cold liquid surfaces as stronglyrend is similar to our previous estimations of this layer den-
structured systems, in a trend initiated over the last decadsty, from the parameter, in the fit to the weakly structured
by the analysis of x-ray reflectivity dat&!” reviving an old  density profilesp(z,L,), which were reduced to a shorter
theoretical controversy on the presence of atomic layering aiange of temperatures and have much larger error bars. Our
free liquid surface$334 The structured intrinsic profiles ex- previous result®?°from the even weaker layering observed
tracted from the reflectivity data for some liquid metals offerfor the Hg model, which presented an increasegpivith the
a clear contrast with the stepwise shape®(@j, favored by  temperature, are changed with the present and more precise
the theoretical assumptions of the CWT, and void of anyestimation offiy into a decreasing line, parallel to that for the
information on the surface structure. The experimental ques3A model but with denser layers at the same valu@ /af.
for layered liquid surfaces has made important advances iithe results for the LJ model also run above and roughly
the quality of the experimental data and in the depth of theiparallel to those of the SA model, with values just above
analysis, trying to clarify the threshold between systems witt0.5/c at the triple point. The densities of the inner layggs
smooth density profiles, described as convolutions of stepfor i =1, contains less information, since they rapidly con-
wise intrinsic profiles with the CW distributions for the fluc- verge towards the valug, determined by the liquid bulk
tuations of the intrinsic surface, and those with a structurediensity and the period of the oscillationsd(r). The layer
‘p(2), which may be recovered from behind the CW width and the relative positions, as well as their correlation
smoothing?® with the roughness of the intrinsic surface, may also contain

However, the comparison of our results at the very lowsome relevant information on the surface structure, but re-
triple point temperature of the SA model, and those for thequire further studies to discern the results from a plain con-
LJ prototype of a simple fluid, supports the idea that thevolution of the bulk liquidg(r) with the structure of the first
atomic layering of the intrinsic surfaces is in fact a genericliquid layer.
and somehow trivial property of liquid surfaces, when de- The combined analysis of the specular reflectivity, the in-
scribed at the sharpest level of resolution, i.e., withfanc-  plane and the out-of-plane scattering of x rays from liquid
tion to represent the density of the first atomic layer in thesurface$?52%is providing experimental data of increasing
liquid. Such layering should be observed in liquid surfacesaccuracy, which are interpreted within the classical CWT
whenever the size of the transverse wind@et by the ex- framework. The reflectivity wings that are slightly out of the
perimental detector resolution in the x-ray experiments, or byspecular conditions are well fitted by the Gaussian fluctua-
the simulation box sizé&,) becomes small enough to reduce tions of an intrinsic surface, with the mean squared ampli-
the broadening by the CW. The surface tension, through theude Aq(L,,q,) predicted by the CWT withy, ~ 7/ o. This
exponentn= m/(By,0?) in the CW dampinga(L,)~L”, is consistent with our observation of Gaussian distributions
for the amplitude of the density oscillatiofsjnduces an in Fig. 3, and compatible with the values qﬁﬁ obtained in
effective limit of T/T.~ 0.2 for the direct observation of lay- our MC simulations at low temperatures. However, our re-
ering in p(z,L,) for the typical values(L,~100) used in sults forg2™ in Fig. 5 provide effective cutoffs for the CW
computer simulations. For the larger sampling windows offluctuations whichparticularly at highT) are well below the
about 1000 A(=3000) presently used in x-ray reflectom- usual empirical estimations. This temperature effect on
etry, the surface layering would be fully damped fofT, Acw(Ly,q,) might be checked with a careful estimation of
~0.15 or higher, but this temperature threshold would behe effective sampling sizk, given by the experimental set-
pushed up by any improvement in the experimental setupjps and the empirical Ia\mﬁ“zﬁyoalz, followed by our
leading to an increase in the transverse resolution. results, could be contrasted.

It was already observed in the analysis of the experimen- The recent direct experimental determinations of ¢pe
tal datd®2%that the shape of the intrinsic profiles is similar to dependent surface tensfdr?® offer a more ambitious target.
the bulk-liquid pair distribution function(r). Such an obser- The shape ofy(q) at largeq would certainly depend on the
vation is confirmed by our MC results and it might appear toeffective definition of the intrinsic surface which comes out
close the circle back to an intrinsic surface which is essenef the experimental sampling in liquid surfaces. Hopefully,
tially void of information on the surface structure, since it the effectiveé(R) seen by the scattered x rays would not be
could be inferred from the bulk liquid density and g&),  very different than those obtained with our operational defi-
much as the simplest step function of the early CWT inter-nition, using the most reasonable choices for the parameter
pretations was fully determined by the bulk coexisting den-Nevertheless, a firm comparison between the CW observed
sities. Nevertheless, there are aspect$@ which offer  in experiments and in simulations, as functions of their wave
truly intrinsic information on the atomic structure of the sur- vectorg would only be possible with a full theoretical analy-
face, depending on the temperature and model interactionsis of the scattering process, going beyond the CWT assump-
The most important of these aspects is probably the twotion of uncorrelated intrinsic surfaces and intrinsic profiles.
dimensional density of the first liquid lay@ given by the ~ Any attempt to get a theoretical prediction fetq) should
mean number of pivot atoms per unit area, within our defi-also take into account thémplicit or explicit) definition
nition of the intrinsic surface. The results in Fig. 6 for the SAused for the nominal intrinsic surface and the presence of
model show the decay @, with increasing temperature. At strong correlations between the corrugations (OR) at
the triple point temperaturgT;/T,=0.12 we find fi;  atomic scale and the shape of the intrinsic profiles.
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The effects of those correlations are even more importarfor all the layers, give surface structure factors increasing
to extract the shape of the intrinsic profile from the experi-monotonically from a flat limit®(Q,) =1 at low Q,, to a
mental reflectivity data. The high quality of the present ex-sharp peak af,~2w/o. However, intrinsic profiles with
perimental dat&’ would give a very detailed view of the values offi, well below that of the inner layers, give a func-
intrinsic profiles, if the_ assump.tion.s of the CWT were tjgn ®(Q,) with a shallow minima between thk(0)=1 limit
granted. However, the difference in Fig. 8, between the meagg the maximum. The comparison of the present values of
density profllep(z,_LX) observed in our I\/_IC_SlmuIatlon and Ny for simple pairwise models, with those from computer
the CWT convolution of the sharpest intrinsic prof,dm)  simulations using more realistic treatments of the metallic
represents a much grosser uncertainty, introduced by the C%bnding and with the experimental results fb(Q,) in lig-

relatlon gffects quantlt_atlvely descrlbgd in Fig. 9, but fully uid metals may provide the first checks of the validity of the
ignored in the analysis of the experimental results. These

. . . . . ~ eff
correlations would certainly depend on the effective defini-ne\év VIeW_Lcl)r I'iﬁ'd sutrfgcgs, descrlbted n tir.n;‘srrgf qud t
tion of intrinsic surface emanating from the x-ray scattering 8¢ POSSIDIy Other intrinsic parameters, which may deter-

Therefore, a thoughtful theoretical analysis of that procesd!in€ the physical and chemical processes occurring on cold

together with the extension of our method to computer simullauid surfaces.
lations for more realistic representations of cold liquid metal
surfaced’ seem to be the path, towards a robust character-

ization of those interfaces at atomic resolution. Meanwhile, ACKNOWLEDGMENTS
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