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We investigated the structural, magnetic and electronic properties of the hexagonal perovskite BaVS3 by
means of first-principles calculations within the density functional theory in the local spin density approxima-
tion (LSDA) that includes the Hubbard repulsion termU sLSDA+Ud to take into account electronic correla-
tions. We find that the LSDA+U scheme greatly improves on the LSDA results previously reported, and
quantitatively accounts for all ground state properties found experimentally. First, the LSDA+U predicts an
orthorhombic structure and a quasi-metallic ground state with a long-range antiferromagnetic(AFM) order in
the quasi-hexagonalab-plane, ferromagnetically(FM) coupled along thec-axis. Second, we studied the sta-
bility of competing crystal structures and competing magnetic orderings in terms of exchange integrals. The
results account well for the experimental pressure-dependence of the metal-insulator transition and for the
chemical-pressure induced AFM-FM transition reported recently in Sr-substituted samples. In particular, at the
experimental value of the volume,V, we obtain an energy gapD=47 meV, which falls in the range of
experimental valuess43–59 meVd, while, at smallerV values, we find an AFM-FM transition, in agreement
with the above effects of Sr-induced chemical pressure. Finally, in the metallic phase, we find a nearly isotropic
electrical conductivity, in agreement with experiments, despite the presence of quasi-one-dimensional chains of
VS6 along thec-axis. We account for such three-dimensional conductivity in terms of the strong interaction
betweenV andS orbitals within each VS3 chain and between adjacent chains.
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I. INTRODUCTION

3d-transition metal(TM) oxides with perovskite-related
structure are often characterized by strong correlation effects
that lead to a variety of interesting phenomena, such as
charge, orbital and magnetic orderings,1 metal-insulator(MI )
transitions2 and colossal magnetoresistance.3 These phenom-
ena involve dramatic changes of the electronic and magnetic
properties, which constitutes a challenge for our microscopic
understanding of strongly correlated electron systems. Re-
cently, research efforts have extended to the field of transi-
tion metal sulfides that are less studied. These compounds
often display similar structural and electronic properties as
compared to oxides. In addition, sulfides offer the opportu-
nity of studying the interplay between electronic correlations
and charge instabilities favored by the reduced ionicity of
sulfides as compared to oxides.

The object of this work is BaVS3, first synthesized by
Gardner, Vlasse, and Wold,4 that has recently attracted a
great deal of interest for its remarkable electronic and mag-
netic transitions. We should summarize the salient features of
this compound that will be recalled throughout this article.
BaVS3 possesses the so-called hexagonal perovskite struc-
ture, where the sulfur and barium atoms form a closed
packed structure in which vanadium atoms occupy the center
of face sharing VS6 octahedra aligned in thec direction[see
Fig. 1(a)]. The intrachain V-V distance of<2.8 Å along the
c-axis direction is much shorter than the distance between

chains of<6.7 Å in theab-plane. In spite of this, the physi-
cal properties are modestly anisotropic, as indicated by elec-
trical conductivity measurements5 and previousab initio
electronic structure calculations.6 At Ts<250 K,7,8 the crys-
tal symmetry decreases from hexagonal P63/mmc to ortho-
rhombic Cmc21, owing to a zigzag of the vanadium chains.9

This structural transition is not associated with any signifi-
cant change of physical property, although it must be taken
into account to determine the ground state properties pre-
cisely. Most notable is the metal-insulator(MI ) transition at
<70 K accompanied by an AFM-like cusp of the
temperature-dependent magnetic susceptibility.5–28 The latter
feature is associated with the opening of a spin gap caused
by short-range AFM correlations, thus freezing the spin de-
grees of freedom.20 Long range incommensurate AFM order
is established in theab-plane only at lower temperature,TX
<30 K.20 Concomitant to the metal-insulator transition, a
charge density instability consisting of a charge dispropor-
tionation of the vanadium atoms along thec-axis
appears.22,26 A further salient feature of BaVS3 is that the
AFM interaction is turned into an FM one in sulfur-deficient
samples, which leads to a FM long range order with
Tc<15–20 K.19,29 Such AFM-FM crossover occurs also un-
der Sr-induced chemical pressure.11 The crossover indicates
that the AFM interaction is weak, although sufficiently
strong to prevail over the metallic state belowTMI. Finally,
we should recall the effects of pressure on the above proper-
ties. It has been shown12,16,25that hydrostatic pressure stabi-
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lizes the metallic phase and thatTMI vanishes at about
2 GPa. To stabilize the effects of external pressure, some of
us11 studied the effects of a partial substitution of the Ba
cation with the isovalent and smaller Sr cation. As expected,
they observed a substantial compression of the unit cell and
the reduction ofTx with increasing chemical pressure. They
also observed the appearance of an FM ordering at<0.10%
Sr concentration and an increase ofTc up to 20 K with in-
creasing concentration.

In order to elucidate the microscopic origin of the above
electronic and magnetic phase transitions, in this work we
perform a detailedab initio electronic structure calculation
that properly takes into account the electronic correlations.
We focus on the ground state properties and on the pressure-
induced changes of these properties. Our calculations are
performed within the density functional theory in the local
spin density approximation(LSDA) and including the Hub-
bard repulsion termU within the LSD+U approximation;
they are complemented by a structural relaxation study
through total energy minimizations. The results are com-
pared with available experiments. The paper is organized as
follows. In Sec. II, we describe in detail the computational
method. In Sec. III, we illustrate the features of the crystal
and magnetic structures studied and additional computational
details specific for studying these structures. In Sec. IV, we
recall the basic formalism and theoretical framework adopted
to calculate the exchange integrals. In Sec. V, we present and
discuss the results. Finally, in Sec. VI, we draw the conclu-
sions.

II. METHOD AND COMPUTATIONAL DETAILS

Our first principles calculations were performed using the
VASP (Vienna ab initio simulation package) program30

within the local spin density approximation(LSDA) to the
density functional theory(DFT) in the Perdew-Zunger
(Ceperly-Alder)31 parametrization scheme. Conventional
LSDA is known to be inadequate to account for the elec-
tronic structure of materials with partially filledd or f va-
lence states. Indeed, the only two existing first-principle
studies on BaVS3,

6,28 performed using a standard DFT-
LSDA approach, predict a metallic ground state instead of
the insulating one found experimentally. It is therefore nec-
essary to use more sophisticated approaches32 that properly
take into account on-site Coulomb repulsion. In this work we
use the LSDA+U (Ref. 33) approach implemented following
the simplified scheme of Dudarev34 in which the parameters
U and J do not enter separately, and only the difference
U−J is meaningful. To the best of our knowledge, unfortu-
nately, there are neither spectroscopical nor calculated data
available in literature regarding the value ofU andJ for V in
BaVS3 or similar compounds. In the absence of a better al-
ternative we chooseU=4.5 eV andJ=0.5, as interpolated in
Ref. 35(where, however, a different many-body scheme was
used) and, also, as obtained from an extrapolation of data
given in Ref. 36.

Our calculations were carried out within the projector-
augmented wave(PAW) method37 as implemented by Kresse
and Joubert.38 This is a frozen core method which uses the

exact valence wave functions instead of nodeless pseudo-
wave functions, as commonly done for pseudopotentials cal-
culations. This improves the transferability and reliability of
the potentials. We used the following valence electron con-
figurations 5s25p66s2, 4s23d3, and 3s23p4 for the Ba, V, and
S, respectively. To determine the plane wave basis set we
used a kinetic energy cutoff of about 260 eV, which turned
out to give accurate results. To relax atomic positions, we
used the interatomic forces calculated by the Hellmann–
Feynmann theorem and the geometry was optimized until the
change in the total energy was smaller than 10−3 eV between
two consecutive ionic configurations. A 10310310
Monkhorst–Pack(MP) type k-point mesh, resulting in 125
irreduciblek-points, was used in all calculations. To improve
k-point sampling convergence, a Gaussian smearing with an
electronic temperature of 0.2 eV was used to find the equi-
librium geometry and the density of states(DOS) was com-
puted using the tetrahedron method. We used a supercell ge-
ometry (see below) to describe the different magnetic
orderings and defects.

III. CRYSTAL AND MAGNETIC STRUCTURE

The primitive cell of BaVS3 contains two formula units
(f.u.) [see Fig. 1(a)], where the vanadium and barium atoms
are plotted as spheres of different sizes and sulfur atoms are
located at the corners of the black octahedron. The projection
of the cell in theab-plane is drawn in the Fig. 1(b) panel as
a filled rhomb. The empty rectangle represents the base of
the 4 f.u. supercell used in our calculations. It is obtained by
doubling the primitive cell on theab-plane. The direction of
the vanadium zigzag that drives the structural phase transi-
tion at 250 K is marked with double pointed arrows. The
calculations were performed mainly using the orthorhombic
structure, as the latter was found to be energetically favored
than the hexagonal one. The total energy of the latter was
calculated by setting the zigzag displacement(intended as
the planar shift of the V atoms with respect to the chain axis)
to zero and by keeping theb/a ratio fixed and equal toÎ3, in
agreement with the experimental structural analysis below
250 K.

Charge density contour plots displaying the difference be-
tween the hexagonal and orthorhombic structure caused by
the zigzag are shown in Fig. 2. The zigzag creates two in-
equivalent S sites labeled as S1 and S2, distinguished in Fig.
1 with filled and empty circles, respectivley. The former S1
is located outside the zigzag plane of the V atoms(indicated
as yz plane in Fig. 2) and roughly maintains the same dis-
tances,2.38 Åd from the V atoms. The S2 sites lay on the
zigzag plane and have, respectively, shorters<2.20 Åd and
longer s<2.62 Åd distances from the nearest and second
nearest V atoms. From x-ray diffraction data,8 it was estab-
lished that the hexagonal symmetry arises from a dynamical
effect. Thus, a direct comparison with the experiment would
not be appropriate for this symmetry. In addition, the ortho-
rhombic structure turns out to be the most stable one, as
shown below.

A supercell approach has been used to study the AFM
order in theab plane found experimentally.20 The supercell
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(see Fig. 1), contains 4 V atoms and allows to describe vari-
ous competing magnetic orderings. Among them, we studied
the FM ordering and the three different kinds of AFM ones
shown in Fig. 3 and labeled as AFM-A, AFM-C, and
AFM-G. The limitation of our calculations is that the effects
of disorder is not taken into account. However, no clear ex-
perimental indications exist about the degree of disorder in
the crystal and magnetic structures. In addition, structural
properties are mainly affected by the local environment
rather than by long range order.

IV. EXCHANGE INTEGRALS

To get an insight into the complex magnetic phase dia-
gram of BaVS3 summarized in the introduction, we evalu-
ated the exchange integrals using the classic Heisenberg spin
Hamiltonian,

Hex= − o
i,j

Ji,jSi ·Sj , s1d

where the sum is extended overi , j (i.e., each pair appears
twice). J.0 andJ,0 for, respectively, FM and AFM ex-
change andS= 1

2 is the spin of the V4+ atoms characterized
by a 3d1 electronic configuration. The values of the exchange
parameters are obtained by computing the difference of total
energy among various magnetic orderings. The number of
orderings is determined by the number of exchange constants
in Eq. (1). We limit ourselves to nearest neighbor(NN) J1
and second-nearest neighbor(SNN) J2 interactions for the
three different antiferromagnetic orderings of Fig. 3 and for
the ferromagnetic(FM) ordering. In the orthorhombic phase,
we obtain the following expressions:

J1 =
1

4S2sEAFM
A − EFMd, s2d

FIG. 1. The primitive cell of BaVS3: (a) tri-
dimensional view for 2 f.u.,(b) the base for the
2 f.u. (gray area) and 4 f.u.(rectangular area). We
describe both the orthorhombic and hexagonal
cells with the Bravais parametersa, b, c as shown
in this figure. V atoms are plotted as small gray
spheres, barium atoms as big ones, while S1 and
S2 atoms are displayed with filled and empty
circles, respectively(the difference between S1
and S2 is described in the text). In (b), double
pointed arrows mark the V vibration direction
which produces the zigzag along the V-V chain.
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J2 =
1

8S2sEAFM
C − EFMd. s3d

In which J1 andJ2 refer to the interaction between the two
NN V along thec direction and the four in-plane SNN V,
respectively.

From the knowledge ofJ1 andJ2, the Néel transition tem-
peraturessTNd can be evaluated from the molecular field
theory,39 as follows:

TNéel
AFM-C =

2SsS+ 1d
3kB

s2J1 − 4J2d, s4d

TNéel
AFM-A =

2SsS+ 1d
3kB

s− 2J1 + 4J2d, s5d

TNéel
AFM-G =

2SsS+ 1d
3kB

s− 2J1 − 4J2d. s6d

V. RESULTS AND DISCUSSION

In Sec. V A we present the results obtained for the ambi-
ent pressure structure, while in Sec. V B, we focus on the
pressure-induced modifications of the structural, electronic
and magnetic properties.

A. Ground state properties

We started our calculations by fully minimizing the total
energy as a function of the lattice constants for all structural
(orthorhombic and hexagonal) and magnetic(FM, AMF-C
and AFM-A) phases within the LSDA+U approximation.
We also performed a LSDA paramagnetic calculation to in-
vestigate the limitations of this simple approximation. The
results are summarized in Table I. One notes that the
LSDA+U calculated volumes are slightly smaller than the
experimental ones by<3% and 2% for the hexagonal and
orthorhombic phases, respectively. The LSDA values are
somehow smallers<6%d, which is not surprising. The cal-
culateda parameter is smaller by about<2%, while theb
parameter is larger by<1% than the experimental param-

FIG. 2. Contour plot of the valence charge
density along the(100) direction cutting a V-V
chain. The V atoms are the small circles along the
vertical line. In the hexagonal structure(I) the V
atoms are aligned along thez-direction. In the
orthorhombic structure(II ), a zigzag causes a
S-V dimerization.

FIG. 3. The figures shows the three different
antiferromagnetic structures used in our calcula-
tions. The cells schematically refer to the crystal
structure of Fig. 1.
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eters, which are almost the same in the orthorhombic and
hexagonal phases. As to the effect of magnetic ordering on
the lattice parameters, in the orthorhombic phase different
orderings do not lead to any significant effect. This contrasts
with the case of the hexagonal phase, where a ferromagnetic
order of the vanadium atoms along thec-axis in the FM and
AFM-C magnetic structures favors a largerc-parameter and,
consequently, a shortening of thea andb parameters.

The LSDA+U energies of the different structural and
magnetic phases are reported in Table II. One notes that, for
all types of magnetic orderings, the orthorhombic phase is
favored against the hexagonal one, in agreement with experi-
ments. Thus, in the following we discuss only the results for
the orthorhombic phase. The more stable magnetic phase
turns out to be the AFM ordering labeled as AFM-C. This
phase is almost degenerate with the FM ordering, the energy
difference being only 2 meV. This finding perfectly accounts
for the experimental scenario belowTX<30 K. Indeed, both
orderings, AFM-C and FM, are ferromagnetically ordered
along the V-V chains(see Fig. 3) and we recall that, in this
temperature region, a crossover from in-plane AFM to FM
order is induced by sulfur deficiency or chemical pressure.

The other two magnetic structures, namely AFM-G and
AFM-A, both having an AFM order along thec-axis, are
energetically less favored than the previous ones by more
than 15 meV. Therefore, we conclude that the FM interac-
tion along the V-V chains is the dominant driving force of
the magnetic ground state, independent of the in-plane ex-
change interaction.

The exchange parametersJ1 and J2 evaluated from Eqs.
(2) and (3) using the above energies are 12.0 meV and
−1.1 meV, respectively. We notice thatJ1 is positive and one

order of magnitude larger thanJ2, hence its contribution to
the Néel temperatures, estimated from 4–6, dominates. The
strength of thec-axis FM correlation therefore limits the
number of energetically favorable magnetic orderings and
accounts for the unphysical negativeTN obtained for the
AFM-A sTN=−165 Kd and AFM-G phasessTN=−114 Kd
having in-plane AFM ordering. The smallJ2 obtained can be
ascribed to the large distance between two SNN V atoms,
<6.7 Å (i.e., the interchains distance), and to the absence of
anions mediated superexchange paths of the typeV-S-V.
On the other hand, the distance between two NN V, corre-
sponding toJ1, is about 2.8 Å, i.e., more than two times
smaller than the SNN distance. The Néel temperature of the
AFM-C phase,TN=165 K, is to be compared to the tempera-
ture T<70 K at which incipient AFM fluctuations appears
experimentally. As pointed out in the introduction, the stabi-
lization of a short range in-plane AFM occurs at lower tem-
perature,Tx<30 K. The nature of the magnetic interactions
occuring in the range 30-70 K, a central issue of debates
which clearly deserves further research, is beyond the scope
of the present work, and more sophisticated computational
tools would be necessary. Taking into account the obvious
limitations of the computational method used, the above con-
clusion is only qualitatively reliable. The quantitative dis-
crepancy between calculated and experimental values for the
characteristic energy of AFM correlations is compatible with
the following limitations of our approach:(a) the use of mo-
lecular field theory is usually affected by significant errors
[<50% (Ref. 39)]; (b) the LDA+U approach is an approxi-
mation limited by the uncertainty in the choice ofU, among
other factors, and a rigorousab initio computational method
to treat strong electronic correlations is not available yet;(c)
the total energy differences involved are in the intrinsic limit
of the computational accuracy, thus preventing a precise
quantitative estimation ofTN.

In Eqs.(2) and (3) J1 andJ2 were derived from the FM,
AFM-A, and AFM-C total energies. To verify the reliability
of these energies, one can use the AFM-G structure as well,
thus obtaining a different set of equations for the exchange
coupling constants that must lead to nearly the same values
of J1 and J2. By doing this, we obtainJ1=17.2 meV and
J2=1.8 meV, which are significantly different from the

TABLE I. Summary of calculated and experimentalsT=5 Kd (Ref. 8) lattice constants. Calculated values
are obtained within the LSDA and LSDA+U approximations for both hexagonalsHd and orthorhombicsOd
phases. All values are in Å.

LSD
PM

LSD+U

Expt.FM AFM-A AFM-C AFM-G

a 6.61 6.72 6.74 6.72 6.72 6.77

O b 11.32 11.24 11.22 11.24 11.22 11.46

c 5.45 5.63 5.62 5.63 5.62 5.59

H a 6.61 6.57 6.64 6.59 6.72

c 5.40 5.72 5.55 5.65 5.61

TABLE II. Total energies of BaVS3 calculated using the
LSDA+U approximation for both hexagonalsHd and orthorhombic
sOd phases. Energies are in eV per f.u.

FM AFM-C AFM-A AFM-G

O −29.44775 −29.45000 −29.43575 −29.43232

H −29.34975 −29.40800 −29.39525 −29.39100
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above estimation, forJ1 is larger by<40% andJ2 becomes
positive. However, this is only apparently an inconsistency
of the calculations. Indeed, in order to obtain fully consistent
results forJ1 andJ2 using the two different sets of structures,
one should keep the geometrical parameters(both a, b, c,
and internal atomic positions) fixed. This is specifically true
for the small energy differences involved. We also notice,
furthermore, that both sets of values ofJ1 and J2 leads ex-
actly to the same Néel temperature for the only stable AFM
phase(AFM-C), namely 165 K. The change of sign ofJ2 and
the small change of its absolute value are consistent with the
experimental observation of possible spin fluctations20 indi-
cating a spin-liquid-like state localized in theab-plane, while
the c-axis ordering is always FM.

We now discuss the structural and electronic properties of
the AFM-C orthorhombic phase. In particular, we show that
the main experimental features are well explained by our
calculations. A comparison between the experimental9 and
calculated atomic positions is given in Table III. The agree-
ment is within the experimental error for the V-V bond
length, for the V-V zigzag displacement and for the average
S-V distance. On the other hand, the calculated Ba-S and
S-S distances are underestimated by about 2%. Similarly to
the case of the lattice parameters, the magnetic ordering is
not sensitive to the variations of atomic positions. This state-
ment does not apply to the structural changes associated with
the metal-insulator transition, as small changes in the inter-
atomic distances are known to greatly affect the Mott transi-
tion. We must therefore take these small changes into ac-
count to study the effects of pressure on the ground state. We
anticipate that, for example, the V-V zigzag displacement
and the VuS distance play an important role in the metal-
insulator transition, as discussed in Sec. V B.

In Fig. 5 we report the total and V-resolved DOS for the
AFM-C phase within the LSDA and LSDA+U approxima-
tions. In the former case, the V spin down bands produce a

narrow peak around the Fermi levelsEFd, and the spin up
and spin down V peaks are separated by only<0.5 eV.
Therefore, LSDA fails to reproduce the insulating ground
state, which is not surprising. The correlation introduced by
means of theU-term enlarges the separation between the
spin up and spin down peaks of V up to 1 eV and leads to an
almost complete depletion of density of states atEF. No gap
opens by using the calculated equilibrium atomic positions,
at odds with experiments. In Table III we report the gap
values for different sets of lattice constants. For the AFM-C
structure a negative gap value is found, contrary to the ex-
periments. However, using the experimental volumesVexptd
obtained by expanding isotropically the calculated lattice pa-
rametersa, b, and c, sabcdexpt, an insulating state with a
calculated gap of 47 meV is obtained, in good agreement
with the experimental value,D=43 (Ref. 12) and 59(18)
(Ref. 17) meV. We conclude that the error made in predicting
a quasimetallic state at the calculated equilibrium volume
sVthd can be ascribed to the underestimation of Vexpt done by
LSDA+U and to the failure of LSDA+U to predict the cor-
rectb-axis value. We see that a 2% discrepancy in the lattice
parameters is sufficient to change the nature of the system
from insulating to metallic and its strong pressure depen-
dence(Sec. V B).

A further comparison between LSDA and LSDA+U re-
sults shows that, as expected, the introduction of the Cou-
lomb termU increases the magnetic moment at the V site
from 0.37mB to 1.30mB. The latter value agrees with the ex-
perimental values 1.33mB (Ref. 12) and 1.15mB,10 which fur-
ther supports the reliability of the LSDA+U approximation.
Interestingly, the LSDA+U calculation also leads to a small
magnetic moment at the sulfur S1 and S2 sites of 0.06mB and
0.09mB, respectively. This result is not found within the sim-
pler LSDA and is compatible with a strong covalent bond
between V and S atoms, that would lead to an incomplete
filling of the 3p shell in S.

We now discuss the nature of the bonds based on the band
structure (see Fig. 4) and the corresponding total, atomic
l-decomposed andlm-decomposed V and S DOS(see Figs. 5
and 6). In the band plot, thick and thin lines refer to states
localized on the S and V sites, respectively. The contribution
of Ba is negligible in the energy range considered here. The
projection of the states over the atomic orbitals shows that
there is a clear distinction between the two groups of occu-
pied and empty bands. These two groups of bands possess a
dominant(more than 60% of the states) S and V character,
respectively, thus the hybridization between V 3d and S 3p
states is not strong. There are only two bands(labeled asA
andB) crossingEF nearG and overlapping nearEF with the
very small negative gaps−12 meVd mentioned above. The
free-electron-like dispersion of these two bands alongG-Z,
G-Y, andG-X is nearly equal, about 0.7 eV, which suggests
an isotropic conduction in three dimensions. This result is
confirmed by the pronounced isotropy of the plasma fre-
quency displayed in the left panel of Fig. 7. Only minor
differences are observed between the in-(xx andyy) and out-
szzd of-plane components. To investigate the nature of theA
andB bands, in Fig. 6 we plot thel- andm-projection of the
atom-resolved DOS for the V(a) and S (b) atoms. The

TABLE III. (A) Relevant parameters of the experimental struc-
ture at 5 K (Ref. 9) and of the calculated AFM-C structure. The
notationdav indicates average distance,dzigzag is the lateral zigzag
of the V-V chains. Distances are expressed in Å.(B) Insulating gap
(D, in meV) for the AFM-C orthorhombic phase of BaVS3 calcu-
lated for the equilibriumshabcjthd and experimentalshabcjexptd lat-
tice parameters.

Theory Experiment

(A) Geometry

dsV-V d 2.856 2.842(28)

davsVuSd 2.387 2.386(20)

davsBauSd 3.314 3.378(26)

dav (S-S) 3.290 3.377(8)

dzigzagsV-V d 0.24 0.25(1)

(B) D

D habcjth −12.0

D habcjexpt 47.0 43(Ref. 12)–59(18) (Ref. 25)
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m-projected LDOS was calculated with respect to the ortho-
rhombic V lattice quantization axes. The S1 and S2 sites
display almost the samepy and pz DOS, therefore only the
S1 densities are shown. Thepx states are shown separately
for S1 and S2, as they are different. Despite the overlap in
energy of the Vd and Sp bands, the calculated V-DOS in the
occupied region is rather small in comparison to the conduc-
tion DOS, which confirms the previous conclusion about the
VuS hybridization. The only V-states having a significant
orbital weight belowEF are theeg states and especially the
dx2−y2s orbitals that contribute to thep ds VuS bonding. It
is noted that the VuS hybridization ensures the three-
dimensional conduction character to this material. We infer
that the system would otherwise be insulating, since the con-
tribution of states with small VuS hybridization is negli-

FIG. 4. Band structure near the Fermi level
calculated for the orthorhombic AFM-C system.
Thick and thin lines indicate states localized at
the site of vanadium and sulfur, respectively.A
and B mark the two bands relevant to the MI
transition.

FIG. 5. Total(TDOS) andl-decomposed atom resolved(LDOS)
density of states of the AFM-C orthorhombic phase calculated
within the LSDA+U approximation. A comparison with LSDA
DOS is given for V and for TDOS(point-dotted line). For V and S
atoms we distinguish between spin up(full line) and spin down
(dashed line), while for Ba full, dashed, and dotted lines represents,
p, andd states, respectively. The difference between S1 and S2 sites
is described in the text. For the V atoms, the corresponding mag-
netic moments in Bohr units are indicated.

FIG. 6. PDOS of the AFM-C phase, projected over atomic sites
and overl andm quantum numbers. The axis for them decompo-
sitions are the same as Fig. 1, wherex corresponds to thea axis,y
to b, andz to the vertical directionc.

ROLE OF ELECTRONIC CORRELATIONS ON THE… PHYSICAL REVIEW B 70, 235102(2004)

235102-7



gible nearEF. In the conduction region we find that the only
states hybridized with V states are S2px orbitals. This is
explained by the relatively short S2-V distance which is
about 8% shorter than the S1-V one. The only states that
contribute to theA-band are the S1py s50%d and S2
px s50%d orbitals. TheB-band mostly arises from the hy-
bridization of Vdyz s8%d, dz

2 s37%d, anddx2−y2 s16%d with
pz s30%d S states. In the remaining energy interval ranging
from −0.5 eV to −6 eV, we find an admixture of S and Vp
andd states. The large thickness of the lines in Fig. 4 reflects
the fact that each f.u. contains three S atoms and only one V
atom.

A further difference between the calculations performed at
Vth and atVexpt is noted in Fig. 7. Here the details of the DOS
and the squared plasma frequency,Vp

2, are shown in the vi-
cinity of EF. TheVp

2 calculations were carried out by assum-
ing a rigid-band model. In theVexpt case, the DOS is found to
be zero atEF and remains negligible down to −0.4 eV. In the
Vth case, we found only a strong depletion atEF
s0.036 states/eVd and a plateau of about 0.1 states/eV in the
−0.4 eVEF region. The vanishingNsEFd at Vexpt leads to a
vanishing Vp

2 at EF and a large resistivity is expected at
T=0. This behavior ofVp

2 accounts for the experimental tem-
perature dependence ofrsTd reported by Forróet al.,16 who
reported a very large resistivity in theT=0 limit at pressures
below the critical pressurepcr<2 GPa needed to stabilize
the metallic state.

In the upper panel of the same figure, we notice that hole
doping would immediately increase theA-band hole pocket
at G, thus enhancing the metallic character. This prediction is
opposite to the experimental results. For example, the elec-
trical resistivity is found to increase with decreasing tem-
perature in sulfur-deficient samples withd<0.15.19 This dis-
crepancy indicates that a rigid band approach is unsuitable to
account for the effects of electron doping and a strong cor-
relation approach should be used instead.

We conclude this section by briefly discussing the stabil-
ity of the AFM-C in BaVS3 in the context of the situation in
cubic vanadium oxides where this phase is stabilized by or-
bital fluctation along the FM direction. The occurrence of a
metal-insulator transition and subsequent stabilization of a
long range AF order in theab-plane explained by ourab
initio calculations is compatible with a model of orbital or-
dering of the V 3d electron occupying the lowest-lyingt2g
quasidoublet, as proposed earlier.40 Indeed, this ordering is
associated with the octahedral/trigonal/orthorhombic crystal
distortion at low temperature that stabilizes the structure and
strongly renormalizes the anisotropic exchange energyJ
within a simple superexchange picture. A similar orbitally
induced stabilization of an insulating AF phase is supported
by both experimental evidence and theoretical arguments in
vanadates like V2O3 (Ref. 41) or LaVO3.

42 The analogy is
compelling in spite of two major differences,(1) in BaVS3,
vanadium is tetravalentsS=1/2d and (2) the crystal-field
splitting of the V 3d multiplet is also different owing to the
reduced ionicity and larger distances of the V-S bonds as
compared to vanadates. These differences should be consid-
ered in explaining the much higherTN=140–150 K of the
vanadates.

B. Pressure dependent properties

In this section we focus on the pressure-induced struc-
tural, magnetic, and electronic changes with emphasis on the
MI transition. The effect of pressure was investigated by iso-
tropically expanding and compressing the supercell of the
AFM-C and FM magnetic phases along the three crystallo-
graphic directions. For each volume, we minimized the total
energy by varying all atomic positions. However, to limit
computational time, we kept thec/a andb/a ratio constant.
The shrinking of the AFM-C cell is found to enhance the

FIG. 7. Density of states
around the Fermi level(in units of
states/eV cell) and squared plasma
frequencies(in eV2) within a rigid
band model given for both the
equilibrium calculated volume
(left panel) and the experimental
one (right panel). The upper pan-
els show the corresponding dop-
ing (in electrons).
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metallic character; by enlarging the cell, the opposite occurs
and a gap between occupied(A-band) and unoccupied states
(B-band) is opened. In Fig. 8, we summarize this result by
representing the value of the insulating gap as a function of
volume and the pressure-dependent behavior of theA andB
bands aroundEF along theX−G and G−Y directions. The
trend in the whole Brillouin zone is not shown, since only
the bands aroundEF differ significantly from those shown in
Fig. 4. The two vertical lines in Fig. 8(a) indicate the mini-
mum (dashed-dotted line) and the experimental(dotted line)
volumes. The gap is opened for a volume of 429 Å3 that
corresponds to an expansion of 0.9% with respect to the
equilibrium volume. The gap increases almost linearly with
increasing pressure. Figure 8(b) shows that the major
changes in the band structure occur in an ellipsoidal region
aroundG, with semiaxes of 0.3sp /a,p /b,p /cd. In this re-
gion, the MI transition takes place as a consequence of the
splitting of theA- andB-bands.

We are now in the position to compare the pressure-
induced changes on the metallic properties of the system by
analyzing the trends ofVp

2sVexptd andVp
2sVthd shown in Fig.

7. By recalling that the calculated equilibrium value of the
cell volume,Vth, underestimates the experimental valueVexpt,
the results obtained at Vth are equivalent to those obtained by
compressing the crystal structure. An increase ofVp

2 at EF is
then expected. The overlap between theA- andB-bands in-
creases upon pressure, thus we conclude that a larger con-
ductivity and a metallic state are predicted at sufficiently
high pressures, in agreement with the data by Forroet al.16

In the pressure range of interest, theA- andB-bands exhibit
an orbital decomposition similar to that calculated at ambient
pressure. The only notable difference concerns theB-band,
where a more pronounced Spz character(38%) is observed.
In the remaining region of the Brillouin zone, the two bands
almost overlap and no significant differences are found by
varying pressure.

In the preceding paragraph, we have shown that the insu-
lating gap increases with increasing cell volume(Fig. 8),

regardless to the pressure-induced modifications of internal
structural distortions(see Table IV). In the following, we
show in detail how such distortions lead to qualitative
changes of the ground state. For example, we previously
noticed that pressure affects the S-V hybridization nearEF.
We now concentrate on the role played by the zigzag dis-
placement of the V chains and by the V-V(and S-V) dis-
tance. Indeed, these two quantities are sensitive to the change
of lattice constants both along thec-direction and in the
ab-plane (see Fig. 2). The V-V distance is modified either
by changing thec-axis parameter or by increasing the V
zigzag displacement. To study separately the two effects on
the metal-insulator transition, we carried out two series of
constrained calculations. In the first series we kept the cell
dimensions fixed and modified the zigzag displacement. In
the second one, the zigzag displacement was frozen at the
theoretical value and thec-axis parameter was increased. The
results are reported in Fig. 9, where the gap is plotted as a
function of the V-V distance by keeping fixed either the
volume [(A) circles] or the zigzag displacement[(B) tri-
angles]. Although the V-V range for two cases is the same,
the calculated gap values at a given V-V distance differ by
one order of magnitude. A comparison between the two
curves suggests that the V-V distance itself plays a marginal
role and that the V zigzag displacement is rather the most
relevant structural parameter governing the MI transition.

To further highlight the effect of the zigzag on the elec-
tronic structure of BaVS3 we plot in Fig. 10 the band struc-
ture alongX-G-Z for three different values of the zigzag:
0.24 Å, 0.11 Å, and 0. For the calculated case at equilibrium
szigzag=0.24 Åd, the system is a poor metal, as already dis-
cussed. By decreasing the zigzag, the overlap betweenA-
andB-bands increases. Finally, in the absence of zigzag, al-
most identical to the hexagonal phase, new bands crossEF
and others appear belowEF. As a consequence, the DOS of
the upper valence region is enhanced and a flattening of the
DOS aboveEF is observed, differently from the DOS ob-
tained for the quasimetallic calculated equilibrium structure
shown in Fig. 5.

We conclude the discussion on the pressure effects by
illustrating the effects on the stability of the AFM-C structure
with respect to the FM one. The response of the former struc-
ture to the compression is a localization of the valence V 3d
electrons. Accordingly, a variation of the total magnetic mo-
ment m is observed andm deviates from the equilibrium
value s1.30mBd by −0.08mB for a 15% compression with re-
spect to the equilibrium volume. The corresponding varia-
tions of magnetic moment at the S1 and S2 sites is 0.03mB.
In the case of the FM structure, the magnetic moment re-
mains nearly unchanged for small compression values up to

TABLE IV. Pressure effects on zigzag[dzigzagsV-V d, in Å],
V-V distance(Å), andD (in meV).

dzigzagsV-V d dVV D

Vth 0.242 2.856 −12

Vth+2% 0.244 2.878 47

Vth+5% 0.248 2.900 92

FIG. 8. (a) The dependence on cell volume of the energy gap.
Compressions are performed increasing isotropically the cell pa-
rameters from the theoretical ones.(b) The two bands, calledA and
B, that flatten as the volume increases from the theoretical value
reduces their overlap nearG and causes a M-I transition.
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8% and decreases by less than 0.03mB for a 15% compres-
sion. The different response of the FM and AFM-C structures
explains the crossover of phase stability predicted at
V=0.83Vth (see Fig. 11). Below this volume value, the FM
structure is favored and the new value of the exchange inte-
gral J2 is 12.9 meV. As compared to the ambient pressure
case, whereJ2=−1.1 meV, the sign changes and the absolute
value is enhanced by one order of magnitude. The latter ef-
fect is ascribed to the change of interchain distance that de-
creases from 6.72 Å at V=Vth to 6.3 Å. This increases the
exchange interaction between SNN V atoms. The above
pressure-induced crossover from AFM-C to FM predicted by
our calculations is supported by the experimental data by
Gauzziet al.11 on partially Sr-doped samples, where the Sr-
induced chemical pressure was found to induce the crossover
for 10% substitution level.

VI. SUMMARY

In conclusion, we reported electronic structure calcula-
tions on the hexagonal perovskite BaVS3 within the LSD and
the LSD+U approximations. The structural and electronic
properties of the ground state have been studied in detail for
different possible magnetic structures. We found that the
LSDA+U is suitable to account for the salient features. No-
table is the agreement within 1–2 % between calculated and
measured lattice parameters and atomic positions. Agreement
is also found regarding the insulating and AFM-C character
of the ground state, while the Nèel transition temperature
was overestimated as discussed in detail in Sec. V A.

We also investigated in detail the pressure-induced
changes on the electronic and magnetic properties of BaVS3

FIG. 9. Values of the gap with respect to the
V-V distance for two different constrained calcu-
lations: at fixed volume[(A) circles] and at a
fixed zigzag[(B) triangles]. The lines are guides
for the eyes. The values of the zigzagszd and of
the c cell parameter are also given forA and B,
respectively.

FIG. 10. Here we report the effect of changing the V displace-
ment, keeping fixed the theoretical Bravais lattice for orthorhombic
BaVS3. As the zigzag passes from the theoretical value of 0.24 Å to
the value of 0.11 Å, the overlap betweenA andB increases strongly
and other bands approachEF from down. When the zigzag is set to
zero,B shows a complete hybridization in theXG direction and a
third band crosses the Fermi level. For zigzag=0 the total DOS are
also shown.

FIG. 11. Energy/volume curves for the AFM-C(–P–)and FM
(- -s- -) systems. The two phases are nearly degenerate at the point
of minimum energy, and for a compression of about 15% of cell
volume we calculated a crossing between the two curves. The two
zooms mark the change in relative stability.
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by minimizing the total energy as a function of atomic posi-
tions for different cell volumes. We found that a volume
expansion of about 1% leads to a MI transition with a small
gap of 47 meV, in agreement with the experimental value of
43–59 meV. The most relevant structural parameter to the
MI transition was found to be the transversal zigzag dis-
placements of the V atoms forming V-V chains along the
c-axis. Finally, a 15% volume compression was found to
induce a crossover from the AFM-C phase to the FM phase,
also in full agreement with experimental data on partially
Sr-substituted where the Sr-induced chemical pressure was
found to induce the crossover for 10% substitution level.

In order to understand the rich electronic and magnetic
structure of BaVS3 revealed in experiments, further ther-
oretical efforts, such as the analysis of chemical substitutions
(Ba→Sr, V→Ti, and S deficiencies) and orbital ordering,

would be of great interest. We also believe that the nature of
the short range in-plane correlations characterizing the non-
magnetic insulating phase observed between 70 K and 30 K,
a central issue of debate, probably hard to explain within the
LDA+ U scheme, deserves further investigations, both theo-
retical and experimental.
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