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E. V. L. de Mello* and E. S. Caixeiro
Instituto de Fisica, Universidade Federal Fluminense, Niterdi, RJ 24210-340, Brazil
(Received 25 May 2004; revised manuscript received 5 August 2004; published 17 December 2004

Phase separation has been observed by several different experiments and it is believed to be closely related
with the physics of cuprates but its exact role is not yet well known. We propose that the onset of the
pseudogap phenomenon or the upper pseudogap tempeFatoas its origin in a spontaneous phase separa-
tion transition at the temperatufgs=T*. In order to perform quantitative calculations, we use a Cahn-Hilliard
(CH) differential equation originally proposed to the studies of alloys and on a spinodal decomposition mecha-
nism. Solving numerically the CH equation it is possible to follow the time evolution of a coarse-grained order
parameter which satisfies a Ginzburg-Landau free-energy functional commonly used to model superconduct-
ors. In this approach, we follow the process of charge segregation into two main equilibrium hole density
branches and the energy gap normally attributed to the upper pseudogap arises as the free-energy potential
barrier between these two equilibrium densities belQy This simulation provides quantitative results in
agreement with the observed stripe and granular pattern of segregation. Furthermore, with a Bogoliubov-
deGennes local superconducting critical temperature calculation for the lower pseudogap or the onset of local
superconductivity, it yields an interpretation of several nonconventional measurements on cuprates.
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[. INTRODUCTION continuously from the superconducting into the normal phase
without any anomaly, suggesting that the pseudogap and su-
The existence of the pseudogap in all family of high-perconducting gaps have the same origin. The common ori-
temperature superconductaidTSC) has been verified by gin was also supported by some ARPESNd scanning tun-
several different experimental techniques as discussed H}eling spectroscopy(STM)™® data. Muon spin rotating
many reviews:? As a consequence of many years of scien-experiment® characterized™ as the pair formation line in
tific effort, there is a solid consensus of its existence at leastgreement with tfggoﬂuctuatmn theories of pre-formed super-
in the underdoped regime. On the other hand, there is curg—;”duclt'”g pairs:> dTr;]ese STgA and .AREES ex(;aenn&ents_
rently no agreement on such basic facts as to its nature anffv< asg_ metasure t ?hgfglfg ogarﬁ] 't?]t € ovgr opet region
origin. After its discovery:2it was realized that some experi- "' 9PPOSIlON 10 many o _which Ihe pseudogap tem-
ments detected the pseudogap temperafarat very high perature line appears to fall a little beyond the optimum dop-

values while others would place it just above the critical! ' value. On the other hand, intrinsic-axis interplang

o : tunneling spectroscopy?3led to results against a supercon-
temperaturdl.. This is probably because different probes ar_educting origin of the pseudogap that was also confirmed by

able to detect differ_ent propertieg but, thg fact is that thishe same type of experiment in high magnetic fRdhis
large dlscrepancy trlggered a variety of different prOposalsconclusion, against the common origin of the pseudogap and
Just to mention a few ideas and works; Emetyal? called  gyperconducting gap, is also shared by Tallon and Loram
the highT* as T;, the crossover temperature at which chargeafter the analysis of data from many different experiménts.
inhomogeneities become well defined and the Bwas T, The above resumed paragraphs intended to show that, de-
and associated it with a spin gap and they both merged intepite the enormous experimental effort after all these years,
T, at the slightly overdoped region of the phase diagram. Irthere are still some basic open questions in this field. These
their review, Timusk and Statalso presented a similar phase open questions motivated us to make the present work which
diagram but they related the lower pseudogap temperature tonnects the large pseudogépto the onset of phase sepa-
T* and the upper one also to a crossover temperélt’;lréhe ration. There is now considerable evidence that the tendency
lower and the highef* were also considered as the opening toward phase separation or intrinsic hole clustering forma-
of a spin and a charge gap respectiveRhe lowerT* was  tion is an universal feature of doped cuprattg® Phase
also attributed to superconducting phase fluctuafiarsd  separation in hole rich and hole poor regions was theoreti-
many different experiments claimed to have detected sucbally predicted® and has been observed in the form of
fluctuations’~*! Thus the existence of the two pseudogaps instripes®3! and in the form of microscopic grains or mesos-
the cuprates has been compiled by several wdrk&as the copic segregation by STM measuremeft& Although the
result of many different data. In fact, analyzing the data fromSTM results has been questioned as a surface phenomena
angle-resolved photoemissioARPES and angle-integrated which does not reflect the nature of the bulk electronic
photoemission, Incet al!® could distinguish not two but state3* the inhomogeneities has also been seen by neutron
three different energy scales. diffraction®®313% which is essentially a bulk-type probe in
Another controversial point is whether the pseudogap andnderdoped and optimally doped region of the L8r,Cu0,
the superconducting gap have the same origin or not. Turphase diagram. Another bulk-type measurement using
neling spectroscog§'%seems to show that the gap evolvesnuclear quadrupole resonan®QR) (Ref. 36 has observed
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an increase in the hole density spatial variation ofdergo a phase separation and evolves continuously into a
La,_,Sr,CuO, compoundgwith 0.04<x=<0.15 as a func- complete separation characterized by a bimodal distribution
tion of the temperature. Despite these evidences, the majorityith two major equilibrium densitie@, andp_). For under-

of the theoretical approaches are based on the assumptigeped samples the phase separation is more pronounced,
that the holes are homogeneously doped into CuO planesince T, is very large for these compounds. The difference
probably due to the argument that, in principle, macroscopigetweenp, and p_ should decrease for compounds with in-
phase separation is prevented by the large Coulomb energfeasing average hole densjtyand the sharp peaks evolve

cost of concentrating doped holes into small_regions. On thésio rounded peaks negg. This provides an explanation for
other hand, the above-cited references are just a few of thes neutron diffraction data on the Cu-O bond length

large number of works which have detected some type Ofjistributior?® and the observation of charge and spin separa-

Isr;rr]]géni??sen?eltsliit 'Qvgrl:ﬁ)ﬁtﬁes bvevgtlcsri]n sleeeér:s sftg)mbeerelrz;%ng ion into stripe phases. On the other hand, the increase of the
P 9 y ’ inhomogeneity(variation in p) as the temperature is de-

also experimental evidences for an intrinsic phase separatiocnreased for a aiven sample was observed bv the NOR
and cluster formation in many other materials like, for in- 9 P y Q

stance, manganites which are believed to be another Stror?%penmenté"? In agreement with the CH theory of the spin-
correlated electron materidls®® and on rutheno-cuprates 0d@! decomposition. On the other hand, these local differ-
superconductor In fact, it has been argued that phase®nces in the charge d|st_r|but_|on generate local microscopic
separation might be stronger in mangarfiteshan in  (OF mesoscopicregions with different superconducting tran-
cuprates. sition temperatures. The onset of local superconductivity
In this paper, we develop an approach to this issue as W@y be identified as the lower pseud'ogap temperature or the
apply to the large pseudogap the theory of phase-ordering €mperature where the superconducting pairs start to appears.
dynamics, that is, the growth of domain coarsening when g his second pseudogap has also been interpreted as the mean
system is quenched from the homogeneous phase into 4t§ld temperaturd™* by Emery and Kivelsoft® As the tem-
inhomogeneous phaékThis phenomenon is also known as Perature goes down between this lowérand T, more su-
spinodal decompositiorOne of the leading models devised Perconducting regions or superconducting droplets appear,
for the theoretical study of this phenomenon for a conservathey grow in size and quantity and they percolatd afThe
tive order parameter is based on the Cahn-Hilliard@PPearance of these superconducting droplets abgigin
formulation2 The Cahn-Hilliard(CH) theory was originally ~@greement and it is the only possible explanation of various
proposed to model the quenching of binary alloys througHneasurements made in the normal phase of different
the critical temperature but it has subsequently been adoptégaterials like the Nernst effétt® and the precursor
to model many other physical systems which go through glamagnet|s'n4.5—48lln this scenario, superconducting phase
similar phase separatidf-*3We show how the CH equation coherence is achieved only & which is the temperature
is derived from a typical Ginzburg-Land&GL) free energy ~ that=60% (~ the percolating limitof the sample volume is
for a typical (conserveyl order parameter, which is easily N the superconducting phase as has been proposed by sev-
related with the density of holes, using an equation for theeral different works®=°2In the following sections we discuss
conservation of the order parameter current. The CH equdle phase separation mechanism, we present the results of
tion is solved numerically by adopting a very efficient SOme simulation, and the implications to HTSC properties in
method (compared with usual first-order Euler methpds detail.

semi-implicit (in time) finite difference scheme proposed by _AS mentioned above, the process of phase separation in
Eyre® The numerical details have been analyzedHTSC is well documented but, concerning the mechanism of

elsewherd4 phase separation there are not many conclusive studies. One
The main purpose to solve the CH equation for the holgossibility for this mechanism arises from the measurements
density field and take the large pseudogap temperatues by nuclear magnetic resonan@dMR),?® which has deter-
the phase separation temperatdig is that we can make mined the high mobility of the_ oxygen interstitial in
guantitative calculations and get some insights on variout@CUQs-s compounds. Therefore, it is possible that the dop-
HTSC nonconventional features: As the temperature goe@nt atoms cluster themselves to minimize the local energy
down belowT, the distribution of hole density for a given and this would be a possible explanation for the whole pro-
compound evolves smoothly from an initially random varia-€ess. This is just a general idea based on the NMR ré8ults
tion taken as a Gaussian distribution around an average deRut the mechanism of clustering is an interesting subject that
sity p, since a purely uniform distribution does not segregatéMerits more attention in the future. .
into a kind of bimodal distribution. These simulations are 10 avoid confusion in the notation, we will adopf<(p)
used to demonstrate the charge inhomogeneity and the strip@’ the large pseudogap temperature of a compound with
pattern formation in a square lattice as shown below. Théverage hole doping and T* (p) for the lower pseudogap
pseudogap enerdy, or the large pseudogap temperatlite  temperature. When we refer to a given sample and not to a
arises naturally as the GL potential barrier between the twdamily of compounds, to simplify the notation, we may just
equilibrium density phases, changes smoothly as the teniseTysand T*.
perature decreases, and reaches t_he maximum _phase SePara- ||~ APPROACH TO PHASE SEPARATION
tion near zero temperature. Tj,s vanishes at a critical aver-
age hole densityp,~0.2 as generally acceptéd;® that The CH theory was developed to the binary allows and
means that all the compounds with avergge p. may un-  one may question its application to a strongly correlated sys-
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0.04 ; = also2 increasesE,=A%T)/B which is proportional to
(Tys—T)=.

pBray41 pointed out that one can explore the fact that the
type of order parameter used above, as the two types of
atoms of a given alloy, is conserved and the CH equation can
be written in the form of a continuity equatioau=-V -J,
with the currentJ=M V (5f/ 8u), whereM is the mobility or
the transport coefficient. It is probably the same for each
family of HTSC compounds because of the universal char-
acter of their phase diagram. Therefore we may write the CH
equation as following:

0.03

S o002}
>

0.01
au 2,202 2 2,3
E=—MV(sVu+A(T)u—Bu). (2
%04 3 0.4 This equation is solved with the so-called flux-conserving

boundary conditions, Vu-fiz. 0= (V3U) -Alzc,0=0 where
FIG. 1. The typical potential used in the density of free energy" IS the outward normal vector on the boundary of the do-
which gives rise to phase separation as a function of the ordef@in{} which we represent by(}, it is possible to show the
librium densitiesp, =u, +p and the energy barrier between thegn ~ €NErgy can only decreaseissipatg or stable?344Therefore
depends on the temperature differeffgg-T. a time stepping finite difference scheme is defined tgiae
dient stableonly if the free energy is nonincreasing and gra-

tem as HTSC. However the clustering process in hole-dope ient stability is regarded as the best stability criterion for
HTSC is very subtle. As we can draw from the stripe phase Inite difference numerical solutions of such nonlinear partial
the antiferromagnetic insulating phase has nearly zero holddifférential equation as the CH equatitsh.

: ) 4 4
per copper atom and the charged phase has less than 0.25AS it has already been pointed dtit*both theV* and the
holes per copper atom, and in some cases 0.125. Thu 9n|mear term make the CH equation very stiff and it is

Ifficult to solve it numerically. The nonlinear term in prin-

double hole occupancy does not occur in either phases,

which is in agreement with a large on-site coulomb repulsiorf1Ple; forbids the use of common fast Fourier transform
used in almost all Hamiltonian models for HTSC as in Eq_methods and brings the additional problem that the usual

(4) below. Therefore, we believe that the use of the CHstabiIity analysis like von Neumann criteria cannot be used.
theory to .hole-doped,HTSC is justified. These difficulties make most of the finite difference schemes

As an initial condition, let us suppose that a typical HTSC!© USe time steps of many order of magnitude smaller than
has, aboveT,, a Gaussian distribution of local densities Ax and consequently, it is numerically expensive to reach the

around an average hole densfiyas can be direct inferred '

time scales where the interesting dynamics occur. To solve
from the STM experiment&33Panet al32 have measured a these difficulties Eyre proposed a semi-implicit method in
spread ofAp~0.08 holes/Cu for an optimally doped com-

time that is unconditional gradient stable when YHe) can
pound which will be adopted as an initial condition in our P& divided in two partsV(u)=V,(u)+Ve(u) where V. is
calculations. This Gaussian distribution around the averaggalled contractive and/ is called expansivé’ Thus, we
hole densityp is the starting point at temperatures above and®dopt here his method taking as the quadratic term and
near the phase separation temperalygand each local hole @S the fourth-order one. Then we finally obtain the proposed
density p(X) inside the sample oscillates around the com-finite difference scheme for the CH equation which is linear-
pound average. In this way, we can define the order param-12€d i Jime (we have absorbed/ into the time step
eteru(X) = p(X) - p andu(x) =0 above and &, as expected. namely?

Then the typical GL functional for the free energy density in U{}El + At(gzv‘lui’};l + BZVZ(U{}k)Zu{}El
terms of such order parameter is N 5 -
1 = Ujji = AtAX(T) VU, . Q)
f=35e2 Vul?+V(u), (1)

We have studied the stability conditions of this equation
where the potentialV(u)=A%(T)u?/2+B?u*/4+..., A%T)  in one, two, and three dimensioffsin the next section we
=a(T-Ty, andB is a constant. Notice that near and below present the results for two and three dimensions applied to
Tps and/or for small values of, the gradient term can be the problem of phase separation in a HTSC plane of CuO.
neglected and we get the two minimafoét the equilibrium  Although we calculate the local order parameéx) of a
values u(X)=+A/B=+ |[a(Tps—T)]/B. This can be easily sample with average hole density we are interested and
seen if we writeV(u) =B2(u?-A?/B?)2. In Fig. 1 we show the  will preferably refer to the local hole densityx) =u(x) +p.
important characteristics of such potential: As the tempera-
tures go down away fronT,s the two equilibrium order
parameter(or densitie go further apart from one another ~ As mentioned in the Introduction, there is a consensus
and the energy barrier between the two equilibrium phasefom several different experimentsthat the pseudogap tem-

IIl. RESULTS OF THE SIMULATIONS
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peratureT* (p) initiate at average hole doping=0.05 at O T ' T '
T=800 K and falls to zero temperature at a critical doping
p.~0.2. This is best illustrated by Fig. 11 from the review
work of Tallon and Lorarfiwith many different data, which
we reproduce here for convenience.

Initially, that is aboveT,{p), the system has a homoge-
neous distribution of charge with very small variations
aroundp, which is described by a very narrow Gaussian-type
distribution. When the temperature goes down throligh
the sample with average hole dengittarts to phase sepa-
rate and the original Gaussian distribution of holes changes
continuously into a bimodal type distribution. For under- ) ; )
doped samples with largg,s the mobility M is high which 005 010 0.15 020
favors a rapid phase separation into two main hole densities hole concentration, p
p- and p,, while the compounds near the critical dopipg
may not undergo a complete phase separation. NeaF the FIG. 2. Figure 11 from Tallon and LoragRef. 2 showing thep
the difference betweep. andp, is very small and increases dependence of the pseudogap enefgyor T* determined from
as the temperature goes away frd’g} However if the sys- SI_JsceptibiI_ity, heat Capacity, ARPE@,Y_NMR, and resistivity as
tem is quenched very rapidly the phase separation may néfsplayed in the legends.
even occur, because it depends on the mobility which is es-
sentially the phase separation time séaf#.For p=p, there ~ simulating the the temperature differen@s~T). Different
is no phase separation and the charge distribution remairigitial conditions were tested to check convergence after
Gaussian-like. Fop<p,, the transformation from a homo- thousands of time steps. One of the trial starting initial con-
geneous phase to one with different densities and with sitedition was, for instancey(t=0) =& X sin(x)sin(y).
at different environments is seemed by many different mea- In Fig. 4 we show the results of the simulations on a
surements: By local measurements like, for instance, thd00X 100 square grid. In these simulations we uged
Y_NMR, by transport measurements like the resistivity since=0.125 ande=0.05 which represents a phase separation in
the charges must overcome the potential baffichetween  region 4 of Fig. 3 because it is a region where phase separa-
the two equilibrium regiongsee Fig. 1 and by susceptibility tion is neither minimal as in region 1 nor maximal as region
due to the appearance of antiferromagnetic regions with low. The simulation describes the time evolution of a homoge-
hole density especially at the low average doping comfeous initial condition given above and represented by a very
pounds. Notice that the coefficien(T)=[a(T,s—T)]  sharp Gaussian around the averagealue shown in Fig.
changes smoothly as the temperature goes down away frohtd). Figure 4 shows very clearly the phase separation pro-
Tos and therefore the charge distribution in a given com-Cess.
pound depends strongly on the temperafliren the details The phase separation time evolution is also well illus-
of sample synthesis and annealing procedures and, due to tH@ted by displaying the histogram of how the order param-
mobility, on how the system is quenched throuigh This is eter evolves in time. In Fig. 5 we show the time evolution of
probably the explanation to the different results reported in
the literature on many HTSC compounds.

Assuming that the curve proposed by Tallon and Ldram
reproduced here in Fig. 2 is tfig line, the regions below
are characterized by their temperature distance from this
temperature. The regions in the bottom like 5 to 7, as illus-
trated in Fig. 3, are regions with very strong phase separation
while at regions neaf s like 1 to 3, the phase separation is
weak. This is becausa,=*(A/B)=+ [a(Ty—T)/B] and
these regions are characterized by their value§Tgf-T).
Thus, in region one, the difference betwgerandp, is very
small and increases as the temperature goes below the
line. Accordingly, the energy gaf,=E4(T) is a varying
function of T and goes to zero nedjs At zero temperature,
compounds withp<0.1 may be strongly separated in an 0 s s -
insulator phasegp.~0) and in a metallic phase with, 0 0.05 01 b 0.1 02 025
=0.2. Compounds with 0% p=<0.16 the phase separation
is partial and for 0.16<p=<0.2 the original Gaussian is dis- FIG. 3. lllustration of the phase separation regions. The thick
torted with an increase in the hole density at the low andine represent3,s or E, from Fig. 2 approximated by a straight line.
high tail. The numbered regions are equidistant frdgg and are character-

We have performed calculations in all regions below theized by their single values dfT,s—T) which is proportional to the
phase separation line increasing the value of&lweefficient  equilibrium densitiep_ andp,.

L]
4 »P 5C0

B, K]
B 8 & 8

§Q

1000 T T T T

\x./ 500
[t

224517-4



EFFECTS OF PHASE SEPARATION IN THE CUPRATE PHYSICAL REVIEW B 70, 224517(2004)

0.104 0.104
0.065 0.065
0.026 0.026

% X

F N

bt -0013 >.| -0.013
-0.052 -0.052
-0.091 -0.091
—0.13 -0.13

X—-Axis
0.105 0.096
0.0675 0.06
0.024

a 0.03 'E

5 5

b 00075 L 0012
—-0.045 -0.048
—0.0825 —0.084
-0.12 0.12

X-Axis X-Axis

FIG. 4. The process of phase separation with the time. On the top panel we plot the order parameter map attth2ad@és which
displays anenhancegreminiscent pattern from the initial conditions. &t5000(b) the phase separation process has already started and on
(c) at thet=10 000 and=25 000(d).

a typical simulation with the same parameters of Figt 5: study such an effect we have also done, together with the
=1 represents the initial condition with the hole dengity) 100X 100 lattice, calculation with the 200200 and 500
centered around an average vajpe0.125,t=5000 repre- X500 square grid. At Fig. 7, we show the results of mapping
sents 5000 time steps in our simulations, and so on. Ththe order parameter in a surface with the same values of
shape of these histograms and their evolution from an initiaparameter used above. It is very interesting, in the context of
centered Gaussian to a bimodal distribution is very interestHTSC, to observe that smaller lattices display a granular
ing. It is very important to emphasize that the distributionpattern and there is a clear increase in the formation of a
after certain time steps is independent of the initial conditionstripe pattern as the size of the lattice is enlarged. It is a
In practice, if the mobility would be very large anddfis  matter of fact that the largest HTSC single crystals are those
very small, the system would evolve to two delta functions awof the Lg_,Sr,CuG, family which are more suitable for neu-
Ps. tron diffraction studies and it is exactly in this family which
To study the effect of the gradient term in the GL freethe stripe phases were measut@d As conjectured by A.
energy of Eq(1) we have also performed simulations with Moreo et al.*" it is likely that the same conclusion may be
different values ok. We have tested=0.01, 0.03, and 0.05. applied to the manganites.
The results are shown in Fig. 6 and we can see that indeed Notice how the stripe structure develops in the plane in-
the order parameter distribution approaches a delta functioterior and as they end at the borders they display a granular-
ase decreases. type pattern similar to those found in STM?33In order to
Phase separation always occur when we start with a smatheck this we have also performed simulations in three di-
variation around an average value but the final pattern isnension. The results does not differ appreciably from the
strongly dependent on the size of the system. In order téwo-dimensional case. In Fig. 8, we show cuts in a three
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FIG. 5. The evolution of the local densities of order parameter FIG. 6. The evolution of the local densities of order parameter
u(xX) with the time in our simulations. We can see the tendencyprobability with the gradient constast We can see the tendency
toward sharps bimodal distributions at the density equilibrium val-toward sharp bimodal formation at the valygsase decreases.
ues(u- anduy).

dimension 106 100X 100 lattice at the middle planéz In this~expression§ represents the nearest _neighbor vec-
=50) and near the top surfade=100). tors an.d,ui:,uf U/2(n) is the Hartree shift ywth the local
eletronic densityn;)=2{n;,). The hole density ip(x;)=1
IV. LOCAL GAP —(n;). The Hey is diagonalized by the BAG transformation

We have shown that below th&, a phase separation
develops creating a variable density of holes at very small
mesoscopic scale. Therefore, it is important to perform a
local superconducting gap calculation, taking into account
this charge inhomogeneity, in order to understand its effect
on the the superconductivity phase and specifically, how CiL:E['ynlun(xi)*")’;TU;(Xi)]v (6)
such a phase is built in this inhomogeneous environment. n
The appropriate way to do this calculation, in a system with-
out spatial invariance, is through the Bogoliubov-deGennegyheresy,, andy! are quasiparticle operators associated with
(BdG) mean-field theory?~>" We start with the extended the excitation energied, = 0). u,(x;) andv,(x,) are normal-

Hubbard Hamiltonian ized amplitudes for eack. Therefore the BdG equations are
H=- X tijCiT(errr +> (V™ = w)n;,

Gine ic ( K A )(un(xi)) (un(xi))
=E, (7)
DRIEED S () I SEAVECY 0a(%)

(i)oo'’

G = 2 [ VntUn(X;) = 7llv;(xi)],

wherec/ (c,) is the usual fermionic creatioannihilatior with

operators at site;, spin {1}, and n,=c/ ¢, tjj is the .
hopping between siteand j, U is the on-site and/ is the KUnp(Xi) == 2 b isoUn(Xi + 8) + (V™ = T un(Xy),
nearest neighbor interactiop.is the chemical potential, and g
V™ is a random potential which controls the strength of the
disorder and introduces the inhomogeneous Hartree3hift.

Using a mean-field decomposition approach, one can de- Aun(x) = 25 AfX)Uy(X; + &) + Ay(X)Un(X)), (8)
fine the pairing amplitude®,5” As(x)=V(c; Ci+5;) and g
Ay(x))=U(c;,ciy), which yields an effective Hamiltonian o _ _ )

and similar equations fov,(x;). These equations give the

Herr = - 2 i 46CyCiv 50+ 2 (VP — Zn;, amplitudes[u,(x;), v,(X;)], and the eigenergies,. The BAG
100 lo equations are solved self-consistently together with the pair-
. i i 4,55
i
* * E
+> [AU(Xi)CiTTCiTL +Ay(%)ci Cip].- (5 Ayx)=-U> Un(Xi)Un(Xi)tanhZKHT, 9
i n B
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FIG. 7. The mapping of the order parameter in the process of phase separation in lattices with different sizes. We display here the order
parameter in the 200200 (a) and for 500< 500 (b) lattice. The parameter are the same and therefore it is to be compared with the results
displayed in Fig. &) above for the 10& 100 lattice.

V. DISCUSSION

V *
A‘S(X‘)__Ezn“ [Un(x)vq(x; +8) As discussed in the Introduction, it is very likely that

phase separation is a fundamental process in the HTSC phys-
ics and therefore it must manifest itself through many experi-
mental results. In order to explore this fact, we have devel-
oped a formalism based on the CH differential equation
which allows one to quantitatively study the HTSC phase
separation process. We take tingper pseudogaps the on-
set of phase separation because it starts in the underdoped
p(x) =1 = 2 [Jun() 20+ [on(x)2(1 =], (1)  region usually at very high temperaturés800 K) where
n we expect neither Cooper pair formation nor fluctuation of
these pairs and also because there are many arguments
wheref,, is the Fermi function. Depending on the values of against its identification with the superconducting gdp.
the potentialsy and U, it is possible to have pairing ampli- fact, the difficulty to associate the experimental data at such
tude with eithers or d wave symmetry>->’ high temperatures with superconductivity led some authors
It has been shown that a superconducting gap with  to call it simply a crossover temperaturé&Thus, assuming
wave symmetry calculated in a square lattice, can be writtethat the upper pseudogap temperature line as that shown in
as Fig. 2 is the onset of phase separation, we have been able to
provide a simple interpretation to the occurrence of a gap
Ag(x) =:11[A;<(Xi) +A0) = Ag) — A(x)]. (12 (.Eg) at suc_h high temperatures, to foII_ow the hole density
time evolution and how a small fluctuatinigimost homoge-
Therefore we have used the above BdG theory to calcureous phase separates into two main local densitesand
late the local superconducting zero temperature doping des,). Now we want to discuss some more specific implica-
pendeds andd wave gap. In Fig. 9, we show a typical set of tions to the physics of HTSC if, in connection with the
results for thed wave as function of doping, wittV'™P=0  above, we take théower pseudogagms the local onset of
and for a cluster of 1% 14 sites. We have used parameterssuperconductivity.
which are appropriated to the HTSC, as we discussed in The lower pseudogap has been attributed to the local
some of our previous work8:>% A hopping value oft  mean field(MF) superconducting temperature or to the onset
=0.35 eV, next neighbor hoppirtg=0.5%, an on-site repul- of pair formation or superconducting fluctuatide-1°-5
sion U=1.3, and a next neighbor attractio’=-1.G. Starting in the underdoped region at temperatures usually
Changing these parameters the gap curve also changes butritsar the room temperature, it has been identified with the
qualitative form is not affected. This calculation is to be usedonset of local superconductivity or with the appearance of
concomitantly with the phase separation results from prevismall superconducting regiofsThis interpretation is sup-
ous sections, since beloW,, the system has regions or is- ported by many different experiments, the most direct being
lands of different doping levels. The consequences of théhe Nernst effeét!® and muon spin rotatiot?. Following the
BdG calculations, like those presented in Fig. 9, will be dis-theoretical predictiorfsand the Nernst effect resuft4? we
cussed in the next section in order to support the interpretaassume that the lower pseudogap vanishes at the strong over-
tion of many physical properties associated with the HTSCdoped region. Thus, in order to match the lower pseudogap,

* E
+0p(X)Un(X; + 8) Jtanh 2k,:T’ (10

and the hole density is given by
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FIG. 9. Results of the calculation for the zero temperature local
superconducting gap usingdawave BdG superconducting theory.
Since these calculations used a small cluster, we can attribute the
average density to a local densjiyx).

qualitative form of theA[p(X)] X p(X) shown in Fig. 9.

Thus, the lower pseudogap temperature, which we denote
T*(p), is the onset of superconductivity and the supercon-
ducting regions grow as the temperature is decreased below
the T* (p), but long-range order is only possible at the per-
colation limit among these regions, when phase coherence is
established af (p). This scenario, with these twhase-
separation and local superconduciipgeudogaps, is appro-
priate to interpret many nonconvention HTSC features and
their main phase diagram, that is, the curfggp) (the up-
per pseudogap temperatuyrd* (p) [the (superconducting
lower pseudogap temperatliirand T.(p), as we discuss be-
low:

We start with the discussion of the many tunneling experi-
ments resultd41621-220ne of the most well-known facts
about these experiments is that they do not yield and special
signal atT,(p) and form a kind of “dip” that persists above
T.(p) and dies off atT* (p). Our main point is that these
experiments are made over a finite region and always mea-

FIG. 8. The 3D mapping process of phase separation at Sure the average of all[p(x)] in this region. As the tem-
=50 000 steps. Iria), we plot the order parameter at the certer perature is continuously raised from near zero, the regions
=50 of a 100< 100x 100 lattice. In(b), we show the order param- with weakerA[p(X)] {and lowerT[p(X)]} become initially
eter near the top surfade=100 normal and, increasing more the temperature, many regions

gradually turn from superconducting to normal state but, all
we have calculated the zero temperature superconductirije local superconducting regions are extinguished only at
gap A[p(X)] with a d-wave symmetry as described in the T* (p), not atT¢(p). From the BdG calculations displayed in
previous section and displayed in Fig. 9. It is important toFig. 9, we see that the regions wipmearp, yield gaps near
use small clusters like 88, 12x 12 and 14< 14 in order to  the minimum valueA(p,) and we call it the lower or weaker
assure that we are indeed calculating the local properties biaranch. All theA[p(X)] in this branch which has their local
which are larger than the coherence length. densities p<p(X)<p,, vanishes before the temperature

It is interesting that the results of the local BAG zeroreachesT.(p) while those in the strong branch(p_) with
temperature gap functio(X) have the same qualitative p_<p(x)<p decreases also continuously as the temperature
form of the lower pseudogaif34and it yields large values is raised but they are more robust and totally vanish only at
at low doping with its maximum neap(X)~0.05 and de- T* These features are probed by tuneling experiments
creases continuously down to zero at the overdoped regiomhich, due to the very small mesoscogi(X) regions, usu-

If the A(p) gap measured in a compound with average holeally measure the average of all these gaps. At low tempera-
densityp is assumed to be the corresponding average valutire, the average of many different gaps are measured and as
of all A[p(X)], we arrive that the\[p(X)] X p(X) is very simi-  the temperature is raised they all decrease and, first those in
lar to theA(p) X p curve. Indeed the heat capacity measurethe weakerA(p,) branch and the ones in the secafup.)
ments(see Fig. 8 of Tallon and Loratnand the ARPES$see  afterward, vanish at different temperatures from zero, pass-
Fig. 4 of Harriset al’) yield A(p) X p curves with the same ing by T.(p) up to T*(p). Since all differentA[p(X)] vary
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continuously, there is not any special or different signal a@ll the superconducting regions @t (p=0.2). The closing
Te(p). The measured!/dV “dip” signal which came mostly  field Hp, must be very high for compounds with lower dop-
from the robust gaps in th&(p_) branch remains at tempera- ing, probably much higher than the 60 T used by Shibauchi
tures well aboveT(p) in the underdoped region, decreaseset al’! for a p=0.2 compound and that is the reason why
for compounds with increasing doping leyelsincep, and ~ Krasnovet al?? did not see any change in their optimally
p- approaches one another, and in the overdoped region réoped pseudogap dip at 14 T. On the other handhwave
mains just for a few degrees aboVgp). On the other hand, BCS with a Zeeman coupling yields good agreement with
at the far overdoped region and above the critical dopinghe data, supporting the origin of the lowgf as the maxi-
p.~0.2, there is no phase separation and the distribution afium local superconductinfy p(x)].2° The fact that the local
p(X) is just a Gaussian-like distribution around the averagesuperconducting regions with large[p(x)] and low local
hole dopingp, consequently, the “dip” structure remains only doping (aroundp_) are very robust to an external magnetic
for a few degrees, proportional to the distribution width. Thisfield is also consistent with the Knight shift measurements
is well illustrated by F|g 3 of Suzuki and Watanéf)er in which have seen the reductions OfnT and K aboveTC

the figures of Renneet al!* As mentioned, these experi- from the values expected from the normal state at high tem-
ments usually see the average of many gaps in a giveReratures in the overdoped region without any field effect up
region, but, more recent refined experiments of Krasnoy, 53 5 T in the underdoped regi®aNotice that, since the
et al“< and Yurgenst al“°> were able to distinguish between experiment of Shibauchét al6! is performed withp=0.2

the gaps in the two averag€(p,) andA(p_) branches. Fig- : :
29 samples, that is above the phase separation threghold
ure 1 of Krasnoet al** shows clearly the weakex(p,) (or therefore there is only onéGaussiap dispersion of local

superconducting in their interpretatiopeak fading away as - : :
the temperature approach&g(p) while the larger average sgperconductmg gapS(Z) and there is no gaq associated
with any phase separation.

A(p_) (or their pseudoggp'dip” is almost unchanged. They More recently, Hoffmaret al*6*and McElroyet al5:66

gavf alst(r)] ShOWE ROW alppli_ed magne'iiﬁ fietlds u& to 14 Tdeveloped a refined STM analyses which let them to study
estroy the weaked(p.) leaving again € strong (p_) the doping dependence and the electronic structure of some
branch untouched. Thus, the pseudogap signal remains aft(%mpounds of the Bi-2212 famiff. They find a distribution

the pair coherence is lost because the isolated or local supgsz |5 temperature local superconducting gap valies)
conducting regions left abovE, are those with very large whose average valua(p) and its width at half maximum

,{A[%(i)![ or Iﬁ[p(i)]sT*([()j) apqtthg tf;]mperature and fields jncreases for compounds with average hole doping varying
0 destroy he superconductivity in INese regions are muc etweenp=0.19 andp=~0.11. The measured local values of

'?fg.fr t?'ar;'.l'c(p) and the.(;L4dTbused i_rr1|\;|he exp.erimé’?]tAh' h A(X) varies from 20 to 70 meV at regions with linear sides
simuar 'g ing was provide dy as . exlpe_zrlmdent which approximate 55 nm in length. The low energy gaps exhibit
measured a remaining pseudogap signal inside cores g}eriodic modulations consistent with charge modulations like

tE_Si—_t22_12 ﬁuartiéedtvortigglsg V\t/Llere long-range ds.uffhm?tnhdu a granular charge phase separation. Their results, especially
ity 1S clearly destroyed.” Furthermore, we predict tnatthe ,nqa shown in their Figs(8—3(e), display a distribution of

averageA(p_) maximum peak decreases slowly as the tem'mesoscopic scale regions local gaps of two types:
perature tends td, becausg, and p_ coalesce t@. This (1) One type derived from all/dV curve with sharp
temperature decreasing was recently g;easured and can a@&ges with values<65 meV which they called coherence
be seen in Figs. 2 and 3 Qf Yurgees_al. . peaks. They interpreted this type of peak as due to supercon-
_ These results and our interpretation also agrees with th§,,.ing pairing on the whole Fermi surface arguing that this
high magnetic field experiments which have measured simulg; 4 of spectrum is consistent withdawave superconduct-
taneously the closing of the pseudogap figdy) andT* (p) ing gap®*
by interlayer tunneling and resistiviy. Their reported re- (2) Another type ofdl/dV spectra display an ill-defined
sults are for compounds in the overdoped regime With gqges of a V-shape gap with larger values than +65 meV
=Ppc~0.2, that is, for compounds with doping levels aboveynat they called zero temperature pseudogap spectrum. Fur-
the phase separation critical doping aht(p) is just the  thermore, they find that tha-type spectra are dominant for
maximum localT{p(X)] or lower pseudogap. At these dop- gyerdoped samplep=0.19 and 0.18in which there is prac-
ing levels there is no phase separation and what Shibauch'ba"y 0% probability of occurring spectra df type. The
et a|.61 measured ablpg is the field that closes the maximum b_type Spectra start to have a nonzero probabmty for com-
local critical temperature which i§* (p) because it is the pounds withp=0.14 or below, and for underdoped com-
largest of all localsT[p(x)]. As they apply a magnetic field pounds likep=0.11 they find more than 55% bftype spec-
at low temperature, it destroys first the superconducting clustra. It is not difficult to explain these observations in terms of
ters with low localT[p(X)] and, as the field increases, re- the CH phase separation scenario: Tre0.19 and 0.18
gions with larger values of th&[p(X)] are destroyed. In- compounds are near the phase separation threshold and their
creasing even more the external field, eventually it destroyg(x) distribution is essentially a Gaussian tyjig, is small,
the long-range order or percolation among the superconducénd they measure a Gaussian distribution of local supercon-
ing regions at the superconducting close fielg, leaving  ducting gap valueA(X) or a-type spectra. On the other limit,
still some isolated regions which have largefp(X)] than  for the p=0.11 compound, according to the phase separation
the phase coherence temperatlligép). Increasing more the histogram of Fig. 5, almost half of the system has very low
field, one reaches the closing fiett,=60 T which destroys doping[0<p(X) <0.5], the p_ branch and almost half of the
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system is in the othep, branch[0.17<p(X)<0.22]. The in the underdoped region of the phase diagram where the
regions withp(X) in the p, branch exhibit a superconducting stripes has been observed becaliggs larger in this region.
gap distribution ofa-type spectra, while regions in tha (i) The spatial variation or width of the local hole con-
branch are mainly in the insulating region which producescentrationp(x) increases as the temperature decreases.
b-type spectra. These andb-type spectra are mixed in the (i) The fact that some materials exhibit granular while
intermediatedp=0.15 andp=0.13 compounds and it is in others exhibit stripe patterns may be related with the single
this near optimal doping region that both superconductingrystal or palette size of ceramic or granular samples. Our
and theb-type gap have equally probability. Consequently,simulations indicate that larger lattices favor stripe patterns
the gap maps found by Hoffmaet al®3* and McElroy  while smaller ones favor granular patterns.
et al®>56 are a clear manifestation of the phase separation (iv) The spinodal decomposition reveals the importance
process in Bi-2212. of the sample preparation process, that is, samples with the

There are many other experiments which we could dissame doping level may have different degrees of inhomoge-
cuss in the light of the present phase separation theory bureity depending on the way they have been quenched
we believe that the above discussion is sufficient to demonthroughT,s This would explain different results on the same
strate that phase separation process is central to understakdiad of compounds which has been very frequent in the
ing many nonconventional HTSC properties. HTSC.

(v) The two different signals detected by refined tuneling
experiments.

(vi) The density of state modulation measured by recent

We have studied analytically the problem of phase sepaST'VI data. )
ration in HTSC taking some current ideas on the possibility N summary, the CH phase separation approach to HTSC
to identify the uppef* with the onset of phase separation in connection with local charge density dependent BdG su-
and the lower pseudogap as the onsetiofave supercon- per.conductlng. critical temperature calculation is useq to ex-
ductivity. Our approach allows us to make quantitative cal-Plain the existence and nature of the two different
culations of the phases separation process and to perforRfeudogaps and it provides interpretations on many noncon-
simulations which led to granular and stripe patterns depend:entional features and inhomogeneous patterns. Therefore,
ing on the parameter and size of the lattice, which are ifPur main point is that we should regard the phase separation
agreement with current observations. Such calculationBrocess as one of the key ingredients of the HTSC physics.
might be also be pertinent tp the physics of manganites. It is ACKNOWLEDGMENT
also possible to get some insights on many general experi-
mental results such as: The authors gratefully acknowledge partial financial aid
(i) The charge distribution becomes more inhomogeneouom Brazilian agencies CNPq and FAPERJ.
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