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The structure of the transition region between crystalline Si(111) and amorphous germanium has been
studied by means of quantitative high-resolution electron microscopy. Using iterative image matching tech-
niques the two-dimensional distribution function of germanium atoms in the transition region has been deter-
mined from focal image series of such interfaces. The distribution function reveals lateral ordering close to the
crystalline substrate in addition to a pronounced layering usually observed for solid-liquid interfaces. It further
shows that the transition region is elastically strained due to the volume misfit between crystalline silicon and
amorphous germanium. The width of the transition region is 1.4 nm corresponding to about four(111) layers
of crystalline silicon or germanium. Finally, the width of the bond-angle distribution for the first layer of
germanium atoms on the silicon substrate is determined as 8.9° which is close to the corresponding value of
9.7° for bulk amorphous germanium.
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I. INTRODUCTION

It is a long-standing problem to measure the structure of
interfaces between crystalline and amorphous materials(c/a
interface). Such interfaces play an important role for various
physical processes, e.g., crystallization of amorphous mate-
rials or amorphization of crystalline solids by ion
implantation,1 solidification of rapidly cooled melts after
laser irradiation,2 and low-temperature molecular-beam
epitaxy of semiconductors.3 In addition, crystalline-
amorphous interfaces are important for various devices such
as, e.g., metal-oxide semiconductor field-effect transistors
(MOSFET’s) (Ref. 4) or spin-dependent tunneling
junctions.5 There interfaces between crystalline semiconduc-
tors or metals and amorphous oxides are an integral part of
the device. Their behavior is increasingly governed by the
properties of the interfaces especially when the layer thick-
ness approaches the subnanometer regime.4,6

Crystalline-amorphous interfaces structurally mediate be-
tween materials with qualitatively different atomic ordering,
i.e., long-range order on the crystalline and a complex struc-
ture described in terms of atomic correlations on different
length scales asshort-rangeand medium-range order.7 Ex-
perimentally, short-range order is well accessed by diffrac-
tion techniques which allow us to measure theradial distri-
bution function(RDF), closely related to the pair-correlation
function, whereas information on medium-range order can
be obtained from extended x-ray-absorption fine structure8 or
variable coherence microscopy.9,10

In regions close to crystalline substrates long-range corre-
lations of atom positions will occur in the disordered mate-
rial due to the underlying translational symmetry. In this so-
calledtransition regionperfect crystalline order will decay to
the short-range and medium-range order of the bulk amor-
phous material. Due to the lack of radial symmetry in the
transition region, the RDF is of limited use when the atomic

structure is to be described. Following a procedure usually
applied to describe the time-averaged structure of solid-
liquid interfaces11 a three-dimensional atomic densitiy
r3Dsx,y,zd can be formulated wherex is chosen as the direc-
tion perpendicular to the interface and theyzplane is parallel
to the interface. For solid-liquid interfaces theoretical inves-
tigations and computer simulations(see Ref. 12 for a review)
as well as experimental observations13 show that atomic den-
sity profiles rxsxd averaged along the interface indicate a
pronounced layering of the liquid close to the substrate. In
addition, recent molecular-dynamic simulations14 demon-
strate the existence of a crystal-like order in theyz plane of
liquid layers.

Various theoretical techniques have been applied to the
study structure and properties of interfaces and transition re-
gions in covalently bonded systems15–21 as well as interface
mediated crystallization and amorphization22,23 or oxidation
processes24 of silicon. Simple interface properties extracted
from such calculations, however, are considerably different
depending on the theoretical technique as well as on the
preparation of thec/a interface. As an example, let us con-
sider the width of the transition region between crystalline
silicon and bulk amorphous silicon. By calculating the ex-
cess energy density Tuet al.17 come up with a decay length
of the crystalline order of 0.3 nm[one (111) double layer]
for the Sis111d /a-Si interface. By means of tight-binding
simulations Bernsteinet al.16 estimate 0.7 nm for the
Sis001d /a-Si interface using the bond-angle distribution as a
criterion whereas da Silvaet al.21 extract a value of 1.1 nm
from Monte Carlo simulations of the same interface.

Crystalline-amorphous interfaces are difficult to access
experimentally since high-resolution scanning probe mi-
croscopies are not suitable for buried interfaces leaving high-
resolution electron microscopy(HREM) as the method of
choice. It has primarily been applied to the interface between
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crystalline silicon and amorphous SiO2 in order to study its
roughness25 and structure,26–29 which is of outstanding im-
portance for conventional silicon microelectronics.
Ohdomariet al.26 recognized, by using conventional image
simulations based on atom positions extracted from a hand-
built ball-and-sticks model of a continuous random network
(CRN) of a-SiO2 attached to(111)Si, that the position of the
c/a interface as determined from intuitive interpretation of
HREM images is shifted to the amorphous side relative to
the true interface position. From a comparison of simulated
and experimental images taken in cross section Ourmazdet
al.27 conclude that a strained, trydimitelike SiO2 is formed
directly on top of silicon which then gradually transforms
into the amorphous bulk phase within three atomic layers.
This interpretation has been questioned by Akatsuet al.28

who interpret similar image contrasts in terms of a faceted
Sis001d /a-SiO2 interface. Recently, again using HREM,
Ikarashiet al.29 conclude the existence of a crystalline SiO2
layer which is proposed to have a crystoballitelike structure.

Besides thec-Si/a-SiO2 interface, HREM was applied to
examine the interface between crystalline Pd3Si and amor-
phous Pd80Si20.

30 Based on the qualitative comparison of the
contrast in experimental and simulated images and intensity
profiles for a single defocus value it was concluded that
atomic ordering extends in the first several layers of the
amorphous material adjacent to the crystalline material.

Common to all of these studies is the direct qualitative
comparison of experimental images with simulations which
are calculated for a specific arrangement of atoms in the
amorphous part of the interface26,30 or ignoring the atomic
arrangement at all.27–29

We have developed a method which allows us to deter-
mine the two-dimensional projectionrsx,yd of r3Dsx,y,zd
along the electron beam from HREM micrographs of
crystalline-amorphous interfaces taken in cross-section
geometry.31 The approach consists of the evaluation of aver-
aged interface images obtained by averaging intensities at
distances of the crystal periodicity along the interface direc-
tion. Experimental defocus series of averaged images are
compared to simulated images which are calculated using the
multislice algorithm32 within the averaged projected poten-
tial (APP) approximation.31 The latter uses the two-
dimensional distribution functionrsx,yd describing the pro-
jected density of atoms in the amorphous material to directly
calculate averaged images which drastically reduces the
computational load of image simulation. As a result, iterative
image matching techniques33,34 can be applied for structure
determination. In order to reliably separate effects arising
from Fresnel diffraction(“delocalization”) from structural
features the iterative image matching is extended to whole
focal image series consisting of 20 images. Such series have
previously been used to retrieve amplitude and phase of the
electron wave.35

In our preliminary analysis of HREM images obtained
from the c-Sis111d /a-Ge interface the distribution function
rsx,yd in the transition layer either was assumed to be ho-
mogeneous or was calculated based on the radial distribution
function of the bulk amorphous material.31 A comparison of
the calculation results with the experiment clearly showed

that such approaches are insufficient and it also showed that
the short-range order in the amorphous layer in the vicinity
of the boundary with the crystal and far from it are substan-
tially different from each other.

In this work we present the first quantitative determina-
tion of the two-dimensional distribution functionrsx,yd of
the transition region of amorphous germanium grown by
low-temperature molecular beam epitaxy on unreconstructed
Si(111) substrates. We show that the width of the transition
region is 1.4 nm corresponding to about four(111) layers of
crystalline silicon or germanium. The atomic distribution
function shows maxima at positions that correspond to atom
positions in a crystalline germanium thin film pseudomorphi-
cally grown on Si(111). Hence it can be concluded that the
transition region is elastically strained due to the misfit be-
tween crystalline silicon and amorphous germanium. Finally,
the width of the bond-angle distribution for the first layer of
germanium atoms on the silicon substrate is determined as
8.9°. This value is close to the corresponding value of 9.7°
for bulk amorphous germanium.

In Sec. II we describe experimental details as well as the
method used to extract statistical information from experi-
mental images. Subsequently, the procedure of iterative im-
age matching and its results are presented in Sec. III. In order
to construct the distribution functionrsx,yd in terms of a
small number of parameters, we use a recursive scheme
treating the transition region as consisting of layers starting
at the last crystalline lattice plane(Sec. III A). Section III B
provides details of the iterative image matching procedure
used in this work. It extends previous applications in the
sense that a whole series of HREM images are matched si-
multaneously. The results of iterative image matching are
described and discussed in Sec. III C.

II. EXPERIMENTAL IMAGES OF THE INTERFACE
AND THEIR AVERAGING

For the investigation of the short-range order nearc/a
interfaces we prepare an atomically flat Sis111d /a-Ge inter-
face. Germanium was evaporated on a Si(111) surface with a

misorientation of less than 0.1° in thef112̄g direction as de-
termined with atomic force microscopy by Suhrenet al.36

who kindly provided pieces of their starting material.
Following their experimental procedure after removal of
100-nm thermal oxide we smoothed the Si(111) surface by
etching in 40% NH4F and finally rinsed in DI water. This
results in hydrophobic unreconstructed terraces.36,37 The in-
vestigated interface was produced by room-temperature
deposition of germanium from an electron gun heated cru-
cible. The growth rate was 3 nm per minute.

Cross-section specimens along Sif11̄0g were prepared by
mechanical thinning followed by ion-beam thinning with
3-keV Ar ions at 10° incidence angle. The TEM work was
done using a Philips CM200 UT-FEG with an acceleration
voltage of 200 kV. The microscope has a point resolution of
0.19 nm and an information limit of 0.11 nm. Images were
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taken using an objective aperture with a diameter corre-
sponding to 24 mrad including{111} and {200} reflections
of the silicon substrate. Through-focus series with 20 images
were recorded using a GATAN SSC charge-coupled device
(CCD) (Model 694) and specimen drift was corrected using
cross correlations of successive images in the series.

In order to obtain structural information on the atomic
scale experimental HREM images have to be compared to
the simulated ones. Such a comparison is a routine procedure
in the investigation of crystalline materials. Here, image
simulations not only allow us to explain the image contrast
but also to retrieve quantitative structural and chemical data
from HREM images. However, a direct application of the
procedure to the investigation of crystalline-amorphous inter-
faces is not possible since the position of atoms in amor-
phous materials are known only with a certain probability.
Even when the probabilities of the atom distributions are
known, simulated and experimental images cannot directly
be compared with each other since the amorphous layer with
the definite short-range order will have a great variety of
specific realizations.

An appropriate way to extract structural information is to
compare HREM images ofc/a interfaces which have been
spatially averaged along the boundary.31 Such averaged im-
ages are sensitive to the mean distribution of the projected
potentials of atoms in the amorphous layer close to the crys-
talline substrate.

HREM images ofc/a interfaces can be averaged by two
methods. In the first method the averaged images of the in-
terface are calculated[Figs. 1(a) and 1(b)]. The interface
image [Fig. 1(a)] is divided intoN stripes perpendicular to
the interface with widthd which is the period of the lattice
image parallel to the interface. This direction will subse-
quently referred to as they axis. Averaging over equivalent
points of these stripes gives the intensity distribution in the
averaged interface image,

I8sx,yd =
sdsyd

N
o

n=−sN−1d/2

sN−1d/2

Isx,y + ndd, s1d

where Isx,yd is the intensity distribution in the original
HREM image andsdsyd is the slit function equal to 1 for
−d/2øy,d/2 and zero elsewhere. The averaged interface
image is shown in Fig. 1(b).

In studying the near interfacial order in amorphous mate-
rials it is important to choose the width of the averaging strip
to be equal to the period of the mean distribution of the atom
potential projected along the electron beam. Since the distri-
bution periodicity along the interface is caused by the crystal
translation symmetry it can be expected that the periods of
the projected potential distribution in the crystalline and
amorphous parts coincide with each other. Such a guess is
confirmed by direct Fourier analysis of the intensity varia-
tions along they axis in the crystalline and amorphous re-
gions of the interface image in the vicinity of the boundary.
Figures 1(c) and 1(d) show Fourier transformsuFhI1sydju and
uFhI2sydju which were calculated for the intensity distribu-
tions I1syd andI2syd along the directions denoted by arrows 1

and 2 in Fig. 1(a), respectively. For convenience, the depen-
dencies are normalized with respect to valuesuFhI1sydju and
uFhI2sydju at ky=0. In the figure it can be seen that the Fourier
transform differs essentially from zero near the spatial fre-
quencies close to ±1/d. That means that the period of the
intensity variations along the interface in the crystalline and
near-to-the boundary amorphous regions coincide and are
equal to d. It should be noted that foruFhI1sydju unlike
uFhI2sydju has a contribution at frequencies close to ±2/d.
Absence of higher frequency contributions to the Fourier
transform is associated with the size of the microscope ob-
jective aperture.

In the second method of averaging the intensity profile

Īsxd obtained from the regionA=Nd extended along they
axis is to be calculated as

FIG. 1. Evaluation of averaged images:(a) HREM image of the
c-Sis111d /a-Ge interface with illustration of its averaging with a
periodd, (b) resulting average image repeated five times for better
visualization,(c) and (d) Fourier transforms of the intensity distri-
butions in the HREM image along directions shown by the arrows 1
and 2 in(a), respectively,(e) some of the averaged images obtained
from through-focus series of HREM images; arrow A indicates the
position of the c/a interface intuitively determined from the
minimum-contrast image atz=21.6 nm whereas arrow B shows the
true interface position determined from iterative image matching of
the whole focus series.
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Īsxd =
1

A
E

−A/2

A/2

Isx,yddy. s2d

The use of the intensity profiles is convenient for the visual
comparison of simulation results with experiments and will
be used for this purpose throughout this paper. It should be
noted, however, that iterative image matching procedures
used in this work, averagedimagesas calculated by Eq.(1),
have been used for the quantitative comparison.

The averaged images and the intensity profiles were ob-
tained for all 20 images of a through-focus series. The size of
the averaging region was 15.6 nm and includedN=47
stripes. Some of the averaged images are shown in Fig. 1(e).
The defocus values and the specimen thickness which is
equal to 13.8 nm were found by the well-known iterative
procedure of simulation and numerical comparison between
simulated and experimental images.33,34

The images were compared with each other in the crys-
talline part of the interface for the total through-focus series
until the best set of parameters was found. From Fig. 1(e) it
can be seen that the averaged intensity distributions have a
regular character and in particular are free from the influence
of the random overlap of projected atom potentials in the
amorphous part of the interface which give rise to the
speckle pattern in the original experimental images[cf. Fig.
1(a)]. Hence averaged experimental images carry statistical
information and can be compared with simulated images cal-
culated on the basis ofrsx,yd.

At a defocus value ofz=21.6 nm the contrast of the
amorphous region is minimal38 [see Fig. 1(e)]. Such images
are frequently used for an intuitive determination of the po-
sition of the last atomic layer belonging to the crystalline
material. This position is shown by arrow A in Fig. 1(e). It
will be seen below that the true position of the boundary
between the crystal and the amorphous layer is significantly
more to the left of arrow A and in reality the crystal bound-
ary atoms are located along the straight line indicated by
arrow B.

III. IDENTIFICATION OF THE NEAR INTERFACIAL
SHORT-RANGE ORDER

A quantitative investigation of the atomistic structure of
materials by means of HREM is commonly performed by
iterative image matching procedures where the positions of
atoms are determined by simulating the images and compar-
ing the simulation results with the experiment(see Refs. 33
and 34 for reviews). Conventional methods of HREM image
simulation need the specification of atom positions in the
specimen, division of the latter into thin slices normal to the
electron beam, calculation of the projected potentials of at-
oms for each slice, and the description of the electron scat-
tering by the set of two-dimensional potentials in each slice.
That type of simulation—which will be further referred to as
atomistic simulation—is an established procedure for crys-
talline specimens. An atomistic simulation of HREM images
from crystalline-amorphous interfaces, in addition, must in-
clude the determination of atom positions in the amorphous

part of the interface, which can be performed with the use of,
e.g., continuous random network or molecular-dynamics
simulations. In order to match the size of experimentally
accessible averaging regions such calculations have to be
performed on systems containing 104–105 atoms which is
not feasible by current computers. This is especially true if
complicated interatomic potentials have to be used as in the
case of covalent semiconductors. The perspective of iterative
image matching significantly adds to this problem.

Simplification in simulating the averaged HREM images
is attained by using theaverage projected potentialapproxi-
mation in multislice calculations,31 where the two-
dimensional distribution functionrsx,yd in the amorphous
part of each thin slice of the specimen is used instead of the
actual atomic position. Such an approach allows sufficiently
accurate image simulations while reducing the computational
load by approximately three orders of magnitude. It also al-
lows us to characterize the partial order on the amorphous
side of the interface in a compact form representing the dis-
tribution of interatomic bond lengths and angles.

The remaining problem to be solved is thus the calcula-
tion of the two-dimensional distribution functionrsx,yd de-
scribing the amorphous part of the interface. The application
of iterative image matching procedures requires the expres-
sion of this distribution function in terms of a small number
of structure-sensitive parameters which, in addition, should
be extractable from structure calculations on the basis of,
e.g., continuous random network or molecular-dynamics
simulations.

For this purpose, a recursive scheme for determining the
atomic densityr3Dsx,yd and further the two-dimensional dis-
tribution function rsx,yd has been developed(Sec. III A).
Our approach takes into account the translation symmetry of
the crystalline substrate and the directionality of covalent
bonds between atoms in the amorphous part of the interface.
The calculation starts from the boundary atoms of the crystal
which are assumed to be undisturbed, i.e., we effectively use
a rigid-substrate approximationfrequently applied in studies
of solid-liquid interfaces. The model has two free parameters
in its simplest version which is used throughout this work.

In this section(Sec. III A) we first introduce the recursive
scheme for calculating the two-dimensional distribution
function and explain the meaning of the free parameters
which are adjusted by the structure refinement procedure de-
scribed in Sec. III B. The optimum two-dimensional distri-
bution function and the corresponding parameters of the
structure model obtained by this procedure are presented in
Sec. III C.

A. Models of the mean distribution of germanium atoms

The modification of the near interfacial order is caused by
the translational symmetry of the crystal atoms, which, to-
gether with the directionality of covalent bonds between the
germanium atoms, determines the structure of the transition
region. The two factors mentioned underlie the building of
the models for finding the two-dimensional distribution func-
tion in the amorphous layer. The models suggest that the
mean spatial orientation of bonds between germanium atoms
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can be specified relative to the bond directions in the under-
lying silicon substrate(see below). Bearing in mind that
there is a volume misfit between crystalline silicon and
amorphous germanium we distinguish two models which as-
sume either an elastic distortion of the transiton region as a
response to the misfit(model 1) or an undistorted transition
region implaying relaxation of the misfit(model 2). For
model 1 the mean spatial orientation of the bonds is not ideal
and the angle between the[111] direction and the mean di-
rection of covalent bonds inclined to the boundary is ap-
proximatelyw=65° instead ofw=70.5° as is the case in the
ideal diamond lattice(see Fig. 2). The corresponding mean
orientation of the bonds in the transition region will be re-
ferred to as the model with tetragonal distorted bonds.

For model 2 the mean spatial orientation of covalent
bonds corresponds to the ideal case, i.e.,w=70.5°. Such a

model for the mean orientation of bonds will be referred to
as the model with an ideal orientation of bonds.

Introducing the mean spatial orientations of bonds in the
amorphous layer allows us to transform spatial orientations
of bonds between atoms from the discrete set of directions in
the crystal into the mean homogeneous distribution in the
bulk amorphous material in a gradual manner. Both of the
models assume that the boundary atoms of the silicon crystal
are bonded to the atoms of the amorphous layer without
inserting dangling bonds or changing the number of bonds to
any atom. The bond directions of the boundary silicon atoms
remain to be close to the ideal tetrahedral orientations. It
should be emphasized that the models do not allow us to find
a concrete realization of germanium atom positions. Instead,
they allow us to obtain the mean atom distribution which
permits the occurrence of the tetrahedrally bonded atom
structure. This is a necessary condition for successful mod-
eling of the atom structure of amorphous germanium.39

After determining the mean spatial orientations of bonds
for each of the models we assume that the distribution of
deviations of the bond directions between germanium atoms
from mean orientations are specified by the Gaussian func-
tion

WuisDud =
1

Î2psui

expF−
Dui

2

2sui
2 G , s3d

where the indexi numbers the germanium atom layers lying
parallel to the boundary between the crystal and the amor-
phous layer, whilesui is the standard deviation for theith
layer.

The standard deviationsui determines the extent to which
the orientation of the bonds between the germanium atoms is
affected by the translation symmetry of the crystal. The val-
ues ofsui at i Þ1 do not allow us directly to characterize the
variations in the bond angle from the mean tetrahedral angle
in the transition region. Onlysu1 can be interpreted imme-
diately. Its value specifies the bond angle distribution of the
silicon-germanium bonds constituting the crystalline-
amorphous interface.

Since the orientating effect of the silicon atoms in the
crystalline substrate on the positions of the germanium atoms
in the transition region decreases as they grow more distant
from the crystal boundary, the distribution of bond directions
around the mean bond orientation becomes broader. This can
be taken into account by allowing the standard deviationsui
to increase from layer to layer, i.e., with increasingi. We
restrict ourselves to the linear approximation for the standard
deviation versus the layer number and presentsui as

sui = su1 + asi − 1d. s4d

The increase ofsui is carried out as long as the atoms in the
amorphous layer are subjected to the translation symmetry of
the silicon atoms.

In determining the length of the bonds between the ger-
manium atoms we shall assume its values to be distributed in
the neighborhood of the mean valuer0 according to the
Gaussian function, as is the case with bulk amorphous ma-
terial,

FIG. 2. Illustration of the recursive scheme used to construct the
three-dimensional atomic densityr3Dsr d (a, b) and the two-
dimensional distribution functionrsx,yd (c) for the first and second
germanium layers.(a) Starting from the crystalline substrate de-
noted by layer numberi =0 (atom positions indicated by crosses)
the mean orientation of bonds to the next layersi =1d is defined
(vertical dotted line). The distribution of bond directions is assumed
to be a Gaussian with the standard deviationsu1 indicated by the
cone in (a). (b) The mean orientation of bonds from layeri =1 to
i =2 is inclined by an anglew; again a Gaussian distribution(stan-
dard deviation:su2) of bond directions is assumed as indicated by
the cones. The solid lines show two possible orientations of bonds
between silicon and germanium atoms; note that the bonds are

shown in projection along thef11̄0g direction.(c) projection of the
atomic densityr3Dsr d along the electron-beam direction.
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Wrsrd =
1

Î2psr

expF−
sr − r0d2

2sr
2 G . s5d

The values ofr0 and the standard deviationsr are believed to
be constant everywhere over the amorphous region and taken
to be equal tor0=0.2463 nm andsr =0.0074 nm, which are
in agreement with their values for bulk amorphous
germanium.41 As a consequence, it is beyond reason to be-
lieve that the mean bond lengthr0 and the standard deviation
sr differ in the vicinity of the boundary and away from it.
For the germanium atom attached to the silicon atoms the
bond lengthr1 is calculated as the average value betweenr0
and the bond length in the silicon crystalline lattice and it
equalsr1=0.2408 nm.

The introduced functionsWrisrd andWuisDud describe the
distribution of the bond lengths between the atoms in the
amorphous layer and the angular distribution of those bonds
relative to the mean orientations determined by the lattice
built in the amorphous region. They can be used for finding
the density of the mean atom distribution in the amorphous
layer.

The distribution of thej th germanium atom in theith with
respect to the boundary layer is calculated based on the atom
distribution in thesi −1dth layer. If the orientation of bonds
between the germanium atoms is close to the boundary nor-
mal the atom of theith layer is attached only to one atom of
the si −1dth layer. Let us assume that thekth atom of thesi
−1dth layer is located at a pointr k in the amorphous part of
interface. Then the functionf ijsr d describing the mean den-
sity of atoms attached to this atom can be presented as

f ijsr d = Wi
s1dsr ,r kd, s6d

whereWi
s1dsr ,r kd is the response function which determines

the atom distribution in theith layer relative to the atom
positions at a pointr k in the si −1dth layer. It is calculated
using the distributions introduced asWri andWui as

Wi
s1dsr ,r kd ; Wi

s1dsr − r kd = CWrsur − r kudWuisDuid, s7d

whereDui is the angle between vectorsr −r kd and the corre-
sponding mean orientation of the bond along the[111] direc-
tion while the constantC is found with the normalization
requirement taken into account,

E Wi
s1dsr − r kddr = 1. s8d

As an approximation we suggest that response function
Wi

s1dsr ,r 8d remains unchanged for every possible positionr 8
of thekth atom in the neighborhood of the pointr k. Then, the
mean distribution of thej th atom in theith layer attached to
kth atom in thesi −1dth layer can be found as

f ijsr d =E f i−1ksr 8dWi
s1dsr − r 8ddr 8 = f i−1ksr d * Wi

s1dsr d,

s9d

wheref i−1ksr 8d is the mean density of atoms in the vicinity of
the positionr k.

In cases where the atom of theith layer is attached to
three atoms of thesi −1dth layer the functionf ijsr d is de-
scribed by the expression

f ijsr d =
1

3o
k=1

3 E f i−1ksr 8dWijk
s3dsr − r 8ddr 8

=
1

3o
k=1

3

f i−1ksr d * Wijk
s3dsr d, s10d

where functionsWijk
s3dsr −r 8d differ from the introduced func-

tions Wi
s1dsr −r 8d by their indicesj and k numbering three

possible mean spatial bond orientations with respect to
which the deviationsDui are measured.

The three-dimensional atomic densityr3Dsr d in the amor-
phous part of the interface is obtained as the sum of thef ijsr d
functions,

r3Dsr d = o
i

o
j

f i jsr d. s11d

The calculations ofr3Dsr d as given above are illustrated
schematically in Fig. 2 for the first two layers above the
crystalline substrate. According to Eqs.(9) and(10) the den-
sity of the germanium atom distribution in the first layer
parallel to the boundary is determined by functionsf ijsr d at
i =0. They have the form

f0jsr d = dsr − r bjd, s12d

where r bj’s are positions of the silicon boundary atoms as-
sumed to be undisturbed, i.e., at this point the rigid-substrate
approximation enters into the recursive scheme.

Based on the expressions presented we calculate the mean
distribution of the amorphous layer atoms within the cell
with the sizessa,b,cd. The valuesb=2d=0.665 nm andc
=0.384 nm correspond to the sizes of the silicon elementary

cell built along thef11̄0g andf112̄g directions. The cell size
a along the boundary normal[111] is determined by the
length of the interface transition region and varied during
simulating. Convolution in Eqs.(9) and(10) is easily calcu-
lated by fast Fourier transform algorithms.

After finding the mean atom distribution within the cell
with the sizessa,b,cd the two-dimensional distribution func-
tion is obtained by the expression

rsx,yd =E
0

c

r3Dsrddz. s13d

The functionrsx,yd [Fig. 2(c)] is the basis for simulating the
averaged HREM images using the APP approximation. The
valuersx,yddxdydetermines the average number of atoms in
the cell sa,b,cd whosex and y coordinates are within the
squaredxdynear the pointsx,yd. The features of the function
rsx,yd are varied for different models of the atom distribu-
tions in the amorphous layer of the interface and dependent
on the values of the parameterssu1 anda.
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B. Procedure of the model parameter evaluation

To determine the optimum parameters of thec-Sis111d /
a-Ge interface structure models discussed in Sec. III A and
to compare the models between themselves we carried out
iterative image matching for each of the models. Simulation
was performed using APP approximation for the crystal
thickness and 20 defocus values corresponding to the experi-
mental through-focus series.

According to experimental investigations calculations
were done for cross-section specimens imaged along[110]
and illuminated by 200-keV electrons. A supercell with the
sizessas,b,cd was used, whereas=9.406 nm. The interface
boundary was positioned atx=0 close to the center of the
supercell.40 The effect of inelastic electron scattering was
described by the imaginary part of the potential which was
assumed to be proportional to its real part. The ratios of the
imaginary part of the potential to its real part were equal to
0.05 for crystalline silicon and to 0.04 for amorphous germa-
nium. Such a relation between the ratios yields the relation-
ship between the mean intensities in the crystalline and
amorphous parts of simulated images identical to that for
experimental ones. To compare simulated and experimental
images the modulation transfer function of the image record-
ing device has been measured and taken into account as is
discussed in Ref. 42. The experimental intensity distribution
was scaled such that the mean intensity in the amorphous
part of experimental and simulated images was equal.

For a quantitative comparison of experimental and simu-
lated HREM images severalfigures of merithave been sug-
gested(see, for example, Refs. 33, 34, and 43). We have
found by means of computer experiments that difference
measures are better suited for fitting the intensity distribution
in the near interfacial image region compared to correlation
measures such as the cross-correlation factor. As a difference
measure we chose a sum of quadratic differences between
experimental and simulated intensities, weighted by experi-
mental intensity

R=
1

N
o
k

RksIexp
skd ,Isim

skd d =
1

N
o
k

o
i j

fsIexp
skd di j − sIsim

skd di jg2

fsIexp
skd di jg2

s14d

whereIexp
skd and Isim

skd are the intensities in one of the averaged
experimental and simulated images from the defocus series
consisting ofN=20 images, respectively, while indicesi and
j number points in the images.

The measureRksIexp
skd ,Isim

skd d is similar to the well-knownR
factor used in x-ray diffraction. By usingR for iterative im-
age matching the two-dimensional distribution function can
be reliably extracted from experimental data as is shown in
more detail in the Appendix.

To find the optimum values ofsu1 and a parameters of
the models proposed the figure of meritR [Eq. (14)] was
minimized by the downhill simplex method.44 As is shown
by iterative image matching for the test interfaces in the Ap-
pendix this approach involving the use of the APP approxi-
mation instead of atomistic image simulations allows us to

determine the parameters of the model describing the near
interfacial short-range order with an accuracy of about 5%.

C. Results of iterative image matching

First we consider interface models with one backbond of
the first layer in the transition layer to the crystalline sub-
strate. This configuration is highly favorable due to the use
of the hydrophobic unreconstructed Si(111) surface as a sub-
strate for the deposited germanium. This assumption will be
justified directly from the analysis at the end of this section.
The optimum values of the parameterssu1, a are given in
Table I for the tetragonal distorted transition region(model
1) and the undistorted transition region(model 2).

The plot of the mean two-dimensional densityrsx,yd and
averaged simulated images for the respective optimum pa-
rameter values are shown for some defocus values in Figs.
3(b) and 4(b), respectively. The corresponding averaged in-
tensity profiles obtained by Eq.(2) are presented with the
experimental ones in Figs. 3(c) and 4(c).

In order to illustrate the reason for the better fit of model
1 we shall discuss the differences in the two-dimensional
distribution functions of the transition layers corresponding
to the two models. Figure 5 shows in addition the atomic
density profiles which reveal that both models are indistin-
guishable in the first germanium layer and in the region be-
yond about 1.5 nm wherersx,yd is nearly homogeneous, i.e.,
atomic positions are no longer influenced by the crystalline
substrate.

The basic difference between the distribution functions in
the transition layer is that spacings between the crystal and
the germanium atom layers lying parallel to the boundary for
the model with the ideal orientation of bonds are smaller
than those for the model with tetragonal distorted bonds. As
a result, the positions of maxima and minima in the averaged
intensity profiles are shifted to smaller values ofx for the
model with the ideal orientation of bonds. Such positions of
maxima and minima in the simulated intensity profiles are
not in agreement with their locations in the experimental
profiles [Fig. 4(c)]. The disagreement between the intensity
maxima and minima positions increases as they become
more distant from the boundary with the crystal. The dis-
tinctly smaller value of the measureR for the tetragonal dis-
torted transition region compared to the undistorted case
prooves the former to be the superior description of the
atomic arrangements in the transition region. The fact that
the two models are distinguished on the basis of the positions
of intensity maxima and minima adds to the significance of
this result. Unlike the true image contrasts, these positions
are reliably calculated by multislice simulations with the
APP approximation.31

TABLE I. Summary of iterative image matching results. The
figure of meritR is defined by Eq.(14).

Model su1sradd asradd R

1 0.154 0.0215 363

2 0.155 0.0207 471
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The two-dimensional distribution obtained here provides
evidence for an elastic distortion of the amorphous germa-
nium in the transition region. This distortion most likely is
due to the volume misfit of crystalline silicon and amorphous
germanium implying that thin amorphous films on crystalline
substrates accommodate misfit similar to crystalline thin
films. In this sense, thin amorphous films suffer “epitaxial”
strain when deposited on crystalline substrates.45 It should be
emphasized, however, that the experimental approach used
here is only sensitive in the transition region between the
crystal and the amorphous bulk.

For both structure models, the value of the standard de-
viation for the first germanium layer issu1=8.8°. This value
can be compared to the standard deviation of the bond angle
distribution of bulk amorphous germanium which is equal to
9.7°,41 and hence close to our optimum value.

Based on thersx,yd distribution obtained it is possible to
evaluate more precisely the widthw of the transition region
within which the effect of the crystal translation symmetry

on the atom position in the amorphous layer is preserved.
Although thersx,yd function remains to be inhomogeneous
up to x<2 nm, its variations reduce progressively at large
values ofx. In order to provide a robust estimate ofw, we
have analyzed the effect of replacingrsx,yd by a homoge-
neous distribution beyond a certain distancexh on the quality
of the iterative image matching results quantified byR [Eq.
(14)]. For xh=1.4 nm, xh=1.15 nm, andxh=0.8 nm we
found thatR increases by about 1% in the first case, 5% in
the second case, and 40% in the last case. On this basis, the
width of the transition layer is estimated asw=1.4 nm in the
direction normal to the boundary. This value corresponds to
four (111) double layers of germanium atoms consistent with
the crystal structure in the[111] direction. It is considerably
larger than the estimation of Tuet al.17 for the c-Sis111d /
a-Si interface. These authors use the variation of the energy
density as a function of distance to the crystal to obtain this
value. Using a bond angle criterion, da Silvaet al.21 obtain
1.1 nm for c-Si/a-Si with (100), (110), and (111) orienta-
tions of the crystalline silicon which is much closer to the
value determined in this work.

FIG. 3. Results of simulating the averaged images of the
c-Sis111d /a-Ge interface using the model with tetragonal distorted
bonds:(a) two-dimensional distribution of the atoms,(b) and (c)
averaged images and intensity profiles, respectively. The symbols
(3) in (a) show the atom positions in the crystal. In(c) the solid
curves correspond to experimental intensity distributions and sym-
bols (1) to calculated ones. The arrows indicate the position of the
boundary between the crystal and the amorphous layer.

FIG. 4. Results of simulating the averaged images of the
c-Sis111d /a-Ge interface using the model with the ideal orienta-
tions of bonds:(a) two-dimensional distribution of the atoms,(b)
and (c) averaged images and intensity profiles, respectively. The
other details are the same as in Fig. 3.
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From Fig. 5(a) it can also be seen that the mean distribu-
tion of the germanium atoms with distance from the crystal
is more likely to be homogeneous along the interface than in
the direction normal to the boundary. Such a regularity may
be immediately noted from a qualitative analysis of the av-
eraged experimental images[Fig. 1(e)]. This regularity testi-
fies that structural properties and consequently other physical
properties of the amorphous layer in the neighborhood of the
crystal have to be different along the interface and perpen-
dicular to it.

It is also of interest to compare atomic density profiles of
the c-Si/a-Ge interface[Fig. 5(c)] with the atomic density
across a liquid-solid interface.13 In both cases layered struc-
tures arise in the disordered material near the substrate. How-
ever, for thec-Si/a-Ge interface the ordering induced by the
substrate extends noticeably further into the disordered ma-
terial than in the case of the solid-liquid interface.

Finally, we describe iterative image matching results for
the situation where the first germanium layer has three back-
bonds to the silicon subtrate. The best fit yieldsR=847
which is significantly worse than the results obtained for the
models with one backbond. We getsu2=0.166 rad anda
=0.0234 rad. In this case parametersu1 cannot be varied in
an arbitrary way. The value ofsu1 was estimated on the basis
of the length of bond between silicon and germanium atoms
r1 and the standard deviationsr. It was equal tosu1
=0.03 rad.

The average images and the intensity profiles for this case
are presented in Fig. 6. A comparatively large value of the

measureR and a noticeable qualitative difference between
simulated and experimental profiles in regions close to the
substrate in Fig. 6(c) as compared to Fig. 3(c) are an unam-
biguous evidence of the fact that each of the atoms of ger-
manium is attached to one atom of silicon. Such a conclusion
is to be expected from the physical notion of the nonrecon-
structed hydrophobic surface of the silicon substrate where
the amorphous layer of germanium was grown.

Iterative image matching does not only allow a determi-
nation of the optimum parameters of the interface structure
models but also a correct estimation of the position of the
boundary between the crystal and the amorphous layer. As is
seen from Figs. 1, 3, 4, and 6 the boundary layer of silicon
atoms is located significantly more to the left than follows
from intuitive consideration based on a qualitative analysis
of the averaged images with a minimal contrast in the amor-
phous region atz=21.6 nm. The appearance of the crystal-
like contrast in the amorphous parts of the images is associ-
ated first of all with the near interfacial order of the atom
positions in the amorphous layer. The effects of Fresnel dif-

FIG. 5. The two-dimensional distribution funtions(a), (b) and
atomic density profiles(c) of atoms in the amorphous part of the
c-Sis111d /a-Ge interface for the model with tetragonally distorted
bonds [(a) and solid curve in(c)] and the model with the ideal
orientations of bonds[(b) and dashed curve in(c)]. The mean po-
sitions of the germanium atoms which form the layers lying parallel
to the boundary with the crystal are compared by dashed lines.

FIG. 6. Results of simulating the averaged images of the
c-Sis111d /a-Ge interface using the model with tetragonal distorted
bonds in the case that closest to the boundary germanium atoms are
bonded with three silicon atoms:(a) two-dimensional distribution of
the atoms,(b) and (c) averaged images and intensity profiles, re-
spectively. The other details are the same as in Fig. 3.
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fraction are also responsible for penetration of the contrast
typical of the crystal inside the amorphous region of the
images. The degree of penetration is dependent on the defo-
cus and is minimal atz=21.6 nm.

We now discuss the causes of difference between the ab-
solute intensity values in the experimental image and simu-
lated ones obtained with the use of the model with tetragonal
distorted bonds at the optimum parameter values. As the first
cause we name the insufficiency of currently available meth-
ods of simulating HREM images which do not permit an
exact calculation of intensity in the images even for a crys-
talline specimen because some simplifying assumptions are
made in describing scattering of electrons by the specimen,
imaging by the microscope optical system, and interaction
with the recording device(see Ref. 46 for a review).

The second cause of difference between the theory and
the experiment is some inaccuracy in determining the speci-
men thickness and the defocus values for images of the
through-focus series, partly explained by the slightly wedge-
shaped form of the specimen studied. However, as simula-
tion shows, possible errors in the thickness and the defocus
values do not produce errors in the values of the parameters
su1 anda, exceeding 5%. Another factor having an effect on
the accuracy of simulating the intensity in the amorphous
region of HREM images, associated with shortcomings of
APP approximation, will be briefly described in the Appen-
dix and analyzed in detail in Ref. 31.

Differences between the intensity in experimental and
simulated images arise also because even at the optimum
values of parameters the functionrsx,yd describes the true
two-dimensional distribution of atoms in the amorphous part
of the interface only approximately. Inaccuracies in deter-
mining rsx,yd are the result of the simplicity of the model
used, which has only two adjustable parameters. As can be
seen from Fig. 3(c) these inaccuracies are clearer pronounced
within two or three germanium atom layers closest to the
boundary. It is in this region of the interface that one can
expect a refinement of the mean distribution functionrsx,yd
when more precise methods of amorphous layer structure
modeling are used.

IV. CONCLUSION

For the investigation of the transition layer between
Si(111) and amorphous germanium we have analyzed
HREM images of a through-focus series obtained in cross-
section geometry. Averaging the images along the interface
has opened the way to reveal the two-dimensional distribu-
tion function of germanium atoms which is the projection of
the atomic density along the electron beam. We have made
use of iterative image matching using the averaged projected
potential approximation in multislice calculations. For this
purpose we have developed a recursive scheme to construct
the two-dimensional distribution function in terms of a small
number of parameters accessible by the fitting procedure.
Our analysis shows that the influence of the crystalline sub-
strate on atomic positions in the germanium extends to about
1.4 nm from the last crystalline lattice plane of the silicon
substrate. The mean orientation of bonds in the transition

region provides evidence for a tetragonal distortion which is
attributed to the volume misfit between crystalline silicon
and amorphous germanium. From our analysis it follows that
near interfacial ordering of germanium atoms together with
the Fresnel diffraction effects cause the appearance of the
crystal-like contrast in the amorphous part of the HREM
images even for the defocus value corresponding to the mini-
mal contrast in the image of the amorphous material. We
have also found that the distribution of bond angles between
the silicon substrates and the first germanium layer has a
width of 8.8° compared to 9.7° for the bond angle distribu-
tion in bulk amorphous germanium. Finally, we want to men-
tion that the two-dimensional distribution functions extracted
from HREM focal series can be extracted from theoretical
calculations so that their direct comparison to experiments is
possible.

APPENDIX: PROCEDURE AND ACCURACY OF THE
MODEL PARAMETER EVALUATION

To determine the accuracy with which the APP approxi-
mation allows us to find the parameters of the models de-
scribing the interfacial short-range order, we performed
iterative image matching for test interfaces. One part of each
interface with a flat boundary oriented along[111] was crys-
talline silicon, the second part consisted of germanium atoms
randomly distributed near atomic positions corresponding to
the silicon lattice; such materials will be referred to as
r-Ge. The density of the germanium atoms’ distribution was
specified by the Gaussian function

f ijsx,y,zd =
1

2psxisyi
expS−

sx − xijd2

2sxi
2 DexpS−

sy − yijd2

2syi
2 D ,

sA1d

xij =xij8 +brsxi, xij8 andyij are the coordinates of thej th posi-
tion of the silicon lattice in theith layer. The atom coordi-
nates along thez axis matched with crystal positions. The
standard deviation were calculated as

sxi = syi = s1 + arsi − 1d. sA2d

The dependence of coordinatexij on sxi and hence on the
layer number made it possible to vary the average spacing
between the layers of germanium atoms lying parallel to the
boundary. Introduction of such a dependence for the test in-
terface is caused by the fact that variations of the average
interlayer spacing as they become more distant from the
boundary are typical for the models of crystalline-amorphous
interfaces considered.

The averaged HREM images of test interfaces were simu-
lated using conventional atomistic simulations or the APP
approximation. The specimen orientation and the microscope
parameters were the same as in Sec. III. The ratios of the
imaginary part of the potential to its real part were equal to
0.05 for both sorts of atoms.

For atomistic simulations a supercell with the sizes
sa,14b,cd was used, wherea=9.406 nm,b=0.665 nm,c
=0.384 nm. The interface boundary was positioned in the
middle of the supercellsx=a/2d, while the atoms of germa-
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nium with x.a/2 were distributed according to Eq.(A1).
The images were simulated for 20 defocus values in thez
=−35-nm–z=98-nm range with an increment ofDz=7 nm.
The specimen thickness was 13.8 nm. Figure 7 shows simu-
lated images of thec-Si/r-Ge interfacial region(a) and as-
sociated averaged image(b) for sr1=0.02 nm, ar
=0.008 nm, andbr =1.5. The corresponding average two-
dimensional atom distribution calculated within the cell
sas,b,cd and projected onto thexy plane according to Eq.
(13) is shown in Fig. 7(a). Such a distribution of germanium
atoms for test simulation was chosen because it is qualita-
tively similar to the two-dimensional atom distribution
rsx,yd of the realc-Sis111d /a-Ge interface[see Sec. III C,
Fig. 3(a)].

For APP approximation averaged images were simulated
using mean two-dimensional functions of the germanium
atom distribution obtained by Eqs.(11), (13), (A1), and(A2).
The sizes of the supercellsa and c, the boundary position,
and the microscope parameter were the same as in the first
case. The supercell size along they axis was equal tob. The
values of parameterss1 andar were determined by iterative

matching the averaged images calculated using APP approxi-
mation with those obtained by an atomistic simulation. Dif-
ferences between the images obtained with the two methods
were characterized to the figure of merit equivalent to Eq.
(14) whose value was calculated and minimized as described
in Sec. III B.

Matching the averaged images obtained using APP ap-
proximation with the atomistic calculated images was per-
formed for several sets of thesr1, ar, andbr parameter val-
ues. The results obtained for two of them are summarized in
Table II showing that the input parameters are retrieved with
a high accuracy by the image matching procedure using the
APP approximation.

The parameterbr was not varied; its value was 2 in the
first case and 1.5 in the second case.

It follows from the data presented that if two-dimensional
distribution functions of the test interface is qualitatively
similar to the average distribution functions of the amor-
phous layer atoms in the vicinity of the interface then the
error in determiningsr1 andar parameters by simulating the
averaged HREM images using APP approximation is less
than 5%.

The averaged image calculated with the APP approxima-
tion for the first set of parameters and one of the defocus
values is shown in Fig. 7(d). As is clear from Figs. 7(c) and
7(d) the intensity distributions in the images obtained by two
simulation methods are close to each other. From Fig. 7(e) it
can be seen that for all defocus values the character of the
intensity distribution is the same and the positions of maxima
and minima coincide. Between the absolute intensity values
calculated by atomistic simulations and those obtained with
the use of APP approximation there are differences which
become more pronounced in the vicinity of the intensity
maxima. Those differences are mainly due to the inaccuracy
of APP approximation which does not allow one to take an
exact account of a part of the contributions into the intensity,
arising from the scattering of fast electrons by the specimen.
However, since within the APP approximation the dominat-
ing contributions into the averaged intensity are correctly
described, application of APP approximation makes it pos-
sible to determine thesr1 andar parameters of the interface
structure with a good accuracy.

FIG. 7. Simulation of the HREM images for the testc-
Si/r-Ge interface.(a) shows the two- dimensional distribution of
the atoms where the atom positions in the crystal are illustrated by
the (x) symbols, (b) section of the simulated HREM image,(c)
result of its averaging,(d) averaged image calculated using APP
approximation,(e) averaged intensity profiles for the given defocus
values. Solid curves correspond to atomistic calculations ands+d
symbols to simulations using the APP approximation.

TABLE II. Summary of iterative image matching results for the
test interface described by input parametersss1dat andaat; ss1dAPP

and aAPP denote the results of iterative image matching using the
APP approximation.

ss1datsnmd aatsnmd ss1dAPPsnmd aAPPsnmd

0.020 0.008 0.0207 0.00764

0.026 0.007 0.0256 0.00690
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