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We theoretically investigate disorder effects on the ferromagnetic transition(“Curie”) temperatureTc in
dilute III1−xMnxV magnetic semiconductors(e.g., Ga1−xMnxAs) where a small fractionsx<0.01–0.1d of the
cation atoms(e.g., Ga) are randomly replaced by the magnetic dopants(e.g., Mn), leading to long-range
ferromagnetic ordering forT,Tc. We find thatTc is a complicated function of at least eight different param-
eters including carrier density, magnetic dopant density, and carrier mean free path; nominally macroscopically
similar samples could have substantially different Curie temperatures. We provide simple physically appealing
prescriptions for enhancingTc in diluted magnetic semiconductors and discuss the magnetic phase diagram in
the system parameter space.

DOI: 10.1103/PhysRevB.70.161203 PACS number(s): 75.50.Pp, 75.10.Nr, 75.30.Hx

Diluted magnetic semiconductors(DMS), which are fer-
romagnetic forT,Tc, are of great fundamental interest be-
cause they provide an example of interplay among magne-
tism, disorder, carrier dynamics, and transport properties.
Starting with the early report of carrier-induced global ferro-
magnetism in In1−xMnxAs (Ref. 1) and later2 in Ga1−xMnxAs,
with the typical magnetic impurity concentrationx<5%,
there have been many studies reporting ferromagnetism in
DMS systems as disparate as Ga1−xMnx,

3 Ga1−xMnxN,4

Ga1−xMnxP,5 TiO2-Co,6 SnO2-Co,7 and ZnCrTe (Ref. 8)
among others. There is a great deal of current research activ-
ity in the subject, and different DMS materials with different
magnetic properties are likely to continue appearing in the
near future. In spite of this enormous activity, there is no
current consensus on the basic magnetic model underlying
DMS ferromagnetism, particularly in the presence of disor-
der, which is always present.9 Experimentally the situation
turns out to be quite complex as the ferromagnetic properties
(in particular, the Curie temperatureTc) seem to depend very
sensitively10 on the materials growth and processing(e.g.,
annealing) conditions, andTc in nominally identical samples
could differ substantially depending on the precise details of
sample preparation and processing.

In this Rapid Communication, we develop a theory for the
prediction ofTc in DMS systems by focusing on the most-
studied DMS system, viz., Ga1−xMnxAs, as a function of
various system parameters(to be discussed below). Our
work, which includes spatial disorder of the system(by vir-
tue of the random locations of the magnetic Mn atoms), leads
naturally to the conclusion thatTc is a complicated(and in
general unknown) function of the system parameters; the
number of independent variables(at least eight as discussed
below) determiningTc, even within the minimal zeroth order
effective Hamiltonian approach, are sufficiently large that
nominally macroscopically identical samples may very well
have significant variations inTc, as is indeed observed. Some
of the system parameters(e.g., the nature of spatial disorder,
various defects present in the real samples, the impurity scat-
tering potential, etc.) are generally unknown as a matter of
principle, and therefore a precise quantitative prediction for
Tc as a function of theknownsystem parameter(i.e., the Mn
concentrationx and the carrier densitync), as is often done in
the literature, could be quite meaningless because the same
values ofx andnc may lead to differentTc values in different

samples, depending on the details of various defects, impu-
rities, and/or disorder in the system(which can be influ-
enced, for example, by sample annealing). Among the vari-
ous possible defects, As antisites and Mn interstitials are
known to be important. In addition, likely correlated cluster-
ing of Mn atoms(instead of uncorrelated random positioning
at Ga sites) is also thought to be significant.11 Experimen-
tally, a strong dependence ofTc on the sample conductivity
has been found withTc typically increasing with conductiv-
ity; samples with the highest(lowest) conductivity invariably
have the highest(lowest) Tcs, but whether this dependence
arises entirely from the higher conductivity samples having
higher carrier densities(as is commonly assumed in the lit-
erature) or longer mean free paths(MFP) (or equivalently,
higher mobility) or a combination of the two is presently
unknown. We therefore see thatTc;Tcsni ,nc, l ,J0;
NAS,NI ,NC,JAF¯ d is a function of at least eight different
parameters due to the complexity of the problem. The three
obvious parameters, which have been discussed widely in the
literature, are the active magnetic moment densityni due to
substitutional Mn dopants, the carrier densitync, and the
carrier MFPl (as obtained from the dc conductivity), and in
this paper we mostly focus on the dependence ofTc on these
three parameters. The other relevant parameters, e.g.,NAS
(the As antisite defect density), NI (the Mn interstitial defect
density), Nc (a set of parameters defining the clustering of
Mn atoms or the correlation in their spatial positions), and
JAF (the direct short-range Mn-Mn antiferromagnetic ex-
change interaction), are quantitatively important, but essen-
tially unknown (either experimentally or theoretically), and
their explicit inclusion in the theory for a quantitative com-
parison with the experimental results is hence not particu-
larly useful. However, we assume that the influence of these
parameters can be included qualitatively in the theory by
appropriately adjusting the parametersni, nc, l, and most
importantly, the effective ferromagnetic coupling strengthJ0
which sets the overall energy scale in the problem since we
expressTc in the units ofJ0. We find that even with just three
independent parameterssni ,nc, ld, the problem is quite rich,
leading to many subtle possibilities.

We use the standard Ruderman-Kittel-Kasuya-Yosida
(RKKY )–Zener effective magnetic model12 for describing
the coupled carrier-local moment system since we are inter-
ested in the so-called “metallic” DMS regime with itinerant
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carriers whereTc is maximized.(The insulating strongly lo-
calized DMS regime can also be ferromagnetic, but the na-
ture of the insulating DMS ferromagnetism, with typically
rather lowTc, is fundamentally different13 from the metallic
regime with higherTc being considered in this paper.) We
note that while it is somewhat crude to characterize the me-
tallic DMS regime by a MFPl extracted from the conductiv-
ity s=nce

2t /mc (and l =vFt, wheret is the transport relax-
ation time, mc the carrier mass, andvF the carrier Fermi
velocity), the extracted value of the MFPl is rather short
(typically around one to a few lattice constants). We employ
an effective magnetic model Hamiltonian14 for interacting
impurity moments where the carrier degrees of freedom have
been integrated out

H = o
i,j

JFsr i jdSi ·Sj + o
i,j

8JAFSi ·Sj , s1d

where the subscriptsF (AF) denote the ferromagnetic(anti-
ferromagnetic) part of the impurity spinsSid interaction and
the prime in the second term implies that the sum is re-
stricted to nearest neighbors since the short-range antiferro-
magnetic interaction only couples nearest-neighbor Mn at-
oms(if there are any). We do not explicitly include the direct
antiferromagnetic exchange term in the results shown in this
paper, assuming without any loss of generality(within our
theoretical scheme) that JAF effectively modifies(in fact, re-
duces) the carrier-mediated ferromagnetic interaction. Since
the interaction strength is the basic energy parameter in our
effective magnetic Hamiltonian, it makes little sense to keep
two unknown coupling parameters. We write Eq.(1) with the
direct antiferromagnetic exchange term for our general quali-
tative discussion of the DMS phase diagram as described
below.

The first term in Eq.(1), the carrier-mediated ferromag-
netic interimpurity interaction, is of the RKKY form in
our effective model: JFsrd=J0fs2kFrdcoss2kFrd
−sins2kFrdg / skFrd4, whereJ0 is the fundamental ferromag-
netic coupling parameter in the problem(which implicitly
includes all materials and band structure information about
the system), and kF the carrier Fermi momentum(and r
= ur i j u the spatial separation between randomly located sub-
stitutional Mn pairs in the GaAs lattice). We note one impor-
tant feature ofJFsrd: for high carrier density,ncùni, the
oscillatory aspects of the RKKY interaction come into play,
potentially suppressing DMS ferromagnetism—the details of
this suppression are an important topic of this work. A
straightforward Weiss mean-field treatment of the RKKY in-
teraction, neglecting all spatial disorder effects and assuming
a continuum virtual crystal approximation(VCA), was first
carried out a long time ago(and has recently been rediscov-
ered in the DMS context) leading toTc

VCA~ninc
1/3. This Tc

VCA

(with appropriate quantitative modifications arising from
band structure effects) has been extensively(and uncritically
in our view) used in the DMS literature for explaining and
predictingTc in DMS systems. In the current work we in-
clude in our calculation ofTc spatial disorder(thus relaxing
the continuum VCA) and finite MFP, which are both signifi-
cant in DMS materials. We carry out a direct numerical cal-
culation ofTc on the GaAs lattice treating the random disor-
der of Mn spatial positionsexactlyin the theory.14

First we qualitatively discuss the DMS phase diagram as a
function of the variableni, nc, andl, noting that the standard
VCA implies that the system is a ferromagnet forall values
of nc and ni with Tc

VCA increasing monotonically with in-
creasing impuritysnid and carriersncd density. It is essential
to include MFP effects in the theory. The RKKY interaction
has been calculated in the presence of resistive scattering
earlier in the literature,15 and the modified RKKY interaction
in the presence of a finite MFPl has the formJFsr ; ld
=JFsrd for r ! l and JFsr ; ld=J0cosffsrdg / s2kFrd3 for r @ l,
where JFsrd is the standard RKKY formula andfsrd is a
completely random function ofr. The inclusion of short-
range direct antiferromagnetic exchange[Eq. (1)], RKKY
oscillation, and transport MFP effects permits us to obtain
the qualitativeT=0 DMS phase diagram as a function of
three length variableslc,nc

−1/3; ro,ni
−1/3; l. The schematic

phase diagram depicted in Fig. 1 assumeslc, ro, and l to be
completely independent variables(which they cannot be in
real systems). In each case shown in Fig. 1, we assume the
other variables to befixed at some reasonable “optimum”
values(which may not always be experimentally possible).

In Fig. 1(a) the system is an RKKY spin-glass(SG) sys-
tem at very small values oflc (equivalently very large values
of nc). This arises from the frustration induced by the RKKY
oscillations which are dominant in the highkF snc@nid limit
(but are essentially absent in the dilutenc!ni limit ). As lc
increases(i.e., nc,lc

−3 decreases), the RKKY SG phase
gives way to a ferromagnetic phase. The Curie temperature
of this phase increases with decreasing density until the op-
timum Tc is reached, after whichTc begins to decrease with
decreasing carrier density. In Fig. 1(b) we depict the DMS
phase diagram in magnetic impurity densityni s,r0

−3d as-
sumingl andlc to be fixed at reasonable optimal values. For
small r0 (large ni) the nearest-neighbor direct antiferromag-
netic exchange between the Mn moments becomes important
and competes with the carrier-induced RKKY interaction,
leading to a random spin-ordered(RSO) nonferromagnetic
phase(which may or may not be a SG phase). For largerr0
we enter the ferromagnetic phase withTc sr0d similar to the
Tc profile in Fig. 1(a); eventually we find a phase transition
to the RKKY SG phase for very larger0 wherenc@ni. Thus,
except for the antiferromagnetic exchange induced RSO
phase in the high impurity concentration limit in Fig. 1(b),
the phase diagrams of Figs. 1(a) and 1(b) are essentially
mirror images of each other as one shifts fromnc@ni sni

@ncd to nc!ni snc@nid in Fig. 1(a) [1(b)], respectively. Fi-
nally, in Fig. 1(c) we discuss the phase diagram as a function

FIG. 1. DMS phase diagram. Note that the dashed lines between
FM phases arenot phase transition.
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of the MFP for fixedni andnc values. For very smalll, the
carrier-induced ferromagnetic RKKY coupling is suppressed,
and the interimpurity interaction has random sign, leading to
a type of(non-RKKY) disordered random glassy(RG) non-
ferromagnetic ground state which, with increasingl, should
make a phase transition to the ferromagnetic phase. As one
increasesl further the ferromagnetic phase should initially be
enhanced(i.e., Tc rises withl) with an eventual saturation of
Tc determined by the precise values ofnc andni. Thus it is
readily evident that the best technique to enhanceTc would
be to increase the MFP sitting at fixed optimal values ofnc
and ni. Although this is perfectly reasonable as a matter of
principle, it may be difficult to increase the MFP without
affectingnc andni.

Following this qualitative introduction to the DMS phase
diagram on the basis of the simple effective Hamiltonian
approach, we now consider the quantitative dependence of
Tcsnc,ni , ld in DMS systems focusing on the well-studied
Ga1−xMnxAs system. To do this we carry out a thermal lattice
mean field treatment(treating exactly the spatial disorder of
random Mn locations at Ga substitutional sites in the zinc-
blende GaAs lattice) of the effective Hamiltonian as de-
scribed in Ref. 14. Such a treatment avoids the physically
unrealistic assumptions of the continuum VCA involved in
deriving Tc, and should be an excellent approximation for
obtainingTc because of the very large coordination number
in the fcc zinc-blende GaAs lattice structure. As emphasized
previously, this lattice mean field theory(LMFT) can essen-
tially be carried out for infinite size systems, thus avoiding
the finite size complications inherent in direct Monte Carlo
simulations which arenot particularly well suited for rapidly
determiningTc.

In Fig. 2 we present our theoretical results forTcsnc,ni , ld.
As noted earlier, we have ignored the direct short-range an-
tiferromagnetic exchange interaction in obtaining these re-
sults. We also ignore interstitial defects(and antisite As) in
this calculation; we assume thatni and nc are theeffective
active local moment and hole density, respectively, which
already incorporate various defect effects.

In Fig. 2(a) we show the calculatedTc as a function of
nc/ni for several values ofx in a “highly” metallic system
(l /a=5, wherea is the GaAs lattice constant), whereas in
Fig. 2(b) we showTcsnc/nid for a fixed value ofx s=0.07d but
for several different values ofl /a. We show the simple con-
tinuum VCA result in each case for the sake of comparison.

It is obvious that the simple theory ofTc
VCA is qualitatively

incorrect for largenc/ni whereTc actually reaches a maxi-
mum and then decreases with increasing carrier density(due
to the frustration inherent in the RKKY oscillations playing a
role for nc/ni .1 or equivalentlykFr0.1) in contrast to the
erroneous claim(made extensively in the literature) that
Tcsncd~nc

1/3 (as obtained from continuum VCA) would con-
tinue increasing monotonically with carrier density. It is,
however, important to note that our results presented in Fig.
2 indicate a fairly large regime of(qualitative and even semi-
quantitative) validity of the simple VCA with the appropriate
numerical modification ofJ0 which is an adjustable param-
eter merely setting the scale of energy in our theory. In par-
ticular, the simple VCA theory remains valid up tonc/ni
,0.5, and perhaps even up tonc/ni ,1.0, depending on the
Mn content(i.e., x). The optimumnc/ni value whereTc is
maximum decreases as the Mn concentration increases, and
this indicates that, for a given value of the effective coupling
J0, Tc cannot really be arbitrarily increased just by increasing
the carrier density(although increasing carrier density by
co-doping with nonmagnetic impurities16 should enhanceTc
somewhat), but typically Tc is optimum fornc/ni ,1. This
suggests that the current popular wisdom of trying to en-
hanceTc for GaMnAs(and other DMS materials) simply by
increasing carrier density would not work much beyondTc
,300 K (since the current maximumTc is around 170 K).

Our results forTcsld presented in Fig. 3 indicate one pos-
sible strategy for enhancingTc. As can be seen in Fig. 3,Tc
increases monotonically with increasing MFP, eventually
saturating at the maximum possibleTc for a given value of
nc/ni (which is somewhat below the correspondingTc

VCA).
Thus a clear strategy to enhanceTc is to optimizenc/ni for a
given Mn content such that one is at or near the optimum
carrier density(i.e., near the maximum in Fig. 2), nc/ni
,0.5–2, depending onx, and then to enhance the carrier
MFP by reducing scattering effects through a systematic im-
provement of sample quality. Experimentally, it is now
established17 that enhancing conductivity by improving
sample quality(e.g., via annealing) can substantially increase
Tc, but the conductivitys depends both on the carrier density
nc and the MFPl, and it has almost universally been assumed
that the increase ofTc due to enhanceds arises entirely from
the increasing carrier density, whereas we find thatTc im-

FIG. 2. CalculatedTc (solid lines) as a function ofnc/ni (a) for
different x values and fixed MFPl /a=5, and(b) for different MFP
l /a and fixedx=0.07. Dashed lines indicate the results from VCA.

FIG. 3. CalculatedTcsld for different nc/ni and fixedx=0.07.
Note Tc

VCA/J0=32.6,41.6,52.2,63.1 for nc/ni =1,2,4,7,
respectively.
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provement arises both from increasingnc and l.
Finally, in Fig. 4 we show a direct comparison between

our theory and recent GaMnAs experimental results from
several different groups.10,17–19For each set of results in Fig.

4 we have extractedTcfnc,ni ,ssldg from the relevant experi-
mental work as described in the figure captions. It is obvious
that the experimental results are well described by the
theory; the agreement can be made essentially exact by
slightly adjustingni and/or by choosing slightly differentJ0
for different values ofx, both of which may be reasonable
since Mn interstitials(whose density may very well be a
function of x) are likely to affect the value of effective cou-
pling by modifying the number of active Mn moments par-
ticipating in global ferromagnetism and by introducing some
direct Mn-Mn antiferromagnetic exchange coupling. It is
also evident from Fig. 4 that the continuum VCA, while
qualitatively reasonable in some regimes of the parameter
space, does not provide a good quantitative description for
the experimental results. We mention that our neglect of the
complicated valence band structure of GaAs in the theory is
a simplication that should not affect our conclusions in any
essential way since band structure effects enter our theory
only through various parameters such asJF, JAF, l, nc, andni.

In conclusion, we have discussed the DMS phase dia-
gram, taking into account effects of carrier-mediated ferro-
magnetic and antiferromagnetic coupling between the impu-
rity moments as well the frustration arising from the RKKY
oscillations, finding that ferromagnetism is only one of four
distinct magnetic phases possible in the disordered system.
We have also carried out a detailed theoreticalTc calculation
as a function of magnetic impurity concentration, carrier
density, and conductivity(i.e., MFP), including full effects of
spatial disorder and randomness, finding that the maximum
Tc is obtained for an optimum carrier densitync/ni ,0.5–2,
depending on the Mn concentration. We have shown that for
Tc to be enhanced at given values ofnc andni, one needs to
increase the MFP as much as possible.
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