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It has previously been established that the lowest energy site for chlorine atoms on Cus111d is the “fcc”
hollow. However, substantial population of the “hcp” hollow at room temperature indicates that there is a
relatively small difference in energy between the two sites. We show that this energy difference must be less
than 10 meV by measuring the relative populations using normal-incidence x-ray standing waves and compar-
ing the results to Monte Carlo simulations. This result is consistent with recent density functional theory
calculations which indicate an energy difference of approximately 5 meV.
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INTRODUCTION

Most simple surfaces have well-defined sites which rep-
resent the minimum energy position for adsorbate atoms. The
position of such a site is usually amenable to experimental
determination. Complexities arise when there are a number
of different adsorption sites of similar energies which are
thermally populated by adsorbate atoms. The relative popu-
lation of each site is influenced by the temperature and the
magnitude of energy differences between the sites. Knowl-
edge of the size of these energy differences is essential to a
full understanding of the system. Unfortunately, most struc-
tural studies concentrate upon ordered phases in which a de-
termination of such energy differences is impossible. In or-
dered adlayers lateral interactions between adsorbate atoms
are at least as important as adsorbate–substrate interactions
in determining the populations of different sites. Therefore,
one cannot deduce site energy differences by studying the
site occupation of ordered phases alone and one must obtain
additional information from disordered phases and from
phase diagrams.

To derive site energy differences from relative popula-
tions it is necessary first to ensure that the system being
investigated is at equilibrium and second to use an experi-
mental technique that is able to quantitatively distinguish
between adsorption at the various binding sites. The results
must then be interpreted using simulations, since obtaining
analytical solutions for site population in terms of interaction
energies is generally not possible. X-ray standing wave
(XSW) techniques are an excellent choice for such studies
since they provide, with few assumptions, quantitative regis-
try information for adsorbate atoms irrespective of order in

the adsorbed over-layer.1 This avoids a potential problem of
using diffraction techniques, such as low-energy electron dif-
fraction(LEED), in which ordered regions may dominate the
data. In a series of experiments2–4 Schwennickeet al. and
Schwennicke and Pfnur investigated the lateral interactions
of O/Nis111d, using diffuse LEED results and the system
phase diagram, demonstrating that both could be modeled
using a Monte Carlo simulation and finding an energy differ-
ence of 46 meV between the “hcp” and “fcc” hollow sites.

Kadodwalaet al. investigated the simultaneous adsorption
of chlorine and bromine on Cus111d.5 While the main thrust
of their investigation was a demonstration of the versatility
of normal incidence XSW(NIXSW), a site energy difference
between “fcc” and “hcp” hollows of 13.5±5 meV was also
calculated. Although details of the calculation were not pro-
vided, this result is consistent with the two level partition
function given in Eq.(1) in which Nx is the number of atoms
in sitex and« is the energy difference between the two sites.

Nhcp

Nfcc
= exps− « /kTd . s1d

Use of this equation relies on the assumption that the number
of available “hcp” sites is always equal to the number of
available “fcc” sites. It is reasonable to suppose that adsorp-
tion at a site will preclude another atom adsorbing at
the same site. If one considers only the limitation of one
adsorbed atom per site, the correct expression can be easily
derived and is given in Eq.(2) where theta is fractional
coverage following the standard definition(note that a frac-
tional coverage of 2 is obtained when all hollow sites are
occupied).
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Nhcp

Nfcc
= Îz2 + exps− « /kTd − z;

z=
s1 − udf1 − exps− « /kTdg

2
. s2d

Even this expression is not appropriate for halogen atoms
on Cus111d since lateral interactions between atoms in
nearby sites must also be taken into account. There are ad-
ditional difficulties in using the experimental population ra-
tios found by Kadodwala5 to calculate energy differences.
The measurements were performed at a low temperature
s130 Kd and equilibrium may not be achieved on the times-
cale of the experiment. In this work we demonstrate that,
even at higher temperaturess180 Kd, equilibrium in the
Cl/Cus111d system is not attained on a timescale of hours
and this observation invalidates any calculation in which
equilibrium is assumed. Since lateral interactions in the
mixed chlorine/bromine system are intrinsically more com-
plicated than the single adsorbate alternative, then this study
of a mixed system is clearly not ideal.

In an XSW experiment an appropriate geometry and x-ray
energy is used to establish a Bragg reflection from the single
crystal substrate. The incoming and outgoing photons inter-
fere to produce a standing wavefield of x-ray intensity with
the same periodicity as and parallel to the scattering planes.
The nodes of the wave field move relative to the scattering
planes as either the angle of the crystal, or the photon energy,
is scanned through the Bragg condition. By monitoring the
photoemission intensity of atoms during this scan it is pos-
sible to establish their height normal to the nearest bulk scat-
tering plane(or extension thereof beyond the bulk of the
crystal).1 Analysis of the intensity profiles returns two pa-
rameters, the coherent positionsPd and coherent fractionsFd,
which can be interpreted, respectively, as the height of the
atomic species above the nearest extended plane and the
fraction of atoms at that height, assuming the remainder to be
distributed in an isotropic manner. When the atoms have a
distribution of heights with respect to the scattering plane the
expectedF ,P can be calculated from the height distribution
function fszd using Eq.(3), wherez is the height in units of
the lattice spacing.

F exps2piPd =E fszdexps2pizddz. s3d

In situations where there are discrete sites a summation
can be employed, as in Eq.(4). This is essentially a vector
sum, which is most easily visualised on an Argand diagram
with F sfd as the modulus andP spd as the argument of a
complex number.6

F exps2piPd = o
n

fnexps2pipnd. s4d

The application of NIXSW to study adsorbates on single
crystal metal surfaces was described by Woodruffet al.7 At
normal incidence the Bragg energy changes minimally with
small variations in reflection angle and this permits XSW
experiments to be performed on metal crystals, which dis-

play a greater degree of mosaicity than, for example, semi-
conductor crystals. In their seminal work, Woodruffet al.
used the Cus111d−s3Î33 Î3dR30°-Cl structure to demon-
strate the approach and it is an amenable system to study
because of the high C1K edge cross section at the photon
energy used for thek111l reflection (approximately
2975 eV). In this work we employ the same system and find
identical results for theÎ3 surface. We extend the previous
work to include disordered surfaces and, using NIXSW to
quantify the relative populations of hollow sites, find limiting
values for the difference in energy between the two sites.

EXPERIMENT

A. NIXSW experiments

Experiments were performed on BL4.2 at the Daresbury
SRS,8 the beamline has a double crystal monochromator
which was equipped with Ges111d crystals. The UHV end
chamber was equipped with a VG CLAM2 hemispherical
analyser positioned at 50° to the incoming beam, LEED op-
tics and a fluorescent screen positioned around the beam en-
trance port to assist in aligning the crystal by visualizing the
reflected x-rays. The Cus111d crystal was mounted on a XYZ
manipulator with polar and azimuthal rotation and prepared
by cycles of argon ion sputtering and annealing to approxi-
mately 500°C.

The crystal was deemed to be clean when a sharps1
31d LEED pattern was observed and electron energy
distribution curves(EDCs) showed no evidence of any ele-
ment apart from copper. Chlorine was generated from anin
situ solid state electrochemical cell.9 Chlorine dosing was
carried out at room temperature prior to changing the tem-
perature of the sample, with the exception of experiments
(which are discussed later) in which dosing was carried out
with the crystal cooled by liquid nitrogen. The coverage of
chlorine was determined from the intensities of the
Cl KLL s2401 eVd and Cu LMMs922 eVd Auger electron
peaks in EDCs taken with a photon energy of 2976 eV. In-
tensity ratios were converted to coverage by using the known
coverage ofu=1/3 for the Cus111d-sÎ33 Î3dR30°-Cl struc-
ture and assuming that within the range of coverages em-
ployed, the Cl/Cu intensity ratio is proportional to fractional
coverage.

NIXSW measurements were carried out in a manner de-
scribed previously.10 The sample was aligned with either the
(111) or (1-11) planes normal to the incident radiation. The
position was optimized by monitoring the reflected current in
the beamlineI0 beam monitor. The photon energy was then
scanned through the Bragg energy over a range of 20 eV in a
stepwise fashion. The reflectivity profile was measured from
the I0 monitor and in all cases was symmetrical and Gaussian
in shape. At each point the Cl KLL and Cu MNN intensities
were measured by subtracting the background counts taken
at a kinetic energy 20–30 eV higher than the peaks from the
peak counts. These measurements provide the characteristic
XSW profiles which can be analyzed to determine the two
structural parameters, the coherent fraction, and the coherent
position. The total electron yield was measured simulta-
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neously to characterize the energy and width of the standing
wave which are required for the analysis. The excitation of
Cl KLL emission by electrons emitted from the substrate is
thought to be negligible in this experiment as there is little
emission above the ClK-edge, and these effects are thought
to be significant only when the excitation energy for Auger
electron emission is low.11

B. Monte Carlo simulations

To model the experimental results we employed Monte
Carlo simulations using a similar methodology to that of
Schwennicke and Pfnur.4 Monte Carlo simulations were per-
formed on a lattice of 1023102 fcc sites and a similar num-
ber of hcp sites using periodic boundary conditions. Atoms
in sites on the lattice were randomly selected, and movement
to a neighboring site was governed by the energy difference
between the two sites. The Metropolis algorithm12 was em-
ployed; if the new site is lower in energy then the atom is
moved, if the new site is higher in energy then the atom
moves with a probability equal to exps−DE/kTd. A Mersenne
twister random number generator was used,13 which repeats
after s219937-1d iterations(a typical simulation consisted of
,1012 calls to the generator). Site energies were calculated
by a summation of the energy associated with the type of site
(hcp or fcc) and pairwise interactions up to the fifth nearest
neighbor interaction(e1 to e5), see Fig. 1. Thus, the energy of
the current site of the atom is calculated and the energy of
the new site based on both the identity of the site and the
number and distance of nearby atoms. The difference be-
tween the two values isDE, which is used as described
above. The neglect of longer range interactions is justifiable
since there is no evidence of ordering on a longer length
scale, such as aps232d superstructure, for example, and we
find the results can be adequately modeled withe5=0, as
described later. The nearest and next-nearest(e1 ande2) in-
teractions were set to be arbitrarily large since these repre-
sent distances(1.48 and 2.56 Å) significantly shorter than
the van der Waals diameter of chlorines3.60 Åd. The ener-
gies chosen were large enough to prevent interatomic dis-
tances of these unphysically short values occurring during
the simulation. The distance of the third nearest neighbor
se3d is also shorter than this diameters2.95 Åd, but this in-
teraction must be allowed to permit movement of atoms from
a sÎ33 Î3dR30° arrangement. The interaction energiese3, e4

s3.91 Åd, ande5 s4.43 Åd were varied relative to the hcp-fcc
site energy differences«d, including attractive potentials for
e5. To be physically realistic we assume thate3.e4.e5 and
did not carry out simulations in which this order was
changed. After many iterations the average value of site oc-
cupation converges on an equilibrium value for a given tem-
perature. By changing the temperature in subsequent simula-
tions it is possible to obtain a relationship between
temperature and site occupation for any given set of interac-
tion energies and coverages. A wide range of values fore3,
e4, ande5 were investigated ranging from 0 to 40« for e3, 0
to 20« for e4, and −4« to 4« for e5. Coverages ranged from
0.1 to 0.333 ML. The purpose of these simulations is to find
the set, or sets of interaction and site energies that best match
the experimental data.

Simulations were initially carried out to determine the
sÎ33 Î3dR30° and, where appropriate,s232d disorder tem-
peratures for each set of parameters. The first temperature
calibrates the energy scale, since this disorder temperature is
known to be 330 K, the second is a useful check, as thes2
32d structure has not been reported for this system and we
did not observe it even while dosing at 190 K.

RESULTS AND DISCUSSION

A. NIXSW experiments

The NIXSW profiles of copper and chlorine using the
k111l reflection are shown in Fig. 2. Analysis of these pro-
files leads to a coherent position of 0.873±0.02 and coherent
fraction of 0.92±0.04 for chlorine, which implies chlorine
atoms reside at a height of 1.81 Å above the top layer of
copper atoms(or more strictly, above an extension of the
bulk scattering planes) with good order. This is entirely in
accord with previous results on the same system.7,14 Esti-
mates of error are based on six independent experiments at a

FIG. 1. Pairwise interactions considered during Monte Carlo
simulations, up to the fifth nearest neighbour[corresponding to the
distance between chlorine atoms in the Cus111d-sÎ33 Î3dR30°-
Cl structure]. Note that the van der Waal’s diameter of chlorine falls
between the third and fourth nearest neighbour distances.

FIG. 2. X-ray standing wave profiles taken at normal incidence
to the k111l planes for the Cus111d-sÎ33 Î3dR30°-Cl surface of
copper(squares) and chlorine(diamonds). The data were acquired
by monitoring the peak height of the Cu LMM and Cl KLL Auger
electron peaks, respectively. The difference in the shape of the pro-
files results from a different position of the atoms relative to the
atomic scattering planes of the copper crystal.
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variety of temperatures and coverages and it was found that
there was no systematic variation inFs111d and Ps111d with
these parameters or with the existence of ordered phases.
This result indicates that the height of chlorine atoms is gov-
erned by interactions between the copper surface and indi-
vidual chlorine atoms and is unaffected by lateral interac-
tions between chlorine atoms.

Results of NIXSW experiments from thek1−11l reflec-
tion taken with a fixed coverage ofu=0.33 and at a variety
of temperatures are shown in Fig. 3. Below the disorder tran-
sition the profile is similar in shape to the copper profile. As
the temperature is increased the characteristic “dip” in inten-
sity is lost and the profile becomes more Gaussian in shape,
which is the expected profile of an isotropic distribution.
However, the peak intensity in these disordered surfaces are
less than expected for an isotropic distribution, an example
of which is mapped onto the top trace. These results imply
that there is still a degree of site ordering in the chlorine
atom distributions even when there is no long range order in
the overlayer. From the coherent fraction for thek111l reflec-
tion it can be shown that the expected values ofPs1−11d are
0.291, 0.624, and 0.958 for the atop, hcp hollow, and fcc
hollow sites, respectively. If it is assumed that chlorine atoms

occupy only the hollow sites and that there will always be a
larger population of atoms in the fcc hollows then it is to be
expected that thePs1−11d results will be between 0.791 and
0.958. The results from this reflection for all temperatures
and coverages fall between 0.81 and 0.94 which is consistent
with expectations and indicates the fraction of atoms in hcp
hollow sites varies from approximately 0.46 to 0.10 depend-
ing on conditions. Coherent fractions from this reflection at
coverages of 0.33 and lower were approximately three quar-
ters of that expected from theFs111d result. This reduction in
coherent fraction is probably due to a greater amplitude of
lateral thermal motion compared to vertical thermal motion
resulting from shallower confining potentials in the lateral
directions. Another possibility is a contribution from chlorine
atoms adsorbed at defect sites. If such atoms were present in
significant numbers, they would only affect our analysis of
the results if they were not isotropically distributed with re-
spect to height above the(1-11) planes. We therefore assume
that the copper crystal does not have a large number of de-
fect sites or that chlorine atoms adsorbed at defect sites are
isotropically distributed with respect to the off-normal reflec-
tion plane.

The results are summarized in the Argand diagram given
in Fig. 4. Results are plotted with polar coordinatessF ,2pPd

FIG. 3. X-ray standing wave profiles taken
at normal incidence to thek1−11l planes at a
variety of different temperatures and one
third monolayer coverage with best fits(solid
line). All traces have the same normalized Auger
intensity scale, but shifted vertically for clarity,
scale bars are provided for the 311 and 353 K
traces. The Bragg energy changes with the ther-
mal expansivity of copper as expected, but there
is no significant change in the copper XSW pro-
file. The disorder transition of the Cus111d -
sÎ33 Î3dR30°-Cl structure is evident in the
change in the chlorine XSW profile around
330 K. The high temperature, disordered surfaces
do not have isotropically distributed chlorine at-
oms as demonstrated by the expected profile for
such a surface(dashed line mapped onto top
trace). The trace at 189 K was obtained by dosing
chlorine at room temperature and then cooling
the crystal, see text.
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and the large triangle represents the expected range of results
from the k1−11l reflection based on thek111l results and
assuming only fcc and hcp occupation. Using this assump-
tion, thePs1−11d values can be used to calculate the fraction
of atoms in hcp hollow sites, as shown in Eq.(5), in which
Pfcc is the expected coherent position if all atoms were in fcc
sites. The derivative of this equation indicates that XSW will
be more sensitive(by a factor of approximately 4) to small
changes in fractional occupation when both sites are equally
occupied than when one site is fully occupied. However, this
increase in sensitivity is somewhat offset by an increased
error in the determination of coherent position when the co-
herent fraction is low.

fhcp=
2 tanf2psPfcc − P11̄1dg

3 tanf2psPfcc − P11̄1dg + Î3
. s5d

We include some results in the diagram that will not be used
for analysis of the hollow sites’ energy difference, namely,
those taken at liquid nitrogen temperatures and a result ob-
tained for the Cus111d-s6Î336Î3dR30°-Cl structure.
These results are briefly discussed below.

Two distinctly different results were obtained for the
u=0.33 surface depending on whether the chlorine was in-
troduced before or after the crystal was cooled to 190 K. In
both cases, LEED showed a well-definedÎ3 structure and
EDCs indicated identical surface concentration of chlorine,
howeverPs1−11d values of 0.92±0.02 for room temperature
dosing and 0.83±0.02 for low temperature dosing show that
the distribution of chlorine atoms was remarkably different
in either case. Following dosing at low temperature, the dis-
tribution of atoms between the two hollow sites is relatively

even withfhcp=0.43±0.04, whereas dosing at room tempera-
ture followed by cooling gavefhcp=0.19±0.08, which is
similar to results obtained at room temperature without cool-
ing. These results demonstrate that on the timescale of the
experiment(about two hours) equilibrium is not attained and
furthermore appear to indicate that, following low tempera-
ture adsorption at least, metastable domains ofÎ3 structure in
hcp hollow sites are formed. If these do not form, the frac-
tion of atoms contributing to the ordered regions would be
less than 0.14(compared to 0.62 for room temperature dos-
ing), since disordered regions should contain at least as many
atoms in fcc sites as there are in hcp sites. It seems unlikely
that the fractional order spots in LEED would be of similar
intensity for both surfaces if there was such a large differ-
ence in the area fraction of ordered atoms.

The lowestPs1−11d value of 0.81±0.02 was found for the
Cus111d−s6Î336Î3dR30°-Cl structure. This corresponds
to an almost equal distribution of atoms between the two
hollow sites,fhcp=0.47±0.04. As indicated in Fig. 3, the co-
herent fraction for this surface was also very low,Fs1−11d
=0.17±0.06. The hexagonal compression layer model of
Goddard and Lambert15 should produce a coherent fraction
of zero in NIXSW, whereas the domain-wall model, de-
scribed by Andryuschechkinet al.16 and convincingly sup-
ported with scanning tuneling microscopy data, would be
expected to produce results with a higher coherent fraction
(similar to the disordered surfaces described later), unless, as
suggested in their paper, there is a significant relaxation of
the domain walls. We note here that if the atoms were dis-
placed only between hollow and bridge sites, we would ex-
pect the coherent fraction to be,0.23(which corresponds to
all atoms located on bridge sites and reductions in coherent
fraction, due to disorder, of a similar magnitude to the other
surfaces studied here). This result does not help distinguish
between either model, at best it signifies an avoidance of the
atop site, which is unsurprising given that recent density
functional theory(DFT) calculations17 indicate an energy
difference of ,420 meV between atop and hollow sites
(compared to,75 meV between bridge and hollow sites),
however the determination of lateral interaction energies de-
scribed later sheds a little more light on this issue.

MONTE CARLO SIMULATIONS IN COMPARISON TO
NIXSW DATA

The disorder temperatures of both thesÎ33 Î3dR30° and
s232d structures were found by setting the coverage identi-
cal to the nominal coverage of these surfaces(0.33 and 0.25,
respectively) and performing simulations at a variety of tem-
peratures. The disorder temperature used in the foregoing
was taken as the temperature at whichfhcp=0.25. Conver-
gence was checked by running extended simulations at these
temperatures to ensure that the fractional population did not
irreversibly deviate from this value. Repeat simulations, both
with smaller lattices and different initial positions of the ran-
dom number generator, indicate that the error in these values
is of the order of 1%. We find that thesÎ33 Î3dR30° disor-
der temperature scales almost linearly with a sum of the in-
teraction energies, as shown in Fig. 5. The sum is simply the

FIG. 4. Argand diagram summary of chlorine NIXSW results,
the structural parameters F and P are treated as the modulus and
argument of a complex number. Thek111l results(crosses) appear
in the lower right-hand quadrant, from which the expected positions
for the three high symmetry sites in thek1-11l reflection can be
calculated(shown by bold circles). If the atoms are only in hollow
sites, with the majority in the fcc hollow thenk1-11l results are
expected to fall within the large right angled triangle. Allk1−11l
data points comply with this expectation(diamonds) including the
Cus111d-s6Î336Î3dR30°-Cl result(small triangle) and results ac-
quired at 189 K(squares).
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energy difference between a fcc site in an ordered
sÎ33 Î3dR30° structure and the neighboring hcp site and a
linear fit leads to the empirical relationship given in Eq.(6).

kTÎ3
dis = 0.226s1.16« + e3 + 2e4 − 6e5d. s6d

A simple relationship of this kind is not so apparent for
thes232d disorder temperature, although there appears to be
an empirical correlation with the parameter given in the
graph shown in Fig. 6, leading to the relationship in Eq.(7).
There is no physical basis for this relationship[as is also true
for Eq.(6)], however, it can be used to obtain an approxima-
tion of thes232d disorder temperature and notably, this tem-
perature depends minimally, if at all, on the value of e3.

kT2
dis = 0.247S1.38« + 2e4 +

e4e5

5«
D . s7d

While there is some scatter in the latter of these graphs,
the relationships provide an important starting point for the
modeling of the Cus111d -Cl system. Since thesÎ3
3 Î3dR30° disorder temperature is above room temperature
and thes232d structure has never been observed even at

low temperatures, Eqs.(6) and (7) imply that eithere3 is
large with respect to both« ande4, or thate5 is negative and
therefore an attractive potential. A strong attractive interac-
tion at e5 would suggest that at low temperatures islands of
sÎ33 Î3dR30° structure will form well below the nominal
one third coverage, which has not been observed experimen-
tally. This expectation is confirmed by Monte Carlo simula-
tions. We therefore included only weak attractive and repul-
sive interactions(of the order of«) for e5 in our simulations.

NIXSW results at a variety of temperatures with one third
coverage of chlorine are plotted in Fig. 7 along with the
results of two Monte Carlo simulations. There is no evidence
in the experimental results, or in most of the simulations, of
a discontinuous transition. We find that a large number of the
simulations fit the curve within the error of the data, and as a
result, this data is not very useful in the determination of«.
The only usable part of the data is in the completely disor-
dered, high temperature surfaces for whichfhcp=0.45±0.03.
Simulations in whiche3,5« give poor agreement in this
region, as shown by the curve for whiche3=4«.

Disordered surfaces with low chlorine coverage were
analysed by NIXSW and the results are shown in Fig. 8. All
surfaces in this regime gave similar values forfhcp s,0.45d.
Tellingly, the surfaces examined at quarter monolayer cover-
age were similar to lower coverage surfaces in the distribu-
tion of chlorine atoms between the two sites. Monte Carlo
simulations demonstrate that at this coverage the range of
interaction energies which match the data is somewhat lim-
ited, a representative sample of simulations is also plotted in
Fig. 8. Interestingly, the simulations which best match the
data have values of« which can be estimated from the two
level partition function of Eq.(1) with an error of less than
1 meV. This can be visualised in Fig. 8 by extrapolating the
simulation data to zero coverage, when Eq.(1) becomes
valid (since there are no lateral interactions in this limit).
This approach would indicate that«=5 meV, although the
assumptions made in this calculation would not warrant re-
liance on this figure.

The result for quarter monolayer coverage at room tem-
perature is the best indicator within our dataset of the value
of «. The dependence offhcp on thee3, e4, ande5 parameters
was determined at 293 K(room temperature, calibrated to

FIG. 5. Comparison of the disorder temperature of the
Cus111d-sÎ33 Î3dR30°-Cl structure from Monte Carlo simulations
and a linear sum of interaction energies representing the energy
required to displace an atom from an ordered position.

FIG. 6. Comparison of the disorder temperature of the
Cus111d-s232d-Cl structure from Monte Carlo simulations and a
sum of interaction energies chosen to achieve as close to a linear
relationship as possible.

FIG. 7. Overlay of NIXSW data(points) of the Cus111d-sÎ3
3 Î3dR30°-Cl disorder transition with two Monte Carlo simula-
tions with e3=20« (solid line) and e3=4« (dashed line). In both
casese4=e3/2 ande5=0. The 189 K result is shown also, and is
essentially identical to the room temperature result.
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thesÎ33 Î3dR30° disorder temperature, which was indepen-
dently determined for each set of parameters) and quarter
monolayer coverage. Figure 9(a) shows how the fractional
occupation of hcp sites changes for fixed values ofe4=2«
and e5=0 as the remaining parameterse3d is altered. The
limiting value of fhcp=0.42 can be found by linear extrapo-
lation between data points and ise3=13«. In Fig. 9(b) the
effect of varying bothe3 ande4 is shown with solid contour
lines representing both the limiting and two other values of
the fractional occupation of hcp sites. There is no substantive
change in the diagram ife5 is altered to ±«. However if it
raised to 2« or above, there is an increased stability of the
s232d phase and if it is lowered to below 2«, condensation
of the sÎ33 Î3dR30° phase starts to occur. Both of these
situations have the effect of decreasing the fractional occu-
pation of hcp sites and as a resulte3 ande4 have to become
significantly larger to satisfy the requirement of the NIXSW
data. Since adequate fits to the data can be achieved with
e5=0, and for reasons given previously, we did not investi-
gate the effect of varyinge5 to any greater extent than this.

Also shown in Fig. 9(b) are dashed contour lines repre-
senting the value of«. These values can be directly deter-
mined from the disorder temperature of thesÎ33 Î3dR30°
phase in the simulations. It can be seen that, for the param-
eters we have simulated,« must be less than 10 meV, and is
more probably less than 5 meV. If it is 5 meV, as suggested
earlier, and as indicated by DFT calculations,17 then we find
the most likely values fore3 and e4 to be ,105 and
,7 meV, respectively. This suggests that the lateral interac-
tion between chlorine atoms is essentially hard walled, with
very weak long range interactions. It is interesting to note
that with these values ofe3 ande4 the s232d disorder tran-
sition would be expected to occur at approximately 70 K
(see Figs. 5 and 6), although the kinetics of ordering may be
too slow at such temperatures to permit observation of this
structure.

In all of the cases we have modeled, thee3 interaction is
of similar magnitude to the DFT calculated energy difference
between the hollow and bridge sitess,75 meVd.17 This is
interesting, as it would strongly indicate that the interaction

energy corresponding toe3 is substantially greater than we
have reported and this interaction in the simulations actually
models a displacement from a hollow to a bridge site rather
than a movement between hollow sites. In comparison to the
DFT calculated energy difference between atop and hollow
binding s,420 meVd thee3 interaction is somewhat weaker.
This comparison is suggestive that the Cus111d−s6Î3
36Î3dR30°-Cl structure is closer to the domain-wall model
of Andryuschechkinet al.16 with strong relaxation at the do-
main wall rather than the hexagonal compression layer
model of Goddard and Lambert.15 The e3 interaction does
not appear to be sufficiently large to promote atoms to the
vicinity of the atop site which is an essential feature of the
Goddard and Lambert model.

V. CONCLUSIONS

NIXSW data taken for a wide range of different coverages
and temperatures of chlorine on Cus111d are consistent with
chlorine atoms only occupying hollow sites. In all cases, the

FIG. 8. Overlay of NIXSW data(points) taken at room tempera-
ture with different coverages of chlorine on Cus111d and three
Monte Carlo simulations withe4=2« and e5=0. The simulation
with e3=24« gives the best fit to the data.

FIG. 9. Monte Carlo simulations carried out at room tempera-
ture and quarter monolayer coverage withe5=0. (a) Fractional oc-
cupation of the hcp site increases as thee3 interaction energy is
increased, example shown is fore4=2« (c.f. Fig. 8). (b) Contour
plot of fractional occupation of the hcp site as bothe3 and e4 are
varied. Crosses indicate the simulations which were performed and
solid contours representingfhcp values of 0.40, 0.42(the lower limit
from the error in NIXSW analysis) and 0.45(the NIXSW result) are
plotted. The dashed lines represent contours of the value of«, taken
from the Cus111d-sÎ33 Î3dR30°-Cl disorder transition tempera-
ture, and are from the lower to upper contour 10, 5, and 3 meV,
respectively.
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fractional occupation of the fcc hollow was greater than that
of the hcp hollow demonstrating that this is the lowest en-
ergy site. Adsorption of chlorine at 190 K to one third mono-
layer coverage results in a different surface from that ob-
tained by adsorption at room temperature followed by
cooling, demonstrating that equilibration at this temperature
is extremely slow. We report, for the first time, a NIXSW
investigation of the Cus111d−s6Î336Î3dR30°-Cl and ar-
gue, on the basis of a comparison of the interaction energies
determined in this work and the site energies calculated by
Doll and Harrison,17 that the domain wall model of Andry-
ushechkinet al.16 is consistent with our data.

Comparison of the NIXSW results with Monte Carlo
simulations indicates that the energy difference between the

two hollow sites is approximately 5 meV, and certainly less
than 10 meV. This is in excellent agreement with DFT cal-
culations but somewhat different to a previous investigation.
Results can be adequately modelled with short range inter-
actions which correlate well with the van der Waal’s diam-
eter of chlorine.
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