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We investigate the structure and elastic properties of the amorphous high-temperature aesaBiN.
Several different structural models are generated and their properties such as the radial and angular distribution
functions, the degree of local order, the density, the bulk modulus and the phonon spectrum, are calculated and
compared with the experiment. The best structural agreement between model and experimental observations is
found for models exhibiting a certain degree of lo¢all nm) heterogeneity in the cation distribution. We
show that this is consistent with the fact tlzaSizBs;N; has not been synthesized by cooling from the melt but
via the polymerization and subsequent pyrolysis of molecular precursors. Furthermore, we suggest that, due to
the synthesis process, stable nanoscale cavities 1 nm) will be formed that result in the compound’s
relatively low density(=1.8-1.9 g/cr).
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I. INTRODUCTION In earlier preliminary work we have presented several
such model structures, some of which satisfactorily repro-
One of the most fascinating new classes of materials foduce the physical structural measurements. According to
high-temperature applications have been the multinary nithese studies, it appears tlzaBi;B3N; is a dense “covalent”
trides and carbides such asSi;B;N5 or a-SiBN;C,13which  network, consisting of a homogeneous distribution of
exhibit amazing mechanical and thermal stabilities in spite ofSiNs-tetrahedra and trigonally planar BNnits. Experi-
their amorphous structure. For exammeSi;B;N is stable  ments such as NMR- and EXAFS-studies have demonstrated
up to Tyee~ 1900 K when decomposition sets in, without any that this local coordination is in agreement with experinfent.
crystallization taking placé Even more stable ia-SiBN;C  Interestingly, the “best’—with respect to agreement between
(T4ee= 2100 K), which is also highly stable in oxygen atmo- computed and experimental radial distribution functions—
sphere up t@ =~ 1700 K? In general, the elastic constants of models consisted of sintered nanoscale crystal fragments ex-
these materials are rather higle.g., the bulk modulus dd- hibiting a heterogeneity in the Si/B-distribution on length
SiBN;C is B=200-300 GPg in spite of their low density of ~scales of=1/2 nm? This also appears to be consistent with
about 1.9 g/cry they exhibit a high breaking strength. experiment: TEM-studies have shown that dowr=th nm
Since the ceramics are amorphous, the starting point fothe Si/B-distribution is homogeneobisyhile the analysis of
an investigation of these materials must be the generation ddMR-REDOR-data has recently yielded clear evidence for a
appropriate microscopic structural models. In this work, wecertain degree of heterogeneity on length scales up to a few
are going to focus on the prototypical ternary nitride A8
SizB3N-, since its composition is well-defined, in contrast to,  In this paper, we are going to present in detail five differ-
e.g., a-SiBN;C, where a greater spread in composition isent classes of structural models based on different generation
found. One major problem when trying to model these ni-procedures, each associated with a different chemical and
tridic ceramics is the complicated synthesis route: First, prephysical route that might, in principle, allow us to generate
cursor molecules such as TAOBCI;Si)-(NH)-(BCl,)] form  a-Si;B3Ny. First, we describe and shortly discuss the various
oligomers via HCI-elimination in Nk followed by a pyroly- techniques. Next, the resulting structural models are com-
sis in N, atmospheré where, depending on the details of the pared among each other and with geometrical and topologi-
synthesis(choice of precursor, atmosphere, and temperaturéal information gained from physical measurements. Finally,
schedule during pyrolysis, ejecdifferent precursor-derived several physical properties such as the bulk modulus and the
ceramics are produced. Trying to reproduce these processBBonon spectra will be calculated, and compared with ex-
in a simulation is nearly impossible, and thus we have experimental data as far as availatgable ).
plored a number of different computational methods to gen-
erate a variety of structural models that might approximate
the final ceramic sufficiently well. Each of these procedures
connects to a particular commonly used experimental ap- In general, each of our modeling approaches can be di-
proach for the generation of amorphous materials. vided into two steps. The first, major one, consists of the

Il. MODEL GENERATION
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TABLE I. Overview of model classe@\—E) and modeling pro-  simulated annealing for the same system. First, the system
cedures R1-10. Details of the modeling procedures are given in was equilibrated aT'=2500 K for 18 MCC. We then em-

Table II. ployed several cooling rates©=25.-10%, 2.5-102
_ 2.5-10°% K/MCC again keeping the volume constant, start-
Class P Explanation ing at three different melt configurations. The moveclass of

the MC simulations consisted of single atom moves, where
the atom chosen was shifted by a random vedtdrhe step-
size |d| was adjusted such that for each temperature an ac-
ceptance rate of about 50% was achieved. Each Monte Carlo
cycle (MCC) consisted of a random sweep over all atoms in
the system, i.e Ny, individual atom moves.

In addition, we used stochastic simulated annealing as a

1 Melt equilibrated with molecular dynami¢MD)
followed by cooling with MD
A 2 Melt equilibrated with MC followed by cooling
with MC
3 Melt equilibrated with MD followed by global
optimization with simulated annealing

4  Simulated annealing of low density crystal global optimization(GO) procedure by performing the an-
fragment nealing from a number of high-temperature starting points,
B 5  Constant pressure Monte Carlo cooling of medium je., we heated the equilibraté@=2500 K) melt to initial
density crystal fragment temperaturesT,=5000 and 6000 K. Again, three different
6 Constant volume Monte Carlo cooling of medium  cooling ratesy=30,3,0.3 K/MCC were used for eadl.
density crystal fragment For comparison, we also performed local optimizations as
C 7  Constant pressure Monte Carlo cooling of cluster described in Sec. Il B for each of the equilibrated high-
with open boundary conditions temperature configurations, corresponding to quenches with
8 Constant pressure Monte Carlo cooling of infinite cooling rates.
periodically repeated interior of cluster 2 Sinteri f 't | B
b 9 Random close packing model . Sintering of crystal fragments (class B)
E 10  Sol-gel model An alternative route t@-Si;BsN; might be the solid state

sintering of microcrystallites of BN and $hi,. However, so
far, such experiments do not appear to lead to a ternary

pology is established to over 90%. Depending on the synthdiciently strong driving force that would lead to a mixing,
sis class, several techniques, including possibly a global og2nce we are below the melting point, of the two binary end-
timization, might be needed. In each instance, this first stage0mpounds{Ab initio energy calculationgRef. 9 and cal-

is followed by a local(conjugate gradientrelaxation and culations with the empirical potentials used in this work
fine-tuning of the “raw” model structures based on refined(Ref. 19, both suggest that at zero temperature a phase sepa-

potentials and cost functions described in Sec. Il B. ration into crystalline BN and §N, should be preferred to
hypothetical crystalline(or amorphous ternary SiBs;N,
A. Classes of model generation compoundg. However, these purely equilibrium consider-
ations do not exclude the possibility that sintering of
1. Cooling from the melt (class A) nanometer-sized crystallites could lead to a kinetically stable

The procedure to generate a model ®Si;BsN, via ~ amorphous ternary phase. Thus, we have constructed a
rapid cooling from the melt started by heating a hypotheticamodef for a-SisB3N; that consists of many~15) BN and
crystalline structure of $BsN; (Ref. 9 in a periodically — SisN4 nanocrystalliteS@ <1/2 nm. The system consisted
repeated cubic box with side length=19.1 A to 2500 K Of Ngom=1144 atoms, withNg=264, Ng=264, and Ny
followed by an equilibration for 1.0 ns, using the =616, in a periodically repeated cubic box of side-length
(N,V, T)-ensemble[(N,V,T)- and (N,p,T)-ensemble refer =27 A, resulting in an initial density 0p=1.5 g/cni. Be-
to simulations with constant particle number, volume, andsides the standard energy relaxation and fine tuning as de-
temperature, and constant particle number, pressure and teg¢eribed in Sec. Il B, we have also performed global optimi-
perature, respectivelymolecular dynamic§MD). The size Zzations using stochastic simulated annealifig=3,4,5
of the system wasNo,=Ns+Ng+Ny=702 atoms, with X 10° K and three cooling rateg=30,3,0.3 K/MCC each
Ngi=162, Ng=162, andNy=378. For the MD-simulations, where the volume was kept constant. Again, potential A was
we employed a velocity-Verlet integration algoritifhwith ~ used for the energy evaluation.

a time stepA\t=1.0 fs. The temperature was fixed by periodic ~ For comparison, we performed additional global and local
velocity rescaling, and we used a computationally efficientoptimizations at higher initial density=2.01 g/cnd, rescal-
empirical two-body potential ARef. 1) to describe the po- ing the side length for this purpose tte=25.03 A, where we
tential energy of the system. Next, the system was rapidlyperformed two sets of global optimizations, keeping the vol-
cooled down to 0 K using molecular dynamics simulatedume and the pressure constant, respectively. Again several
annealing with three cooling rateg’®=2.5-182 2.5.18,  starting temperatureqT,=1,2,...,5<10°K) and three
2.5-16° K/s while keeping the volume constant. This cool- cooling rates(y=10"%,102,10°2 K/MCC) were used.

ing was performed for three different starting configurations We note that a second reason to investigate a nanocrystal-
taken along the 1 ns trajectory at 2500 K. As an alternativelite model is that phase separation on the nanometer scale
we also performed slow cooling via Monte Car®C) might well occur in the course of any synthesis routedor
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SizB3N5. Since the time scales involved in such phase sepahnitial temperature3;=1500 and 2500 K using Monte Carlo
ration processes are too large for straightforward MD/MCsimulations at constant pressure. For three end-
simulations, one has to study the effects by introducing suckonfigurations from different random walk trajectories, we
phase separated regions by hand. Clearly, this crystal fraggerformed the usual local optimizatioas. Sec. Il B. Fur-
ment model is expected to exaggerate the heterogeneity tfiermore, these configurations served as starting points for
the cation distribution by assuming fully formed nanocrys-slow coolings with two different initial temperaturgd,
tallites. Nevertheless, it constitutes a possible structure1500 and 2500 K and cooling rategy=2.5x10%, 2.5
model that takes some features of, e.g., the melt-route struc< 1072, 2.5X 1073 K/MCC).

ture generation process into account that would otherwise For comparison, the same annealing procedure was per-
not be accessible. Furthermore, it constitutes a limiting cas®rmed for the original cluster without periodic boundary
for those structure models that incorporate inhomogeneitiesonditions. The structural properties of the periodic struc-
of the cation distribution. tures could then be compared with those one would find for

the interior of the original cluster.
3. Molecular modeling (class C)

A traditionally quite popular way to generate computer 4. Random close packing (class D)
models for amorphous systems has been the molecular mod- chemical vapor deposition of molecules containing
eling approach? Starting with a small nucleus consisting of (Si-N)-, (B-N)-, or (Si-N-B)-units, or atom beam deposition
a few atoms, one builds the amorphous structure in an atonys the participating atoms Si, B, and N, on a substrate fol-
by-atom or building-block-by-building-block fashion, taking |gwed by low-temperature sintering would be another pos-
some local coordination information into account. Typically, sipje route to generate bulk amorphousBSiN-materials, in
this procedure results in a cluster, since periodic boundars instance, as an amorphous film. The presintering struc-
conditions are not easily accommodated in the generatiog,re generated in this way would be a random arrangement
process. ) of Si and B atoms probably already surrounded (apd
Physically, this process would correspond to the slowyonded tg nitrogen. One possible model describing the
growth of one(or many cluster in vacuum, where small stryctures produced in this way is the so-called random close
precursor molecules or individual atoms are adsorbed on thﬁacking(RCFb model adapted for the generation of covalent
surface, followed by chemical reactions and, possibly, a repetworkst® Here, one generates a random close packing of
organization of the cluster or part of it, in order to relieve the anjons, followed by a random distribution of the cations
tensions. As a final step, such clusters might be deposited qfer the voids in the anion packing, and finally allows the
a surface and allowed to sinter yielding an amorphous film.gyrcture to relax. We generated five different topologies us-

Clearly, a comparison of such a cluster with bulk amor-jng this procedure, each containing 1040 atoms.
phous compounds is difficult as long as surface effects are

relevant. Since sufficiently large amorphous network clusters
containing hundreds of thousands of atoms are not easily ) o
constructed, we have generated a periodic model using mo- While constituting reasonable structures, none of the pre-
lecular modeling via a two-step process. ceding models has been generated in a fashion that corre-
First, we generate clusters using the molecular modelingPonds to the route chosen by the experimental chemist. As
procedure originally developed by Gladd&rand refined by mentioned above, a true simulation of the full sol-gel route is
Wefing® Starting from a few-atom nucleus, we add atoms,not yet feasible. Nevertheless, we have developed a multi-
alternating between nitrogen and the catigBsand Si being ~ Stage separation of time scales apprdaeh model the po-
chosen at random, withig;:Ng~1 on averagge while re- lymerization and pyrolysis steps involved, and which allows
quiring that the local coordinations[BNg-triangles, US to investigate the effects of the kinetics of the polymer-
SiN,-tetrahedra, and (i, B)s-triangleg and geometric con-  ization, that appears to favor the early formation of B-N
straints are fulfilled. Once this is no longer possible, we alPonds. . ~
low some removal of recently added atoms, in order to at- M this method, about 1% of th¥yon=Nsi*+Ng+Ny at-
tempt a new line of construction. As the cluster grows,®MS (typically Nyom~1300 were placed onto a diamond-
further improvements become increasingly more difficult,’yP€ lattice in a periodically repeated simulation cell to serve
until the time needed to add further atorfiscluding the @S @ggregation initiation sites. Additional atoms were placed
deconstruction and rebuilding time of the clustexceeds all On Open lattice points next to the atoms already on the lattice,
practical limits. For the $B/N clusters we have con- with the correct local bonding environment, i.e., only up to

structed, this typically takes place when the cluster reachesfur and three neighbors are allowed for Si, and B and N,
size of a thousand atoms. respectively, and similarly no cation-cation or anion-anion

In a second step, we cut a cubic section from the interiorn€arest neighbors were permitted. The kinetic effect was
containing about 600 atoms, and use this as the periodicall{ken into account by giving a preferenpfy s, to B-atoms
repeated simulation cell for the relaxation calculations. Sincavhenever it was a N-atom’s turn to choose a new neighbor,
this results in energetically unfavorable interfaces at thevhile ensuring that the final composition was as desired
boundaries of the simulation cell, careful annealing startingNs;=Ng). The cell volume was chosen such that a density of
at relatively high temperatures is needed to reach a reasop™=1.53 g/cni was achieved, which is consistent with the
able structure. The system was allowed to equilibrate at twalensity at the beginning of the pyrolysis stage of the actual

5. Sol-gel route (class E)
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TABLE Il. Details of the modeling procedures. P is the number of the procedliyg, is the number of
atoms employed. The initial densitigg are given in g/cry, and the initial temperature€, are in K. The
models were kept for,, time steps at the initial temperatufg, before the global optimization/slow cooling
began. The cooling rateg are given in K/MCC and K/s for the MC and MD simulations, respectively.
Similarly, the equilibration timeg,q are given in MCC and fs for MC and MD-simulations, respectively. Ens
denotes the ensemble in which the global optimizations/coolings were performed.NipThensemble, the
external pressure was set to zero. Three trajectories for each set of the optimization parggngterndy
were generated\,,o4 IS the total number of raw models generated for the specific modeling procedure.

Class P Naom Po To teq v Ens  Nmod
A 1 702 2.75 2500 10 25410%,10,1019  NVT 9
2 702 2.75 2500 0 25(101,102,10°%  NVT 9
3 702 2.75 5000, 6000, 7000 340 3.0-(10%, 107 NVT 18
B 4 1144  1.54 5000, 6000, 7000 30 3.0-(10',10°, 1077 NVT 27
5 1144  2.01 1000, 2000, 3000 %0 1.0<101,102,10%  NpT 36
6 1144  2.01 1000, 2000, 3000 30 1.01071,102,10°%  NVT 36
C 7 974 2.65 1500, 2500 §0 25(101,102,10°%  NpT 18
8 562 2.85 1500, 2500 $0 254101,102%,10°%  NpT 18
D 9 1040 2.83 n.a. n.a. n.a. n.a. 5
E 10 1300 1.57 1000, 2000, 3000 610 n.a. NpT 30

synthesigp=1-1.4 g/cr).’® Using this procedure, we gen- compounds BN and §\l,, and the structures of hypothetical
erated five structures each for three numbers of aggregatidernary crystalline $B3N; compounds that had been opti-
sites(3, 15, and 3pand two choices for the initial bonding mized usingab initio methods. Furthermore, the potentials
probabilitiesp?N_B):o.gs andp?N_B):o,gg, Before the local reproduce theb initio calculations of simple molecules con-

optimization according to Sec. I B, these structures werdaining Si, B, and N.

tempered for 1OMCC for a range of temperatures, After the local optimizations, our final step consisted of a
=1000, 2000, and 3000 K. reverse Monte CarlgRMC) type stochastic quench at con-
stant volume. The cost functid®r;;\) was given as a linear
B. Local relaxation and structure refinement combination of the difference between the computed and ex-

] perimentally measurefvia x-ray or neutron scatteringa-
Although at the end of each generation procedure the regia| distribution function(ARg(r;))?, and the potential en-
sulting structure already possessed the final network topolsrgy,  C(r;;:\)=\(ARg(r()2+(1-NEA (). We chose \

ogy, several of these “raw” models, e.g., the models pro=q 50 and the structures were op?i%ized fox 50° MCC.

duced by the RCP procedure or the crystal-fragment basefl ica|ly, the changes in the atom positions in this final re-
models, still exhibited a locally distorted structure. Thus, wWefinament step were smalk0.03 A /atom.

performed in each case additional local optimizations of the
energy using the conjugate gradient technique. Two different
potentials have been employed to calculate the potential en-
ergy, potential Al which contained only two-body terms
without Coulomb contributions, and a more complex poten- Using the five different general approaches described
tial B,'° that included two- and three-body as well as Cou-above, about 200 structure models have been generated, us-
lomb terms.(Since the functional form of these potentials is ing ten particular modeling procedures: Each of these proce-
rather complicated, we refer to the literattr® for more  dures contained several parameters, and each was followed
details) For comparison purposes, two different strategiesy four local optimizations procedures as described in Sec.

C. Summary of the model generation

were used for each interaction potentjaésulting in four 1l B. The only exception was the open cluster, where con-
procedures labeled(potential A/Opt 3, 1l (A/2), 1l (B/1), stant volume minimizations did not apply, and the sol-gel
and IV (B/2), respectively. process, where we always performed the second group of

(1) We proceed in two steps: First, we optimize the atomminimizations(constant volume followed by constant pres-
positions while keeping the simulation cell fix¢donstant sure. In addition, for all procedures that involved a global
volume optimizatiop, in order to remove the most egregious optimization or cooling stage we also performed these local
tensions from the system. Next, we optimize both atom poeptimizations(quenchegdirectly for the starting configura-
sitions and cell variablegconstant pressure optimizations  tions of the annealing procedure, for comparison. Table Il

(2) We vary atom position and cell variables concurrentlygives an overview over all the models, listing the total num-
to find the nearest local minimum. ber of atoms involved, what kind of cooling/global optimi-

We note that both potentials have been fitted to reproduceation proceduréif any) was applied, and what specific pa-
the structure and phonon spectrum of the binary endrameters of the annealing were varied.
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TABLE lll. Summary of available experimental data far  tion regarding the presence of various ring structures in the
SizB3N>, regarding firsta) (Refs. 5 and 2pand secondb) (Ref. 7)  amorphous network. The available experimental data are
coordination spheres, respectively. The mean distadeaee given  summarized in Table Ill. Structural properties of models that

in A. represent thalifferentclasses are given in Sec. Il A, while
in Sec. Il B, the dependence of the properties of the models
(a) Pair d CN Local geometry within each class on the specific choice of the simulation
parameters are discussed.
B-N 1.43 2.8-3.0 trig. planar
Si-N 1.72 3.4-3.8 tetrahedr. A. Comparison of classes
N-B 1.43 1.2-14 trig. planar )
N-Si 172 14-16 trig. planar In order to compare the structural properties of models
N-(Si/B) na. 2 6-3.0 trig. planar that are typical for egch class., we show the q§ta f_or those
_ _ o models that were optimized using the local optimization pro-
(b) B-B B-Si Si-B Si-Si cedure IV(NpT-minimization with potential B. First we dis-
4(-5) 13-15 17-19 6 cuss the pair correlation functions, next we focus on the first
Pexp 1.9 g/cn? coordination spheres and finally discuss the second coordi-
nation spheres and the ring statistics.
lll. STRUCTURAL PROPERTIES 1. Pair correlation functions

For each of the ten modeling procedures belonging to the Figure 1 shows a comparison of the x-ray and neutron
five classes of structure models fSi;B;N,, we have ana-  pair correlation functioyx(R) of the models, representing
lyzed various structural properties: the radial pair correlatiorthe different classes, and the experimental data, after the en-
and angular distribution functions, the mean coordinatiorergy minimization and after the final RMC-fine-tuning, re-
numbers within the first and second neighbor spheres arourgpectively. The models agree with the general shape of the
the atoms, and the ring statisti¢$he ring sizes were deter- experimental function, and the various peaks can be associ-
mined from the shortest paths emanating from a nearesited with specific atom-atom distances within the first and
neighbor atom of a central atom to a different nearest neighsecond neighbor spheres: 1.43 A with B-N bond distances,
bor atom of that central atoExperimentally, direct com- 1.72 A with Si-N bond distances, 2.44 A wiB-N-B and
parisons are possible for the radial distribution function meaN-B-N distances, 2.74 A with N-Si-N and Si-N-B distances
sured with x-ray and neutron scattering, for the firstand the shoulder at about 3.1 A with Si-N-Si distances, re-
coordination sphere via, e.g., EXAFS or NMR measure-spectively. The best quantitative agreement is found for the
ments, and for the second coordination sphere via the analgrystal fragmentclass B and the sol-gel modétlass B (cf.
sis of REDOR-NMR experiments. Angular distributions are Table 1V). We also note the fact that even after the RMC-fine
only accessible in an indirect fashion, and the same hold&ining there exist noticeable differences between the various
true for, e.g., the third neighbor sphere. Finally, fingerprint-models, which are greater than the spread within a given
ing of IR/Raman data can possibly give access to informaelass(cf. Table V).

FIG. 1. (Color Neutron(left)
and x-ray (right) diffraction pair
correlationDy,x(R) for the models
of the classes A-E, after thermal
treatment and after local optimiza-
tions. The red curves are the pair
correlation functions after the
RMC-refinement, the full black
lines show the pair correlation
functions after the local optimiza-
tions and the dashed curves are
the experimental pair correlation
functions. The distanceRR are
given in A. The differences of in-
tensities of the peaks are due to
the different scattering factors of
the pairs of atoms, that contribute
to that peak.

Class E Class E

Class D Class D

Dn(R)

Class B

Class B

Class A Class A
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TABLE IV. Peak positions in the experimental pair correlation ences in the models belonging to different classes can be
functions ofa-SizB3N; and the corresponding atom-atom distances,most easily seen in the intensities of the peaks associated
that are determined in this work. All distances are given in A. Wewjith (second coordination spharB-B, Si-B and the Si-Si
have added roman numerals to those pairs that contribute to mokgartial pair correlation functions: The models of classes A, C,
than one peak in the experimental pair correlation function. and D contain more Si-B and less B-B and Si-Si next-nearest
neighbor pairs than the models of classes B and E.

Peak Pairs/distances
1.43 B-NI) 1.43 2. Local coordinations and angular distribution functions
1.72 Si-N1) 1.72 Considering the mean coordination numb@w®CN) and
250 N-N() 2.50, B-RI) 2.50 the di;tribution of the _coordination sphe_res of sil_i(_:on, boron
277 N-N(Il) 2.71, Si-Bl) 2.75 and mtrpgen of the refmed_ models, we find that silicon atoms

. are mainly fourfold coordinateMCN=3.7-4.0, whereas
3.00 B-N(1) 2.90, Si-Sil) 3.0 .

boron atoms are surrounded by three nitrogen atoms

3.80 _ B-Nit) 3.80 (3.0-3.1, and nitrogen is surrounded mostly by three cat-
4.20 Si-Nil) 4.20, B-B(IV) 4.25 ions (2.9-3.0. Comparing the silicon and boron atoms, we
5.20 N-N(IT) 5.2, B-BV) 5.0 find that boron atoms achieve their ideal coordination num-

ber more often than the silicon atoms, and that coordination
From the partial pair correlation functiorﬁﬁﬁ((R) for  defects will be more frequently found at silicon than at bo-

neutron (N) and x-ray (X) scattering experiments we can "N Differences between the models belonging to different
associate additional peaks between about 3.8 and 4.2 A asses can be found in the distribution of the nitrogen coor-
the experimental pair correlation function with third neigh- dllnatlon :pgerestD,EBgr_]x. (Ij:_or _[)no_dels fderlv_ed fr:om the
bor Si-N and B-N distances, and the oscillations at abouf/@sses A, C, and D, the distribution of NBj, shows a
4.5-5 A with fourth neighbor N-N and Si-N distance. preference for NSB; and NSjB, coordination spheres,
Table IV). There also exist small peaks in the while the models of classes B and E contain a higher per-
B-B, Si-B, Si-Si, and N-N partial pair correlation functions centage Of NSiand NE coordllnapon'spheres..

at about 2.05, 2.2, and 2.6 A, which indicate the existence of Regarding the angular distribution functions for the

edge sharing polyhedra in the structural models. The differ’\"B-N. the N-Si-N and(B/Si)-N-(B/Si) angles, all models
clearly show that the dominant angles at Si, B, and N are

TABLE V. Comparison of the different properties that distin- those that correspond to a tetrahedral and trigonal coordina-
guish between the different models. The internal spread in the pation, respectively. In addition, all models exhibit a small peak
correlation functionADY(R) of a classY containingny models is  at 90° in the N-Si-N and N-B-N distributions. This agrees
Ay(D(R)=(1/NRZRS [D™(R)-DY(R)]2 where DY(R)  with the observation in Sec. Ill A3 below, that a certain
=(1/ny)Z;DM(R) is the average value of the pair correlation number of edge connected Sietrahedra and Bjtriangles
function at distanc®, andD™(R)) is the value of the pair correla- are present in all these models. The interatomic distances
tion function_ atR; in model m belonging to classy. _NR is the_ doo(X-Y), with X, Y=Si or B, corresponding to these 90°
number of distance®, included. To compare the pair correlation angles are dgy(B-B)~2.02 A, dog(Si-B) ~2.23 A and

functions of models belonging tdifferent classesY and Z, we CQi) ;
calculate AyAD(R) = (1/Ng) S5 DY(R)~DZR) . where DY(R) dgo(Si SD. 2.44 A._ Slr]ce these values are close to oth_er
=1 relevant interatomic distances, they will at most result in

and D4R are the average pair correlation functions of models I should fl ks in the total pai lati
belonging to classe¥ andZ, respectively(a) Densities in g/crh small shoulders of large peaks In the total pair correlation

and coordination numbers of the second coordination sph@rgs. functions.
Spread in the neutron pair correlation functioagyDy(R) and o ) o
Ay,Dy(R). 3. Second coordination spheres and ring statistics

_ Even though all models yielded similar values for the first
@ p CNZSi-S)  CN2(B-B) coordination sphere and similar results for the angular distri-
bution functions, the secondcation-cation coordination

A 2.85£0.02  3.70£0.10  2.3020.15 spheres demonstrate the differences between the classes. The
B 2.30£0.05 5.71£0.04  4.66+0.06 models corresponding to classes B and E contain more Si-Si
C 2.74+0.02  4.26+0.08  3.35:0.09 (5.7, 4.4 and, in particular, B-B next-nearest neighl§dr0,
D 2.78+0.05 4.25+0.10 3.23+0.14 3.7) contacts than the other modg3.8-4.2 for Si-Si and
E 1.90+0.10  4.33+0.09  4.09+0.07 2.0-2.8 for B-B, respective)y thus being in best agreement
(b) A B C D E with experiment.

There exist about 5—7% 4-rings in the models generated
A 0.15 0.38 0.32 017 093 in classes A-C and about 10-12% in classes D and E, re-
B 0.38 0.09 0.44 0.30 0.60 spectively. The 4-rings are associated with the small peaks at
C 0.32 0.44 0.20 0.25 0.81 about 90° in the angular distribution functions and the small
D 0.17 0.30 0.25 0.18 0.71 Pprepeaks in the partial pair correlation functions. No prefer-
E 0.93 0.60 0.81 071 013 ence for edge-sharing between two Sitrahedra over

edge-sharing between a Sitétrahedron and a BNriangle
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can be observed in the distribution of the compositions ofeaks at 1.43 A and 1.72 A resembling B-N and Si-N inter-
four-member rings. The highest fraction of six-member ringsatomic distances. Both these peaks are slightly wider for
(40%) is found in the crystal fragment-based models thatfaster cooling. Furthermore, within each procedure, slower
initially contain a considerable number of borazene ringscooling leads to more pronounced peaks at about 2.4 and
(B3N3), compared with=20-25% for classes A, C, D, and 2.74 A. The pair correlation functions are rather featureless
30% for class E. The models of class B contain about 40%or distances larger than 3.5 A. Finally, quenching tiae
BsN3 and SiN; rings each among the 6-rings, clearly show-2500 K) equilibrated models, leads to pair correlation func-
ing that a considerable part of the initial structure has retions that are similar to the one calculated for models that
mained intact. In contrast, models of the classes A, C, and Wvere rapidly cooled and locally optimized.
exhibit mostly mixed cation 6-rings; only class E models Each of the three procedures was performed for three dif-
show an enhanced amount of borazene rings. ferent cooling rates, with the global optimization simulated
annealing, in addition, starting from three very high initial
temperatures. Fast cooling leads to stronger deviations from
the ideal coordination numbers three and four for boron and
In the previous subsections, we have presented and corgilicon, respectively. Additionally, we find for the MC and
pared the results for typical models of each class for theyp cooling procedures, that higher cooling rates lead to the
optimized and the refined models. Now we are going to foexistence of a higher fraction of four-member rings. Finally,

cus on each class separately, and analyze the different prap clear dependence of the mean coordination numbers of
cedures involved. We have to address four different aspectg'econd coordination Spheres on eitﬁ'@ror v can be de-

influence of specific modeling parametdit presenj, pa-  duced from our data.

rameters of the global optimizatiqif performed, effect of

the two potentials used for the refinement and energy relax- 2. Class B: Crystal fragment models
ation, and the effect of performing only a constant pressure
local minimization vs a combination of constant volume fol- started after the system had been “equilibrated” at a low

lowed by constant pressure minimization. We present OufemperatureéTozlooo K), exhibit a well-structured pair cor-

results for the models determined from the local OPUMIZa+ ¢ |ation function. These pair correlation functions contain all

gﬁgi 2”:%’6 Ssltr; 3;3?{3 Filgﬂi—ti?é?i:nﬁ:;;tcgrr]?lcedure does noE)eaks up to about 5 A, that have already been discussed in
Wg have found thalt3 th?a effect gf the chgice of otentialsec' lll A and summarized in Table IV. However, keeping
P the system at 3000 K prior to cooling leads to significant

;OJrgS‘e ;Lndaldljogslngfgg]rlrze?gtc:ansvilti ttﬂg ifmfJﬁgiggspg?ge'nf_jiﬁerences in the pair correlation functions of the models,
' Pbtained after cooling. For theépT-simulations, the pair cor-

mization parameters or influence the comparison betweep lation functions are featureless at distanBes3.5 A for

[
two procedur_es, except for thqse procedure_s, that employetﬁe two slowest cooling rates, if the system was equilibrated
very fast cooling. Thus, the various trends being the same fog‘t 2000 K, and for all cooling rates, if the system was kept at

potential A and potenti.al B, a!l the comparison data we Sh.OV\fSOOO K prior to cooling. In théNVT-simulations, the lack of
below are for calculations with the more complex potenualfeatures at distancd§>.3 5 A can be found f(,)r the initial

B. Regarding the question of performing onlv one Constan%emper::xtureTO:SOOO K. For the global optimizations, we
9 9 q P g only ind similar results. Heating the system to 5000 K or 6000 K

pressure minimization or a combl_ngitlpn (.)f constant VOIum%Ilowed by rapid cooling still results in well-structured pair
followed by constant pressure minimization, we found that

the effect is most pronounced for those procedures Whercéorrel_atlon funct!ons. .
neither a global optimization nor a slow cooling stage had This feature, €. that models that have spent a cor_13|der-
been included. In these latter cases, we find that only perzzlble amount of time at temperaturgs> 2000 K resu_l_t n
forming constént pressure minimizat,ions right away led tostructyres partly resemblmg thosg of a well-equilibrated
melt, is again observed in the medium-range order. The data

remove extreme tensions by constant volume minimizationgor the first coordination spheres of the models obtained via
y ) . .global optimizations and, to a lesser extent of those obtained
For the RCP model, we are not going to present a specific.

o . . . Via slow MC cooling, are similar to those in class A. Slower
analysis, since a detailed study of the influence of the Varlou(s,ooling leads to smaller deviations of the coordination num-
parameters involved for the RCP model has already bee

iveris for several examole svstems suchasSio,. a-SiuN Bers of silicon and boron from their ideal values four and
gnd amorphous S0 /N gimil);rl for the sol-ogl moée?, a three, respectively, and nitrogen atoms are always threefold
| P ; : Y. 9 ' — .. coordinated and there is no preference for N-B coordination
detailed analysis of the many model parameters and possib

s Sver N-Si coordination. However, the second coordination
sub-models that can be constructeq within the context of thgpheres reveal differences among the models and show the
sol-gel model has been presented in Ref. 17.

dependence of the structural properties on the thermal his-
tory. We find a decrease of the number of Si-Si and B-B next
nearest neighbors with decreasing cooling rajefor all

The comparison of the pair correlation functions of themodels that were heated to temperatures2000 K. For the
MC and MD cooling using comparable cooling rates showsslowest cooling rategrocedures 5 and)fwe also note that
no difference between these methods. We again find ththese coordination numbers of the second coordination

B. Comparison of classes and procedures

The models obtained from a slow cooling process that

1. Class A: Cooling-from-melt models
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spheres approach the values found for the models determined 0
from melt processing. This approach to the values of class A

models is not found for the models, that were only heated to 3000 K
1000 K initially or were cooled very fast from 2000 K.

The analysis of the ring statistics again shows (tiis)

similarities to the models obtained from the melt procedure. ! M v T
Fast cooling leads to a higher fraction of four-member rings

in all models, regardless of their thermal treatment. The dif- 2000 K
ferences between the models become clearer, if we focus on < (\\f\

the fraction of six-member rings. The fraction of six-member o N . W
YTy
M 1000 K

FAN

rings decreases from a high value of about 40% to values of
about 25% with a concomitant reduction in the relative
amount of SiN; and B;N; rings, once we heat the system to
temperatures above 2000 K and keep it at that temperature
for a sufficiently long time. Furthermore, the breakdown of
“ring-ordering” is closely correlated with an increase in the
number of Si-B next nearest neigbors.

?L

3. Cluster models 1 2 3 4 5 6

For the cluster models, we find the same peaks in the pair
correlation function as in the models derived from the melt-
cooling procedures and the crystal fragment models. How-
ever, the first two peaks at 1.43 and 1.72 A in the pair cor- 3000 K
relation function of the open cluster models, are substantially
broader than the ones found for the periodically repeated
interior of the cluster because of surface effects. Regarding

the choice of the initial temperatures, the second double peak M

in the pair correlation functions of the open cluster models 2000 K
are more blurred than the corresponding peaks in the peri- <
odically repeated interior of the cluster. For the latter models, oL
the splitting of the second double peak is much more pro-
nounced, for slower cooling rates.

The dependence of the structural properties of the models 1000 K
on the process parameters is similar to the one for the crystal
fragment models. Silicon atoms are mainly tetrahedrally co- 0k N Lot
ordinated by nitrogen, and boron and nitrogen atoms are V WV N4
mainly trigonally planar coordinated by nitrogen, and silicon
or boron, respectively. Slower cooling leads to an increased
coordination number of silicon and faster cooling leads to RIA]
more BN, units. The second coordination spheres of the
cluster-based models only show a weak preference for a high FIG. 2. Neutron(left) and x-ray(right) pair correlation functions
number of Si-Si and B-B next nearest neighbors over Si-Bor class E(sol-gel modelsafter final refinement, for three different
and B-Si next nearest neighbors. The relatively high numberelaxation temperatures. The data are for runs with 3 initial atoms
of Si-Si next-nearest neighbor contacts decreases, howevétaced on the lattice. The thin lines are the experimental data, where
if the system is equilibrated at= 1500 K for open boundary the small peaks up to 2.3 A are artifacts of the measurement and
conditions and aff=2500 K for periodic boundary condi- @analysis procesgghost peake Curves are shifted for clarity.
tions.

-
N
w
ok
()]
[e2]

4. Class E: Sol-gel models rather low silicon mean coordination numbers and rather

For the sol-gel models, we observe effects of the choice ofiigh boron coordination numbers compared to the experi-
the interaction potential in the intensity of the peak at aboufmental data, but this changes to the standard values after
2.45 A of the second double peak in the pair correlationtempering. The second coordination sphere of these models
functions. However the pair correlation functions of theshows a high number of B-B and Si-Si next nearest neigh-
RMC-refined models are barely distinguishable from eactpors. This is an effect of the kinetic factqxy g =0.99,
other and agree with the experimental data fairly wefl ~ which incorporates a higher bonding probability of free ni-
Fig. 2). Note also that the number of initial aggregation sitestrogen atoms to boron than to silicon atoms. The high num-
does not influence the pair correlation function. ber of like cation next nearest neighbors is preserved, if we

Before the annealing step, these models show a significamélax these sol-gel models vidpT-MC simulations at tem-
percentage of SiNand BN, building units, resulting in peratures below 1000 K. In contrast, annealing Ht
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3.00 42z A O formation of cavities of all sizes, the fact that the final den-
280 | 200 =) | A; o sity of the sol-g_el model agrees best_W|t_h experiment appears
o ° o.H A A to be self-consistent, and justifies falth_ in thga mpdel generat-
260 | o a m { B v ing procedure. However, the data depicted in Fig. 3 shows a
- v B; W wide spread even for a single model class. Thus we first
§ 240l - lvv 1 Bgo discuss the dependence of the densities of the models on the
% <><> v Na Cs @ process parameters employed in their generation, and later
2.20 ¢ & © o 1 E a comment on the influence of voids.
% E, v Regarding the dependence of the densities of the various
2.00 1 | E2 . models on the cooling rategy,; and y4pr after constant
1804 | ¢ pressure local optimization:'s, we fi.nd a decrease of the final
100 10'00 10(')00 100'000 16;06 o407 d.ensmgs after slqwer cooling during tiVT-stage of the
oT> T [ simulations. No difference between, e.g., the melt-based MD

models(A;) and the melt-based MC model8,) is observ-

FIG. 3. Dependence of the densities of the locally optimized@ble. TheNVT cooling simulations relieve the strain in the
models on the time spent at temperatures atiowe2000 K during ~ System, and the final constant pressure local optimizations
the cooling/optimization stage. Empty symbols dend®T)- and  bring the system to the closest minimum with respect to both
full symbols (NpT)-simulations, respectivelt is given in MCC  atomic positions and cell parameters, thereby not changing
for MC simulations, and fs for MD simulations, respectively. the densities dramatically. Similarly, potential effects are
most pronounced if the system has been cooled rapidly, thus

=2000 K leads to a strong compactification and the resultleaving the system in a highly strained state, where details of

ing final structures resemble those of the melt-based model&€ local optimizations can be important. _
The NpT cooling procedure shows, that slower cooling

leads to higher densities of the final structural models after
IV. BULK PROPERTIES local optimization. However, the densities of sol-gel and
crystal-fragment models change by about 50% after heating
above 2000 K and do not only depend on the choice of the

As is well known from models for other amorphous com- cooling rates, but also on the choice of the initial tempera-
pounds forming covalent networks suchaaSiO,, one of the  turesT,, that were used in thBlpT-cooling simulation. The
most difficult quantities to model is the overall dengty?  densities of the models that were cooled very rapity
The reason for this can be found both in the intrinsic faults o=0.1 K/MCC) are rather low(=2.3 g/cn¥, approximately
the models regarding structure design and energy functiopqual to the densities of thdVT cooled models But for
employed, and in the hidden features of the experimentadlower cooling the densities of the crystal fragment-based
structure in the nearly “inaccessible” range Df2—2 nm, models reach the densities of the melt-based models, pro-
which cannot be taken into account during the modeling provided that the system had been heated to at least 2000 K, no
cess. On this length scale, we are usually not able to detematter, whether we performed the local optimization in two
mine from the experimental measurements, whether ateps(constant volume followed by constant pressure local
“dense” packing of the building unitgetrahedra, octahedra, optimizations or directly under constant pressure conditions.
etc) is present, or whether small voids exist that are stabléThe reason for the dramatic change in the density of crystal
within the macroscopic real compound. Typically, thesefragment models can be found in the structural freezing-in of
would not appear in the context of a high-temperaturethe system at temperatures below 2008°R* For T
MD/MC simulation or any other modeling procedure that <2000 K, the changes in densities become very small, and
explicitly aims at generating the microscopic structure of thealso for rapid cooling10™* K/MCC) lower densities result,
dense portion of the amorphous material. since the time spent above 2000 K is very short.

Figure 3 shows the densities calculated for the various Finally, we note, that quite generally, the higher density
models. Again, we find that the closest agreement with exmodels are energetically more favorable than the low-density
periment is found for the crystal fragment modelass B models. This is consistent with the overall tendency to den-
and the sol-gel modelclass B. However, in all cases, the sification once the temperatures are high enoughmore
void-free regions show a density pf*"s&<2.5-2.8 g/cd.  detailed analysis of these processes Fer 2000 K is pre-
This should be compared with the density of hypotheticalsented elsewherg)
crystalline ternary compoundg®?s'=2.9 g/cn?),° and the
g? E:?/Etrz!\?lfﬁ ewg;\? h;ﬁg %‘,’\E"’(‘gfvei g_‘?;g?:%?inﬁ gli;l_smes B. Phonon densities of states and bulk moduli
gests that the reason for the surprisingly low densitya-of We used thesuLp-progrant® for the calculation of the
Si;B3N, might be the existence of stable voids with diam- phonon density of stateg DOS(v) and the bulk moduli B.
eters below 1 nm, which would be difficult to determine ex- These properties were determined for all models after em-
perimentally. ploying the four local optimization strategies. Figure 4 shows

Since the synthesis route via the sol-gel process woulthe bulk moduli as a function of the excess enefdfyg

naively be expected to lead to many mismatches and theEQ’n?orph—Eé‘,’yle, for the two interaction potentials A and B,

A. Density
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250 ' ' ' - ferences in the high-frequency regions, where the peak at
about 1500 crmt is less pronounced for the models of classes
B and E. Comparison with the calculated phonon densities of
states of crystallinegs-Si;N, and hexagonal boron nitride
shows that the peak at 1500 thcan be associated with
vibrations of hexagonal BN, while the peaks at about
1000 cm* are mostly associated with Si-N lattice vibrations.
(A more detailed discussion of the vibrational properties and
their relation to the dynamics in sH;N; is presented
elsewheré®) The choice of interaction potential does not

. ; : b change the phonon densities of states significantly; only the
0 0.1 0.2 0.4 0.5 intensities of the peaks in the phonon spectra of the crystal-
A EM [ev/atom fragment models depend on the choice of the interaction po-

tential.

FIG. 4. Dependence of the bulk moduli(® GP3g on the excess
energiesAE, g (in eV/aton). The data calculated with potential A V. DISCUSSION

and B are shown as filled and open symbols, respectively. -
In all structural models boron and silicon atoms are

for all of the about 500 local minima that occurred in the mainly trigonally planar and tetrahedrally surrounded by
study of the different models of classes A—E using potential$hree and four nitrogen nearest neighbors, respectively, and
A and B, respectivelyEL> are the potential energies of a nitrogen atoms are surrounded by three catigsicon or
hypothetical crystalline polymorghfor Si;B;N;. We find a  boron atoms These results agree well with the experimental
distinct correlation between the potential energy and the eladnvestigations of a-Si;B3N;. Independent of the model
tic strength of the material. The lower the energy of theclasses, we found that faster cooling leads to more coordina-
amorphous structure, the higher is the bulk modulus. Excegion defects, i.e., deviations from the ideal coordination num-
for the high-lying minima, the values of the bulk moduli of bers four, three and three of silicon, boron and nitrogen at-
the investigated systems depend very little on the choice odms, respectively. The RCP-based models were only
the interaction potential. Similarly, the denser the system, thguenchedviz., infinitely fast cooling and showed the high-
higher is its bulk modulus, and again the results do not deest number of coordination defects. These results confirm the
pend on the choice of the interaction potential. general observation in our studies, that faster cooling leads to
Finally, Fig. 5 shows the phonon densities of states calcumore coordination defectéThe choice of the interaction po-
lated as averages over all structures found for each clastgntial affected the properties of only those models, that had
employing interaction potentials A and B in the local optimi- been very rapidly quenched. But the general dependence on
zation and the subsequent matrix diagonalization. The ovethe cooling rates was not affected by either the choice of the
all shapes of th&/ DOS are the same, with only slight dif- interaction potential or the local optimization strategy em-
ployed) Vollmayr et al. found similar cooling rate depen-
dences in their study of the structural propertiea®i0,.?!
E Note, however, that in th@-SizBs;N; system two cationic
atoms exist that show a different relative number of coordi-
0 nation defects. These defects are more pronounced for sili-
con than for boron atoms, clearly showing that nitrogen at-
oms are more tightly bound to boron than to silicon atoms.
Even though the first coordination spheres of the atoms
o were almost identical for all models, significant differences
g c were found in the second coordination spheres of the models.
> The melt-, cluster- and RCP-based models showed rather
0 . homogeneous distributions regarding the type of cations sur-
rounding a given cation in the second coordination sphere. In
contrast, the crystal fragment- and sol-gel-based models
0Lt showed a preference for boron/silicon atoms surrounding a
given boron/silicon atom, respectively, in the second coordi-
A nation sphere. However, for both the sol-gel and the crystal-
fragment-based models, the heterogeneous distributions of
cations disappeared once the system had been heated above
2000 K for a sufficiently long time(Note, that these results
did not depend on the local optimization strategy employed,
FIG. 5. Phonon spectra of models representing the classes A—0r on the choice of interaction potential used in the local
Thin lines denote the phonon densities of states calculated afté¥ptimization)
local optimizations using potential A and bold lines represent data The x-ray and neutron pair correlation functions of the
after local optimizations using potential B. crystal-fragment- and the sol-gel-based models showed good

0 1000 2000
viem™
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agreement with the experimental data as long as the system Even though the magnitudes of the densities were specific
was kept below 2000 K. In contrast, the pair correlationfor one model class, the cooling rate dependence of the den-
functions of models in classes A, C, and D, fit the experi-sities was rather general. For th&/T-simulations, we found
mental data(at 298 K) only moderately well, with a nearly that slow cooling(cf. Fig. 3) led to lower densities of the
total lack of features at distanc&>3.5 A. Such features locally optimized models, regardless of the strategy em-
beyond 3.5 A are present in the pair correlation functions oployed in the final local optimizations. Since cooling in the
the crystal fragment- and the sol-gel-models, but they vanisiNVT-ensemble relieved the strain at constdrelatively
as the heterogeneous distribution of cations disappears upderge) volume, slower cooling resulted in smaller final strain,
heating to temperatures> Te. and thus the final constant pressure local optimization did not
All model structures are essentially compact, and no largshrink the cell volume by a large amount. In contrast, cooling
rings containing more than 16 atoms are found. We did noin theNpT-ensemble led to higher densities of the models for
find significant cooling rate effects in the overall distribution slower cooling.(Note, that we did not find any difference
of ring sizes; only an increase of four-member rings in thebetween MC and MD cooling simulations.
models obtained after very fast cooling was detectable. Our observations regarding cooling rate effects are in
These trends in the ring statistics are similar to results ofjood agreement with simulations and experiments for other
Vollmayr et al?! for the a-SiO, system. The crystal simpler systems. Foa-SiO,, Vollmayr et al?! found a de-
fragment-based model is distinctive in that it exhibits a ringcrease of the density with increasing cooling rate in a MD-
distribution with a strong preference for six-membegN&i  NpT computer simulation study, but the authors pointed out
and B;N; rings. Models in classes A, C, and D contain muchthat these results may be due to the density anomaly of
fewer six-member rings mostly showing mixed cation con-SiO,. In a study on binary Lennard-Jones glasses, the same
tent, while the sol-gel-based models are in-between the crysuthorg® found that the density increases with decreasing
tal fragment- and the melt-based models. However, once theooling rates. Furthermore, the density of borosilicate glasses
crystal fragment models had been heated above 2000 K, thiecreases upon slower cooling in experimeiits.
ring distribution changed to the one found for class A. The dependence of the energies on the cooling rates was
The models belonging to the various classes exhibit difindependent of the investigated model class and ensemble
ferent densities, ranging from 1.8 g/&mo 2.9 g/cn3, where  used in the simulation, where slower cooling led to lower
the ones of the crystal fragment- and sol-gel-based modeksnergies. Similar cooling rates effects on the energy distribu-
are closest to the experimental densities. The densities of th®n have also been found in computer simulations of spin
models belonging to the other classes are all larger thaglasses? hard optimization problem®, a-Si0,,%! and
2.6 g/cnt, indicating that the synthesis route is important for Lennard-Jones glass&sjust to name a few of the complex
the final density of the “product.” In agreement with our systems investigated.
earlier considerations, the crystal fragment- and sol-gel- Based on the energies of the structures, both the sol-gel-
based models showed a considerable increase in the densépd the crystal fragment-based models are only metastable
once these models experienced prolonged heating at temth respect to the melt-based models. This is reflected in the
peratures above 2000 K. structural changes we observe when heating the models
One of the most fascinating outcomes of this comparisoraboveT,=2000 K for a sufficiently long time. However, at
of five different synthesis routes is that the differences below temperatureqi.e., below 2000 K, the time scales of
tween the model classes regarding their medium range ordeeither the experiment nor our simulatiqgiise time scales of
are larger than the variations within a clag$. Table V). our simulations are=1-5 ns, and are thus short compared to
This is most noticeable in the density or bulk modulus, butexperimental time scales. Nevertheless, even increasing the
also in, e.g., the neutron and x-ray pair correlation functionslength of the simulations by an order of magnitude did not
or the coordination numbers. Clearly, this should carry ovetead to significant changes since, below 2000 K, the system
to the experiment: different synthesis routes should result imfemains essentially trapped inside regions of structurally
different amorphous “structures” with different structural andsimilar minimg are long enough to transform the system to
physical properties. one of its low energy-high density amorphous configurations
To summarize, the crystal fragment- and the sol-gel basefbf course, even low energy/high density models of amor-
models are in good agreement with all experimental dataphous structures are only metastable against crystallization
thus indicating that the microscopic structure of the @al (to crystalline SiB;N-) and phase separatigimto crystalline
SisB3N, material is close to these models. BN and SiN,) at infinite simulation time'$] which are
Finally, we would like to comment on cooling rate effects structurally different from the initial low density structures.
and on the influence of the simulation method employed on Based on these studies, we suggest that the low density of
the outcome of our investigations. Regarding the energies dhe amorphous compounds observed experimentally can be
the models, we found that the dense models belonging texplained by the presence of nano-sized vés<1 nm) in
classes A and C are energetically more stable than the lowhe structure(A more detailed analysis of the nano-sized
density models in classes B and E. A seeming exception ofoids will be presented elsewhef®.Our simulations of the
this rule were the dense RCP-based models. However, due sol-gel route show, that such voids are generic to this pro-
the lack of an explicit tempering stage, these structures exeess. This void-based explanation of the low-densitya-of
hibited a relatively large number of coordination defects,SizB3N- is also supported by recent experimental results of
leading to somewhat higher energies than those for structureauteret al3* of the vacancy sizes in amorphous B-C-N
in classes A and C. ceramics. One should also note, that our simulations actually
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underestimate the stability of voids. In the experiments a-Si;BsN; is most probably due to the existence of subna-
dense crust will form at the surface of the material once alhometer sized voids. Our results also show, that the amor-
the voids near the surface have been expelled. Thus the dephous ceramics produced via the sol-gel route are less dense,
sification of the ceramic is strongly inhibited. In contrast, and probably energetically less stable, than those one might
voids can be rather easily removed in a simulation with pebe able to synthesize in the future via, e.g., the glass forma-
riodic boundary conditions—the effective surface is only ation route. Nevertheless for application temperatures below

few nanometers away. Tc=2000 K, the present ceramic should prove to be suffi-
Finally, we note that, similar to the results of Omelt- ciently stable for long-time applications.
schenkoet al® on low density amorphous $i,, the bulk The great variety in the structures resulting from the vari-

moduli of thea-Si;BsN,; models decreased with decreasingous modeling approaches shows that at least some aspects of
density of the models. Furthermore our results support Stillthe particular synthesis route need to be included in future
inger’s view3® that the bulk modulus of an amorphous ma- modeling strategies for these new types of amorphous com-
terial depends on the height of the minimum on the energyounds. Finally, we would like to point to the plethora of
landscape, in the sense that the low-lying minima haveather different and experimentally distinguishable amor-
steeper walls than the high-lying minima. phous structures that we expect will be found when follow-

ing different synthesis routes in actual experiments. While

these might be difficult to perform for the amorphous ni-

VI. SUMMARY AND CONCLUSION trides, a similar variety of different amorphous “structures”

es_hould also occur in other complex amorphous systems such
as multinary amorphous oxides, which might be more easily
Accessible experimentally.

We have shown that the properties of the amorphous ¢
ramic a-SigBsN, strongly depend on the way we generate
models belonging to different classes of synthesis routes o
the computer. _The models that contain a certain degree of ACKNOWLEDGMENTS
heterogeneity in the second coordination sphere agree well
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