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The in-plane infrared and visibles3 meV–3 eVd reflectivity of Bi2Sr2CaCu2O8+d (Bi-2212) thin films is
measured between 300 K and 10 K for different doping levels with unprecedented accuracy. The optical
conductivity is derived through an accurate fitting procedure. We study the transfer of spectral weight from
finite energy into the superfluid as the system becomes superconducting. In the overdoped regime, the super-
fluid develops at the expense of states lying below 60 meV, which is a conventional energy of the order of a
few times the superconducting gap. In the underdoped regime, spectral weight is removed from up to 2 eV, far
beyond any conventional scale. The intraband spectral weight change between the normal and superconducting
state, if analyzed in terms of a change of kinetic energy, is,1 meV. Compared to the condensation energy, this
figure addresses the issue of a kinetic-energy driven mechanism.
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I. INTRODUCTION

Cuprate superconductors, where the electronic correla-
tions are important, deviate in many fundamental aspects
from conventional superconductors. The electronic structure
of these materials presents a strong momentum dependence,
as demonstrated from, e.g., angle-resolved photoemission
spectroscopy experiments.1–6 This plays a definite role in the
optical and transport phenomena of these high-Tc
materials,7,8 and has noticeable consequences in the
pseudogap regime9 (for an experimental review of the
pseudogap, see the Ref. 10).

In the superconducting state, the binding of quasiparticles
(QP) into Cooper pairs and the concomitant onset of phase
coherence between the pair states are well understood in the
case of conventional metals. The pairing mechanism and the
formation of a coherent state remains a central problem in
high-Tc superconductivity. Various unanswered and possibly
contradictory issues are being debated concerning the nature
of the pseudogap state and its temperature onset.11

In this paper, we focus on a quantitative analysis in the
superconducting state(SCS). More precisely, we investigate
the spectral weightW, i.e., the area under the real part of the
optical conductivity, defined as

W=E
0+

vc

s1sv,Tddv, s1d

where s1sv ,Td is the frequencysvd and temperaturesTd
dependent conductivity, andvc is a cutoff frequency. The

optical conductivity being related to the absorption, the spec-
tral weight calculated up tovc reflects the number of states
available for an optical transition up to this energy. It has
been known for a long time that there is a noticeable loss of
spectral weight in the optical conductivity when high-Tc ma-
terials enter the SCS. One key issue is the energy scale over
which this loss of spectral weight occurs. It is indeed related
to the excitations responsible for pairing. This loss of spec-
tral weight occurs because as superconductivity sets in,
single QP states are suppressed and the associated weight is
transferred into the zero-frequency peak associated with the
superfluid condensate.

More precisely, the Ferrell-Glover-Tinkham(FGT) sum
rule12,13 requires that the spectral weightDW lost when de-
creasing the temperature from the normal state into the su-
perconducting state, must be retrieved in the spectral weight
Ws of thedsvd function centered at zero frequency. The sum
rule is exact if integrating up to infinity, and results merely
from charge conservation. Actually, the sum rule is satisfied
sDW.Wsd provided the integration is performed up to a
large enough value"VM. In conventional superconductors,
"VM is typically 16kBTc, or about 4D (D is the superconduct-
ing gap).12,13"VM is considered to be a characteristic energy
of the boson spectrum responsible for the pairing mecha-
nism. Would cuprates display this conventional behavior,
then taking a typical maximum gap magnitude(in a d-wave
superconductor) DM of 25 meV yields"VM ,0.1 eV.14,15In-
deed, from conventional BCS theory, including strong
electron-phonon coupling, the amount of violation of the
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FGT sum rule is of the order ofsD /vd2 for v@2D, hence
negligible.16

An apparent violation of the sum rule, i.e.,DW,Ws when
integrating up to 0.1 eV was observed from interlayer con-
ductivity data: exhausting the sum rule could then require an
anomalously large energy scale, which was suggested to be
related to a change of interlayer kinetic energy when the
superfluid builds up.7,17,18 Although early measurements
yielded conventionalin-plane energy scales,17 the decrease
of the in-plane kinetic energy, suggested long ago as a pos-
sible pairing mechanism in the framework of the hole un-
dressing scenario,19,20 was given renewed interest.21–23 In-
deed, later ellipsometric measurements and IR reflectivity
experiments24–26 showed that in-plane spectral weight was
lost up to the visible range. The key issue which has to be
addressed experimentally is whether this spectral weight is
transferred into the condensate.27

The data presented in this paper report the investigation of
the FGT sum rule in three carefully selected thin films from
the Bi-2212 family, probing three typical locations in the
phase diagram: the underdoped(UND), the optimally doped
(OPT), and the overdoped(OVR) regime. A detailed study
allows to work out with well controlled error bars the FGT
sum rule and the spectral weight changes. We find that within
these error bars, retrieving the condensate spectral weight in
the OVR and OPT samples requires integrating up to an
energy of the order of 0.1 eVs800 cm−1d, i.e., a conventional
energy scale. In the UND sample, about 20% of the FGT
sum rule is still missing at 1 eV, and the integration must be
performed up to at least 16 000 cm−1 s2 eVd, an energy scale
much larger than typical boson energies in a solid, and,100
times larger than the maximum gap. We derive the associated
change of the in-plane kinetic energy, which turns out to
agree with some theoretical calculations.21,22,28 This paper
supplements our previous report on the FGT sum rule,27 by
developing in detail the investigation on the spectral weight
distribution in the superconducting state, and by presenting
the details of the analysis of the thin-film reflectivity and of
the uncertainties.

The paper is divided as follows: after a presentation of the
experimental results, we will perform the analysis of the data
in terms of the partial spectral weight and the FGT sum rule
as a function of the cutoff frequency. We will give an inter-
pretation of the results in terms of a change of the in-plane
kinetic energy. In the Appendix, we describe the sample fab-
rication, characterization and selection, and the experimental
setup. Then, we discuss the procedure to derive the optical
functions from the reflectivity of a film deposited onto a
substrate, giving a detailed account of the experimental un-
certainties arising from this procedure, and explaining how
we incorporated the uncertainties associated with the low-
temperature extrapolation of the normal-state spectral weight
(which is required to compute correctly the FGT sum rule)
into the total error bars.

II. EXPERIMENTAL RESULTS

A. Samples and measurements

The thin films studied in this work were epitaxially grown
by rf magnetron sputtering on(100) SrTrO3 substrates heated

at temperatures*700 °C.29,30X-ray analyses confirmed that
the films are single phase, with thec axis perpendicular to
the substrate, and a cation ratio(in particular a Bi/Sr ratio)
corresponding to the stoichiometric one.32 Their maximum
critical temperature(defined at zero resistance) obtained in
these conditions is,84 K. Thea andb axes show a single
orientation(45° with respect to the substrate axes), with pos-
sible exchanges betweena andb from one grain to another.
The directions -Cu-O-Cu- are parallel to the(100) and(010)
axes of the substrate. Films prepared by the above procedure
are usually in a nearly optimally doped state. The various
doping levels(UND and OVR) were obtained by postanneal-
ing the films in a controlled atmosphere.30 In total, 13
samples of Bi-2212 thin films were investigated. All the
films were first characterized by electrical resistance mea-
surements, and a first estimate of their thicknesses was ob-
tained by Rutherford backscattering(RBS) on samples pre-
pared under exactly the same conditions as the ones used in
this work, on MgO substrates. Absoluteresistivitieswere not
measured, as this would have required a lithographic etching
of the samples, which is incompatible with the optical mea-
surements. As a next step, their optical homogeneity in the
mid-infrared was characterized by infrared microscopy
smIRd, as will be described in the Appendix. The surface
quality in the visible was characterized by optical micros-
copy.

Another Bi-2212 film on(100) LaAlO3 single-crystal sub-
strate, prepared by a high-pressure dc sputtering technique,
was also studied.31 In this case, pure oxygen at a 3.5 mbar
pressure was used as sputtering gas, with a 880 °C deposi-
tion temperature. Typical deposition rates being 1000 Å/h,
the thickness of Bi-2212 films lies around 4000Å. Films
were postannealed for 45 min at 0.01 mbar oxygen pressure,
yielding films with an optimal oxygen content(maximum
critical temperatureTc=90 K). Such fabricated films are
single phase andc-axis oriented, as confirmed by different
techniques. Inu-2u scan x-ray measurements, only(001)
peaks were observed. The spread of the distribution ofc-axis
oriented grains tilted away from the surface was obtained
from the rocking curves. Such rocking curves around
the s0010Id diffraction peak display a width at half
maximum 0.2–0.3°, indicating good crystalline quality of
the samples. RBS combined with channeling measurements
allowed to verify the composition and epitaxial quality of the
layers. A mean roughness of around 4.5 nm in the surface of
the films was found by atomic force microscopy. Because of
their large thickness, the substrate contribution in such
samples is almost negligible, providing us with a valuable
test of the comparison between Kramers-Kronig data pro-
cessing and our customized fitting procedure, as explained
below. Finally a similar YBa2Cu3O7 (YBCO) film at optimal
doping, deposited onto LaAlO3 was also studied for com-
parison(see Appendix).

The full infrared-visible reflectivities, taken at typically
15 temperatures between 10 K and 300 K and at quasinor-
mal incidences,8°d, were measured for all the films in the
spectral ranges30–7000d cm−1 with a Bruker IFS 66v Fou-
rier transform spectrometer, supplemented with standard
grating spectroscopy in the ranges4000–28 000d cm−1

(Cary-5).
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To determine the absolute value of the reflectivity, we
used as unity reflectivity references a gold mirror in the
30–7000 cm−1 spectral range, and a silver mirror in the re-
maining spectral range. To ensure accuracy in this absolute
measurement, the sample holder was designed to allow to
commute between the reference and the sample, placing one
or the other at the same place, within an angular accuracy
better than 10−3 rad, on the optical path, independently of the
optical (light-entrance windows) or thermal (temperature)
setup of the cryostat. The latter is a home-built helium-flow
cryostat, with the sample holder immersed in the helium
flow, so that both sample and reference mirror are cooled
simultaneously. The temperature in our setup can be stabi-
lized within 0.2 K. A circular aperture placed in front of the
sample/reference position guarantees that the same flux is
irradiating the sample and the reference. The temperature of
the sample/reference block is measured independently of that
of the helium flow. Once thermal equilibrium has been
achieved in the entire cryogenic setup, consecutive measure-
ments of the sample and reference spectra can be done, under
exactly the same conditions. Our accuracy in the determina-
tion of theabsolutereflectivity is 1%.

In order to extract the optical functions from our raw mea-
surements, we need to know the film thicknesses(as ex-
plained below). After the infrared measurements, the film
thicknesses were directly determined by RBS for the OPT
and OVR samples, yielding 395 nm and 270 nm, respec-
tively (the uncertainty in the thickness given by RBS on
films grown on SrTiO3 is 300 Å). A lower bound for the
UND sample was estimated by RBS in a sample grown on
MgO simultaneously to ours, yielding 220 nm.(The UND
sample itself was destroyed in an unsuccessful attempt to
measure its thickness by transmission electron microscopy.)

It is known that temperature changes of the optical re-
sponse of cuprates in the mid-infrared and the visible ranges
are small, but, as discussed further, cannot be neglected.33

Yet, as remarked by van der Marel and co-workers,34 most
studies rely on a single spectrum at one temperature in the
visible. Moreover, few temperatures are measured, due to the
lack of resolution when the temperature-induced reflectivity
changes are small. Using thin films rather than single crystals
allowed us to measurerelative variations in the reflectivity
within less than 0.2%, even in the visible range, due to their
large surface(typically 636 mm2). We were thus able to
monitor the temperature evolution of the reflectivity spectra
in the full available ranges30–28 000 cm−1d). This is obvi-
ously important if one is looking for a spectral weight trans-
fer originating from(or going to) any part of thewhole fre-
quency range.

B. Raw data

Our films critical temperatures are 70 K(B70KUND),
80 K (B80KOPT), and 63 K (B63KOVD). Figure 1(a)
shows two reflectivity curves(at T=250 K andT=10 K) of
the B70KUND sample. This is an example of the typical
spectra we have measured. The signal-to-noise ratio is un-
precedented, and relative variations of the reflectivity of the
order of 0.2% can be measured. In the far-infrared(see the

inset), the three phonon peaks coming from the underlying
substrate are clearly visible, specially at high temperatures
(or low doping), when the system is less metallic. The
lowest-energy peak is the soft mode of SrTiO3. We experi-
mentally determined the optical constants of the SrTiO3 at
each temperature, so as to take into account the changes in
reflectivity due to changes in the substrate optical properties
alone. This is important when extracting the intrinsic optical
constants of the Bi-2212(the procedure will be described
below).

While the major temperature changes in the reflectivity
occur at low frequency, where reflectivity increases with in-
creasing doping or decreasingT, changes up to the visible
range(up to ,12 000–14 000 cm−1) are important as well.
This is illustrated for the B70KUND and B63KOVR samples
in Fig. 1(b). This figure shows indeed that, in the visible
range, a decrease in doping has the same qualitative effect
that increasing the temperature: in both cases, the reflectivity
in the visible range increases. This effect disappears below
temperatures close toTc: there is no measurable change in
the visible reflectivity below,100 K. These opposite tem-
perature behaviors of the infrared and visible reflectivities
have been observed as well by temperature-modulated differ-
ential spectroscopy measurements.35,36The oscillations in the
reflectivity in the visible range come from both interband
transitions and interferences of the light bouncing back and
forth inside the film. The period of these oscillations, and the
shape of the reflectivity in the vicinity of the plasma edge,
depend on the sample thickness.

The right panels of Fig. 1 show the reflectivities of the
three samples, for a restricted set of temperatures, up to
1500 cm−1. Note that, upon increasing doping, the reflectiv-
ity increases for a given temperature in this spectral range, as
a consequence of the material becoming more metallic.

C. Extraction of the optical functions

The contributions of the substrate to the measured reflec-
tivities preclude the Kramers-Kronig(KK ) analysis on thin
films. In order to extract the optical functions intrinsic to
Bi-2212, we simulated its dielectric function at each tem-
perature and doping levels using Drude-Lorentz oscillators
(thus warranting causality). In the superconducting state,
where a superfluid exists, we used a London oscillator as
well. The London oscillator is indeed necessary to simulate
properly the change in slope in the reflectivity observed at
low frequencies and low temperatures(Fig. 1, right panels).
We then modeled the reflectance of the film on top of a
substrate, using the optical constants of SrTiO3 that, as al-
ready stated, were experimentally determined for each tem-
perature. We found that the best description of our data was
obtained by assuming an infinitely thick substrate(i.e., no
backward reflection from the rear of the substrate; see the
Appendix for details). Finally, we adjusted the attempt di-
electric function of the Bi-2212 in order to fit accurately the
raw reflectivity spectra. Examples of such fits, for the
B70KUND sample, are shown in Fig. 2 at far-infrared(a)
and visible(b) frequencies. Once the dielectric function is
known, we can generate any other optical function, in par-
ticular the optical conductivity.
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We have verified that, in average over the whole experi-
mental range, a relative errorDR/R in the fit yields a relative
error magnified by at most a factor 10 in the real part of the
optical conductivity, provided thatDR/R!1. These relative
errors spread over two to three times the range where the
deviation to the raw data occurs(see the Appendix, in par-
ticular Fig. 9, for details). The thicknesses of the films are
also determined by the fit. Fits are accurate within less than
0.5% taking 241, 434, and 297 nm for the B70KUND,
B80KOPT, and B63KOVR samples, respectively. These val-
ues differ by less than 10% from the RBS measurements. We
checked that the associate error in the conductivity, within
the experimentally measured range, is less than 10%. The fit
yields a valuable extrapolation of the conductivity in the
low-energy range ("v,30 cm−1, not available
experimentally),37 which is important in the evaluation of the
spectral weight. In this range, however, the relative error in
the conductivity was calculated and reaches 20%.9

We have used the thick optimally doped filmsTc=90 Kd
as a further check of the validity of the fitting procedure. We
have compared the conductivities extracted by the fitting
procedure(after full characterization of the LaAlO3 sub-
strate) to the ones obtained by performing a Kramers-Kronig
transform of the raw reflectivity data. The reason for this
attempt is that the fits show a reconstructed bulk reflectivity

for this sample differing within less than 1% from the raw
spectrum, in the whole spectral range. This turns out to have
a dramatic impact on the conductivity below 100 cm−1.
However, above this frequency, the conductivities deduced
from the fit and from KK transform lie within 20% one from
the other, with a systematic trend placing the KK result
above the result from the fit. This observation is entirely
compatible with all the estimates presented in the Appendix.
It shows, moreover, that the fitting is absolutely required for
the low-frequency analysis and the eventual spectral weight
calculations: it is the low-frequency range where the penetra-
tion length of the electromagnetic wave is large and therefore
where the substrate effects are the most detrimental.

Figure 3 shows the conductivity spectra for the
B70KUND, B80KOPT, and B63KOVR samples, for the
same temperatures and in the same spectral range as the re-
flectivity spectra of Fig. 1. Note that the conductivity values
are larger for the overdoped sample, in agreement with a
larger density of charge carriers. The low-frequency values
of the conductivity are reasonable figures for Bi-2212: at
250 K, for example, our dc extrapolations give as resistivi-
ties rab<500 mV cm for the underdoped sample, andrab
<160 mV cm for the overdoped one. Furthermore, as can be
seen in Fig. 4, the temperature behavior of the dc extrapola-
tions is in agreement with the resistance measurements. For
the underdoped sample, the two data points within the resis-

FIG. 1. (a) Reflectivity of the B70KUND sample in the whole experimental range, at highs250 Kd and low s10 Kd temperatures. The
inset shows the variation of the reflectivity in the far-infrared, and the phonon peaks from the substrate.(b) Temperature changes of
reflectivity in the visible range for the B70KUND and B63KOVR samples. Right panels: reflectivity of the three samples, for a restricted set
of temperatures, up to 1500 cm−1
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tive transition do not follow the trend of the measured resis-
tance. Whatever the phenomenon causing the large resistive
transition(a well documented feature in underdoped Bi-2212
films38) it is not taken into account in our analysis, which
assumes an homogeneous material. In this respect, the Lon-
don oscillator used for our fits was only “turned-on” at
T,Tc (defined by zero resistance).

In the normal state, the conductivity spectra of the three
samples are qualitatively similar. The weak shoulder at
,200 cm−1 visible in the UND sample down to 150 K has
been observed in single crystals as well,11 and remains un-
explained so far. The low-frequency conductivitys"v
&200 cm−1d of the three samples increases when the tem-
perature decreases(metallic behavior), while at higher fre-
quencies, because of the conservation of the spectral weight,
the conductivity decreases when the temperature drops. The
conservation of the spectral weight in the normal state is
retrieved upon integration up to,2 eV. The implications of
such observation on the electrodynamics of the normal state
have already been analyzed.9

The superconducting transition is marked, for the over-
doped and optimally doped samples, by a decrease of the

conductivity over the spectral range shown in Fig. 3. This
effect becomes more pronounced as the temperature contin-
ues to drop, so that a clear loss of spectral weight associated
with the formation of the zero-frequency condensate is ob-
served in this spectral range. In contrast, the low-frequency
s"v&100 cm−1d conductivity of the underdoped sample
does not decrease when temperature decreases belowTc, and
a large Drude-like contribution persists in the superconduct-
ing state. Beyond this energy scale, the normal- and
superconducting-state conductivities cross, and there is no
clear loss of spectral weight within the spectral range shown
in the figure. A deeper analysis is needed in this case, based
on the FGT sum rule.

III. ANALYSIS AND INTERPRETATION

A. In-plane FGT sum rule for Bi-2212

Be TAùTc, and TB,Tc. From an experimental point of
view, the FGT sum rule compares the change in spectral
weight DW=WsTAd−WsTBd [Eq. (1)] and the supefluid
weight Ws.

Within the London approximation, at frequencies below
DM, the slope of the real part of the dielectric functione1svd
plotted versus 1/v2 should be directly related(as was done
in our previous report27) to the superfluid spectral weightWs
through the “London” frequencyVL=c/lL, wherelL is the
London penetration depth. However, for the underdoped
sample, the presence of a large Drude-like contribution to the

FIG. 2. Measured reflectivity spectra of the B70KUND sample
at 250 K and 10 K(open symbols) and fitted spectra(lines) at far-
infrared(a) and visible(b) frequencies. The fits lie within ±0.1% of
the raw data in the full spectral range(up to 25 000 cm−1). The bulk
reflectivities obtained from the fits are also shown. Note that the
contribution from the substrate to the raw data is effectively sup-
pressed in the bulk reflectivities.

FIG. 3. Selection of conductivity spectra for the B70KUND
(upper), B80KOPT(middle), and B63KOVR(lower) samples. For
the B70KUND sample, within the showed spectral range, the spec-
tra at 50 K and 10 K are indistinguishable. The error bars in the
conductivity spectra areDs /s&10% for "v.30 cm−1, and
Ds /s,20% for "v,30 cm−1.
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conductivity in the superconducting state yields, by this pro-
cedure, an overestimate of about(15–20)% on VL

2 (i.e., on
the superfluid weight).39 A simulation of this effect shows
that, for this sample, the best estimate for the value ofVL is
the input parameter of the fit, whose accuracy(within 0.1%)
we have carefully reworked out. For the optimally doped and
overdoped samples there is no significant difference between
the slope of thee1 versusv−2 plot and the superfluid input
parameters of the fits, in accordance with a weaker contribu-
tion of the charge carriers to the superconducting low-
frequency conductivity(Fig. 3, middle and lower panels).

In this way we find that, at 10 K,lL=6250 Å, 2900 Å,
and 2250 Å for the B70KUND, B80KOPT, and B63KOVR
samples, respectively. The values for the overdoped and op-
timally doped samples are in fair agreement with those re-
ported in the literature.40 There are no reliable data on the
absolute value of the London penetration depth for under-
doped samples.41

Figure 5 shows the ratioDW/Ws for the three samples
reported in this work. The changes in spectral weight are
taken between 80 K–10 K, 91 K–10 K, and 100 K–10 K
for the OVR, OPT and UND, samples, respectively, so that
the normal-state temperature lies slightly above the resistive
transition regime. In the underdoped sample, we find that at
energies as large as 1 eVs8000 cm−1d DW/Ws,0.8±0.15
(details about the evaluation of the error bars will be given
below). It approaches 1 at,16 000 cm−1. A Kramers-Kronig
based analysis shows that, beyond this frequency range, the
error in the determination of the conductivity(hence the
spectral weight) rapidly increases. This is a consequence of
the reflectivity for"v.25 000 cm−1 not being available ex-
perimentally(see the Appendix for further details).

A large parts,20%d of the superfluid weight in the un-
derdoped regime thus builds up at the expense of spectral

weight coming from high-energy regions of the optical spec-
trum s"vù1 eVd. Because of our error bars, we cannot
make a similar statement for the optimally doped and over-
doped samples, where the sum rule may be exhausted at
roughly 500–1000 cm−1. The FGT sum rule has been also
worked out for the thick Bi-2212 sample using the conduc-
tivities deduced from the fit. We do find in this case as well
that the sum rule is satisfied for a conventional energy scale
s1000 cm−1d.

Our results for the optimally doped and overdoped
samples thus do not contradict earlier similar work in YBCO
and Tl2Ba2CuO6+d (Tl-2212).7 A recent work on underdoped
YBCO shows that, in the spectral region where the tempera-
ture dependence of the spectra was measured(up to about
5000 cm−1), the FGT sum rule is not saturated.42 On the
other hand, our results in the underdoped regime are in
agreement with recent ellipsometric measurements in the vis-
ible range, which shown that in-plane spectral weight is lost
in the visible range.24,25 However, the latter results did not
provide direct evidence that this spectral weight is indeed
transferred into the condensate.

The remarkable behavior of the underdoped sample must
be critically examined in light of the uncertainties that enter
in the determination of the ratioDW/Ws. The determination
of DW assumes thatWsTAd is a fair estimate of the spectral
weight obtained atTB,Tc, defined asWnsTBd, if the system
could be driven normal at that temperature. While this as-
sumption is correct in BCS superconductors, it may no
longer be valid for high-Tc superconductors.43 Hence, our
taking the normal-state spectral weightWsTAùTcd instead of
WnsTBd (unknown) may bias the sum rule.

The error incurred by doing so can be estimated as fol-
lows. Figure 6 displays the temperature dependence, from
300 K down to 10 K, of the spectral weight
Wsvc,Td /Wsvc,300 Kd, for three selected integration
ranges, according to Eq.(1). At vc=1000 cm−1, for example,
the spectral weight exhibits a significant increase as the tem-
perature is lowered, and could therefore keep increasing in
the superconducting state. HenceWsTAd is most likely to
give too small an estimate forWnsTBd at T,Tc, in this en-

FIG. 4. Measured resistance of the three selected samples(nor-
malized to unity at high temperatures), and comparison with the dc
extrapolation of the respective conductivities obtained from the re-
flectivity spectra.

FIG. 5. RatioDW/Ws vs frequency showing the exhaustion of
the FGT sum rule at conventional energies for the OVR and OPT
samples. An unconventional(,16 000 cm−1 or 2 eV) energy scale
is required for the UND sample. Note that the frequency scale
changes at 800 and 8000 cm−1. The changes in spectral weight are
taken between 80 K–10 K, 91 K–10 K, and 100 K–10 K for the
OVR, OPT and UND, samples, respectively.
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ergy range. To get a better insight of this possible underesti-
mate, the superfluid weightWssTd was added to the spectral
weight WsTBd (open symbols in Fig. 6), at each frequency
v=vc (for temperaturesT,Tc). These points represent how
WnsTBd would evolve atT,Tc if all the superfluid weight
were accumulated from the spectral range 0+→vc. One can
try to infer the evolution ofWnsTBd from the temperature
behavior of the data points close to, but still above,Tc. For
example, for the underdoped sample, atvc=1000 cm−1, one

could infer an increase of,4% of WnsTBd from Tc down to
10 K. This translates into an absolute error of about 0.3 in
the value of the FGT sum rule at this frequency.

Such estimates have been performed for a number of cut-
off frequencies starting from 100 cm−1. The error in the FGT
sum rule is the largest and most ill defined at low frequencies
(where only a rough estimate is possible), but becomes neg-
ligible at 5000 cm−1 and above, where the changes with tem-
perature of the normal-state spectral weight should be ap-

FIG. 6. Spectral weightWsT,vcd vs temperature for the underdoped(a), optimally doped(b), and overdoped(c) samples, at different
cutoff frequenciesvc (full symbols). vc=1000 cm−1 (triangles); 8000 cm−1 (circles); and 15 000 cm−1 (squares). Open symbols are ob-
tained by adding the superfluid weightWssTd to the spectral weightWsT,Tcd. In panel(a) the dotted lines show approximately the expected
location of the open symbols if all the spectral weight was removed from low-energy states(see text), and the solid line at 8000 cm−1 shows
the average value(between 10 K and 50 K) of the open symbols. In all the curves, the absolute value of the spectral weight is subject to a
systematicerror of the order of 15–20%. The errors in therelative variations of the spectral weight are indicated either by the size of the
symbols or by the error bars.
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proximately ten times smaller than at 1000 cm−1 and present
a smoother behavior when crossingTc. At 15 000 cm−1 and
beyond(Fig. 6), the normal-state spectral weight is constant
for T,170 K, meaning that the redistribution of spectral
weight in the normal state lies within this range of frequen-
cies. Above 5000 cm−1, the uncertainties that we have to deal
with are those due to the error in the relative change of the
measured reflectivity with temperature, to the fitting accu-
racy, and to the determination ofWs. The latter two uncer-
tainties are not independent and must be calculated self-
consistently. They yield an upper bound of 15%–20% in the
uncertainty on the evaluation ofDW/Ws, for all frequencies.
All uncertainties are then represented by the error bars in
Fig. 5.

From Fig. 6 it is clear as well that any other choice of a
normal-state temperatureTAùTc can only increase the vio-
lation of the FGT sum rule.

Another point that might be considered is whether, and
how, the possible existence of a very-low-frequency mode,
below the experimental window of the infrared spectroscopy,
could give rise to an effect on the FGT sum rule as the one
observed in this work. If such mode exists and could not be
unveiled by the data analysis, then it would affect the evalu-
ation of the normal and superconducting spectral weights,
and/or of the superfluid density. Assuming that such mode
has a simple Lorentzian form, one can straightforwardly
show that its effect on the evaluation of the violation of the
FGT rule isat worst,De3 sVT/VLd2, whereDe is the os-
cillator strength of the mode,VT its frequency, andVL the
London frequency of the system. TakingVT&10 cm−1 (our
measurements begin at 30 cm−1), and VL <2500 cm−1 (for
our underdoped sample), one obtains that an effect of the
order of 20% on the FGT sum rule(our experimental obser-
vation) would need a mode with an oscillator strengthDe
*104. If such gigantic oscillator strengths can be observed in
insulating materials,44 they are physically unreasonable in
metallic systems where the low-frequency reflectivity is
nearly unity. We have additionally performed numerical
simulations on our data to evaluate more accurately the pos-
sible effect of such modes. The result is that, even if a very-
low-frequency mode withDe,104 is included in the fittings,
but the accuracy of the fit in the measured experimental
range is kept constant, the associated effect in the FGT sum
rule is at most of the order of 10% at frequencies up to
,5000 cm−1, and negligible or slightlynegative(the sum-
rule violation isenhanced) beyond.

For the underdoped sample, the violation of the sum rule,
with DW/Ws=0.80±0.15 at 8000 cm−1, is then clearly estab-
lished. Within the error bars, the sum rule is exhausted in this
sample above 16 000 cm−1. The fact that the superfluid in-
volves high-energy states is compatible with the plot below
Tc of the sum of the spectral weight at finite frequency and
the superfluid weight(open symbols in Fig. 6). Unlike the
overdoped sample, where at 1000 cm−1 the spectral weight
of the condensate already balances the spectral weight lost
up to this frequency, in the UD sample the superfluid spectral
weight exceeds the loss at 1000 cm−1 (by roughly a factor of
2). This corresponds toDW/Ws being of order 50% at this
energy, consistent with the data of Fig. 5 including the error
bars. At 8000 cm−1, for the UND sample, the open symbols

of Fig. 6 are consistently above the normal-state spectral
weight, suggesting that there is still some spectral weight
coming from higher energy, and consistent with the value for
the violation of the sum rule at this frequency.

B. Violation of the sum rule, change of kinetic energy, and
pairing mechanism

One interpretation of the sum-rule violation can be made
in the context of the tight-binding Hubbard model. The rela-
tion between the spectral weight over the conduction band
and the kinetic energyEkin per copper site yields:34

DW

Ws
+

4pc

137"

a2

V

1

VL
2 sEkin,n − Ekin,sd = 1, s2d

wherea is the(average) lattice spacing in the plane andV is
the volume per site(SI units). This relation means that a
breakdown of the FGT sum rule up to an energy"vc of the
order of the plasma frequency(,1 eV for Bi-2212) is related
to a change in the carrier kinetic energyDEk=Ekin,n−Ekin,s,
when entering the superconducting state. According to our
results in the underdoped sample(Fig. 5), DW/Ws
=0.80±0.15 at 1 eV andVL

2=6.523106 cm−2, which yields
DEk=s0.85±0.2d meV per copper site. This would be a huge
kinetic-energy gain,,10 times larger than the condensation
energy U0. For optimally doped Bi-2212,U0.1 J/g at
<0.08 meV per copper site.45

A similar, though more robust estimate of the kinetic-
energy gain for the underdoped sample can be made from
Fig. 6 by taking into account thetemperature evolutionof the
spectral weight in the normal and superconducting states,
and not just the difference between the spectral weights at
100 K and 10 K. At 8000 cm−1, when the superfluid weights
are included belowTc (open symbols), Fig. 6 represents the
intraband spectral weight, hence −Ek, as a function of tem-
perature. Below 170 K and above the resistive transition at
100 K, the normal-state spectral weight for the underdoped
sample levels off(its average value is represented by the
dotted line), and we observe a clear excess of spectral weight
in the superconducting state with respect to the average
normal-state spectral weight. Taking as well the average of
the low-temperature superconducting spectral weight(solid
line through the open symbols) we find DEk
=s0.83±0.2d meV per copper site, in agreement with our es-
timate from the violation of the FGT sum rule. If we incor-
porate the two data points at 80 K and 75 K(within the
resistive transition), we findDEk=s0.5±0.2d meV per copper
site.46

Various scenarios are consistent with our results. Most of
them (but not all) propose indeed a superconducting transi-
tion driven by an in-plane kinetic-energy change: holes mov-
ing in an antiferromagnetic background,47–49 hole
undressing,19,20,23phase fluctuations of the superconducting
order parameter in superconductors with low carrier density
(phase stiffness),50 and quasiparticle formation in the super-
conducting state.28 There is a quantitative agreement be-
tween our results and those of the hole undressing and qua-
siparticle formation scenarios. Other models have been
recently discussed in order to account for these data.51–56
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Recently, STM experiments in optimally doped Bi-2212
samples showed small-scale spatial inhomogeneities, over
.14 Å, which are reduced significantly when doping in-
creases, and whose origin could be local variations of oxy-
gen concentration.57 Since the wavelength in the full spectral
range is larger than 14 Å, the reflectivity performs a large
scale average of such an inhomogeneous medium. The im-
plications in the conductivity are still to be investigated in
detail, but it is presently unclear how this could affect the
sum rule.

IV. CONCLUSIONS

In conclusion, we have found for the in-plane conductiv-
ity of the underdoped Bi-2212 a clear violation of the FGT
sum rule at 1 eV, corresponding to a larges,20%d transfer
of spectral weight from regions of the visible spectrum to the
superfluid condensate. Within the framework of the tight-
binding Hubbard model, this corresponds to a kinetic-energy
lowering of ,0.5–1 meV per copper site. The very large
energy scale required in order to exhaust the sum rule in the
underdoped sample cannot be related to a conventional
bosonic scale, hence strongly suggests an electronic pairing
mechanism.
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APPENDIX

1. Infrared microscopy characterizations

Even if infrared and visible spectroscopy measures the
bulk optical properties of cuprates(the infrared skin depth of
Bi-2212 is*3000 Å), a flat surface of high optical qualityin
the whole measured spectral rangeis an important require-
ment for the accuracy in the measurement of the absolute
value of the reflectivity. Besides checking our samples under
an optical microscope, we characterized themid-infraredop-
tical quality of our films by infrared microscopy at room
temperature, using the infrared microscope of the MIRAGE
beamline at LURE(Orsay).58 In this microscope, the light
being focussed on a point on the sample has been previously
analyzed by a Fourier transform spectrometer. In this way,
the infrared reflectivity spectrum for each measured point is

available. In our case, we worked at a spatial resolution of
20 mm. We then made, for each sample, scans over zones
typically 1603160 mm2, recording for each measured point
the spectrum in thes500–4000d cm−1 range.

Figure 7 illustrates the cases of a good(a) and a bad(b)
optical quality in the mid-infrared(the figure in the right
corresponds actually to the YBCO thin film, with aTc
=90 K). We found, not surprisingly, that a defect whose size
is comparable to the infrared wavelengths*10 mmd, and
that is easily spotted with the visible microscope(picture in
Fig. 7, right), can perturb drastically the local reflectivity
spectra.(We have not, on the other hand, found any case
where a smooth region in the optical microscope was defec-
tive under the infrared microscope.) If the ensemble of these
infrared-defective regions represents a few percent of the to-
tal sample surface, then theaveragereflectivity of the whole
surface will not accurately represent theintrinsic value of the
absolute reflectivity of the sample(i.e., the average reflectiv-
ity over the whole surface will differ by more than 1% from
the actual value of the reflectivity one would obtain with a
sample of the same doping characteristics but with a surface
free of defects). Our characterizations show as well that the
infrared spectra are not sensitive to submicronic defects,
whose size is comparable to the wavelengths in the visible
(Fig. 7, left).

2. Sample selection

A first screening of the samples was done based on their
resistive, optical microscopy, andmIR characteristics. We se-
lected the samples showing a metallic behavior in the normal
state, having the narrowest transitions(,20 K to ,10 K
for UND to OVR, respectively), homogeneous under the op-
tical microscope, and displaying homogeneousmIR charts.
The reflectivity spectra of the samples thus selected were
adjusted to obtain their conductivities, using a fitting proce-
dure that will be discussed in the following section. In this
fitting procedure, the thickness of the sample enters as a
parameter. Samples whose measured thickness differed by
more than 15%(the accuracy of RBS measurements on Bi-
2212) from the thickness needed to adjust the measured re-
flectivity were discarded. Samples showing abnormal elec-
tronic behavior(e.g., localized states at low frequency, or a
temperature dependence of the low-frequency conductivity
not matching the dc measurements) were discarded as well.
At the end, three samples having passed confidently all the
screenings, and spanning the three different doping regions,
were selected for a thorough analysis. The critical tempera-
tures (doping) of the selected films are 70 K(UND), 80 K
(OPT), and 63 K(OVR).

The thickness of the films is an important issue: it is
needed to deduce the intrinsic optical functions of the Bi-
2212 despite the presence of a substrate which modifies the
overall reflectivity. After the optical measurements were
completed, the thickness of the B80KOPT and B63KOVR
samples was directly verified by a second run of RBS mea-
surements, yielding 395 nm and 270 nms±30 nmd, respec-
tively, in agreement with the thicknesses derived from fitting
their reflectivities. The uncertainty of the RBS measurement
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(larger than 10%) is not quite satisfactory, since as discussed
further, it is possible to change the assumed thickness within
10% and the incurred error bar is,10%. The B70KUND
sample was crucial, and the RBS measurement on a film
grown under the same conditions(but on a MgO substrate)
yielded 220 nm, already in agreement(within 10%) with the
thickness deduced from the fit. We therefore decided to try
and achieve a better accuracy using a TEM measurement,
thus precluding a second RBS run. This attempt was unsuc-
cessful.

3. Thin-films: extraction of the Bi-2212 optical functions

Among the various different models that we tried for a
film on top of a substrate, we found that the best description
of our raw reflectivity spectra is obtained by assuming that
the light bouncing back and forth within the film interferes
coherently and that the substrate has an infinite thickness(no
light is reflected from its rear face). The typical thickness of

our films being 3000 Å, that of the substrate,0.5 mm, the
refractive index of the Bi-2212 film(F) in the mid-infrared
(around 800 cm−1, for example) beinghF<5, and that of the
substrate(S) hS,0.1–5, one can deduce that, in this spectral
range, the ratio “optical path/wavelength in the medium” for
a round-trip path of the light is about 0.24 for the Bi-2212,
and 8–40 for the substrate. On the other hand, even if the
substrate is transparent in the near-infrared and the visible,
its rear face in our films is not polished, so that the light is
scattered from this face. The above-mentioned assumptions
are thus largely justified on physical grounds.

The interfaces playing a role in our model are thus helium
bath-film and film-substrate. They are characterized by com-
plex reflectionfr12=sn1−n2d / sn1+n2dg and transmissionft
=2n1/ sn1+n2dg coefficients from medium 1(refractive index
n1) to medium 2(refractive indexn2). The refractive index of
the helium bath around the sample is 1. Denoting byr the
complex reflection coefficient of our films(the measured re-
flectivity being thusR= uru2), and byd the thickness of the

FIG. 7. (a): infrared chart of the B70KUND sample. The picture of the scanned region(upper left corner) shows some submicronic
defects. The reflectivity spectra along the dotted line(upper right corner) are identical, and the integrated reflectivity chart(lower left corner)
is homogeneous.[The two peaks correspond to mechanical instabilities in the microscope sample holder during the measurements, and can
not be reproduced.] (b): infrared chart of a YBCO-7 sample, having surface defects larger than 10mm. Note that the reflectivity spectra along
the dotted line, and the integrated reflectivity chart, both show accidents clearly correlated with the surface defect seen on the picture.
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film, and assuming a coherent interference within the film
and an infinite substrate, one easily finds

r = rHF +
tHFtFHrFSAF

1 − rFSrFHAF
, s3d

where AFsv ,dd=expf2isv /cdhFsvddg. Therefore, when the
complex refractive indices of the film and the substrate(en-
tering into the various coefficientsr andt) and the thickness
of the film are known, one can describe the measured reflec-
tivity R.

We have measured the reflectivity of a single crystal of
SrTiO3 for all the temperatures and spectral range relevant to
our work. We have thus at hand the optical functions of the
substrate. Hence, the measured reflectivity spectra can be
adjusted by means of the Eq.(3) by simulating only the
refractive index of the Bi-2212. The choice of the essay
functions to simulatehF is arbitrary, provided the chosen
functions obeycausality (see following section). When the
fitting is exact, this procedure yields the exact optical func-
tions of the film alone, and the film thickness. The latter has
been controlled by RBS measurements(see main text). The
uncertainties arising from the accuracy of the fit are dis-
cussed in the following section.

4. Thin-film reflectivity: analysis of uncertainties and errors

If Rsvd ,vP f0,`d is the completeand exact reflectivity
spectrum of a material, then the phaseusvd of the complex
reflectance coefficient of the system can be deduced from a
Kramers-Kronig transformation(TKK ) on Rsvd alone:59

usv0d = −
v0

p
E

0

` lnfRsvd/Rsv0dg
v2 − v0

2 dv. s4d

This relation arises solely from the assumption of a linear
and causal response of the system to the electromagnetic
excitation.

The knowledge ofR and u allows the determination of
any optical functionfsvd by means of simple algebraic rela-
tions. We will write

fsvd = ffRsvd,usvdg. s5d

It is evident, from Eqs.(4) and(5), that if the reflectivity
Rsvd of a given system is known, and if we can exactly fit
this reflectivity with any arbitrary essay functionobeying
causality, then the optical functions issued from this essay
function aremathematically identicalto those issued from a
Kramers-Kronig transformation ofRsvd. In other terms,an

FIG. 7. (Continued).
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exact fitting from zero to infinity with a causal function is
completely equivalent to doing TKK.

Experimentally, the reflectivity is only known within a
spectral rangefva,vbg. Besides, the reflectivity is never
measured with zero uncertainty, neither in absolute value nor
in its relative (frequency- and/or temperature-) variations.
These two facts affect the accuracy in the determination of
the optical functions(either in the fitting or TKK cases), and
are the departure point for the analysis of the uncertainties
and errors in the determination of the optical functions of a
system from itsmeasuredreflectivity. In the case of fitting,
one additional source of error is the accuracy of the fitting
within the measured frequency window.

The uncertainty in the determination of an optical func-
tion at a given frequency depends on the uncertainty on the
determination of the reflectivity at all the frequencies, as seen
from relation (4). Be DRsvd and jsvd;DRsvd /Rsvd, re-
spectively, the absolute and relative errors in the determina-
tion of the reflectivity. The questions at stake in the analysis
of the errors in the optical functions are thus as follows.

(1) Given the maximum valueujumax that jsvd can take in
a frequency range, what is the maximum error expected in
the determination of the optical functions?

(2) How, in the calculation of the optical functions from
the reflectivity, does the errorjsvd propagate to frequencies
v8Þv?

To answer these questions, let us callDu the error, due to
DR, in the determination of the phase of the reflectance co-
efficient. Assuming thatuDRu anduDuu are small compared to
unity (which is always true in the measured spectral range),
then the relative errors in the determination of any optical
function can be expressed in terms ofR, u, j, andDu as:

Dfsvd
fsvd

= Cjsvdjsvd + CusvdDusvd. s6d

The dimensionless factorsCj and Cu are different for the
different optical functions of a given system. In particular,
for the conductivity, it can be shown thatCj,s1−Rd−1. Be-
sides, they have a complicated explicit dependence onRsvd
and usvd, so that, for a given optical function, their fre-
quency dependencies are different for systems with different
reflectivities. Hence,Df / f depends on the explicit form of
the reflectivity spectrum, and the examination of the uncer-
tainties in the determination of the optical functions has to be
made on a case-by-case basis. While an analytical approach
to the study of these uncertainties in the case of cuprates can
be performed, the calculations involved are too lengthy
(though simple; they can be found in Ref. 60) and yield too
crude results. For a system with a nontrivial reflectivity spec-
trum like Bi-2212, it is far more reliable to perform some
numerical simulations and to compare them with the analyti-
cal studies.

Figure 8 shows a simplified typical reflectivity for Bi-
2212. This reflectivity has been constructed by superposing a
Drude and various broad Lorentz oscillators. It corresponds
approximately to the reflectivity of an overdoped Bi-2212
sample in the normal state. Analyzing an overdoped-like re-
flectivity that is close to unity at low frequencies sets an

upper limit, in this frequency range, to the errors incurred in
the determination of the optical functions. Let us then define
a “Gaussian perturbation”jGsvd (centervc, half-width Î2s)
to this exact reflectivity:

jGsvd = a expF−
sv − vcd2

2s2 G . s7d

This kind of perturbation represents reasonably well the type
of errors expected when fitting the experimental reflectivity
using Drude and broad Lorentz oscillators, as we have done
in this work. We will take a= uDR/Rumax=1%, vc
=800 cm−1, ands=200 cm−1 as an example of a fitting mis-
match of 1% in the mid-infrared(inset of Fig. 8).

Numerical Kramers-Kronig transformations using the
same kind of extrapolations for both reflectivities can then be
performed to obtain the “exact” and “perturbed” conductivi-
ties, and then the relative error in the conductivity introduced

FIG. 9. Relative uncertainty in the real conductivity(full line)
introduced by a “Gaussian perturbation” on the mid-infrared reflec-
tivity (dashed line). Note the change of sign ofDs1/s1, which was
eventually neglected in the calculation of the error bars shown in
the manuscript, leading to an overestimate of such error bars.

FIG. 8. Simulated reflectivity for Bi-2212 in the normal state, in
the spectral range 0–25 000 cm−1, constructed from a superposition
of a Drude plus various broad Lorentz oscillators. The inset shows
a Gaussian “perturbation”(dashed spectrum) to this “exact” reflec-
tivity, used as a model for a fitting or measure mismatch in the
mid-infrared.
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by the perturbation. This relative error is shown in Fig. 9,
where it is clear thatuDs1/s1umax,5–10uDR/Rumax, and that
the perturbation in the conductivity extends over a region of
about three times that ofDR/R.

The latter example illustrates well the uncertainties en-
demic of a fitting procedure. Two other kinds of uncertainties
play a role in the determination of the optical functions from
reflectivity data, and are to be considered whichever method
(TKK or fitting) is used for analyzing the data. These are: the
error in the absolute measurement of the reflectivity, and the
effect on the measured window of the(unknown) low- and
high-frequency response of the system(the problem of the
choice of extrapolations when doing TKK).

Analytical studies and numerical simulations60 show that,
for a system like Bi-2212, and with an accuracy in the abso-
lute measurement of the reflectivity of the order of 1%(our

case), the associated uncertainties in the conductivity be-
come important (20% or more) at frequencies below
,100 cm−1. On the other hand, as this is a systematic error,
it can be largely suppressed by comparing two conductivity
curves of the same sample. This is precisely what is done in
the evaluation of the FGT sum rule or in the calculation of
the relative changes of spectral weight with temperature. Be-
sides, the comparison between the extrapolated zero-
frequency conductivity and the resistivity(Fig. 4) narrows
the confidence range of the low-frequency conductivity.

As for the effects of the low- and high-frequency extrapo-
lations, the conclusion of our analysis and simulations is that
they can perturb the determination of the optical functions up
to (at most) twice the first measured frequency and down to
(at most) 1/3 of the last measured frequency.
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