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It is shown that, using the generalized perturbation meti@®M) with screened Coulomb interactions that
ensures its consistency with the force theorem, one is able to obtain effective interactions that yield an accurate
and physically transparent description of configurational energetics in the framework of the Korringa-Kohn-
Rostoker method within the atomic sphere and coherent potential approximations. This is demonstrated with
calculations of ordering energies, short-range order parameters, and transition temperatures in the Cuzn, CuAu,
CuPd, and PtCo systems. Furthermore, we show that the GPM can be used to obtain Heisenberg exchange
interaction parameters, which, for instance, capture very well the magnetic configurational energy in bcc Fe.
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I. INTRODUCTION be rather cumbersome, even for ordinary homogeneous bulk

Many metallic alloys exhibit fascinating ordering behav- systems such as Cu-Au and Ni@ee, for instance, Ref)6
ior as a function of temperature and concentraticrand For inhomogeneous systems such as alloy surfaces or multi-
one of the important goals of alloy theory is therefore to becomponent alloys and alloys with magnetic degrees of free-

able to simulate these kinds of phenomena on the basis &on:j it becomets Qighlyfingplrfcgjcéllt hﬁs' hovx_/t?]ver, b;aen
first principles theory. Unfortunately, it is impossible, even used in many studies of bulk binary alloys with great suc-

with present day total-energy software, to calculate entirelf ess.

with several thousand atoms at the rate required by the St@ysed on the coherent potential approximatiGRA) (Refs.
t!stlcal th_ermodynamlcs 'S|mulat|0ns. The tlme—'honored solug_lj) and originally formulated within tight-bindingTB)
tion to this problem, which we shall also use in the presentheory but later generalized in a straightforward matiét
paper, is to obtain the configurational energy needed in thgyr the use inab initio calculations based either on the
simulations from an Ising-type Hamiltonian with so-called Korringa-Kohn-Rostoker (KKR) method or the linear
effective (clustey interactions associated with specific muffin-tin orbitals(LMTO) method in the atomic sphere ap-
changes in the local atomic configuration and obtained byroximation (ASA). Within the GPM the effective interac-
first-principles total-energy calculations. tions can be derived with equal ease for both bulk and sur-
The most reliable way of obtaining effective interactionsface situations. Furthermore, the range and type of the
from first principles is thought to be the so-called Connolly-interactions needed in the expansion of the configurational
Williams or structure inverse metho@®IM)*® based on a energy may easily be explored, allowing for a systematic
mapping of the total energigenthalpies of formationof a  convergence of the Ising-type Hamiltonian used in the ther-
number of predefined ordered structures onto an Ising-typemodynamic simulations.
configurational Hamiltonian. In principle, the accuracy of One important aspect of the application of the GPM is the
this approach is limited only by the accuracy of the total-way in which one accounts for the screened Coulomb
energy calculations. However, it suffers from one probleminteractions that describe charge transfer effects. In the past
The range and the type, i.e., two-center, three-center, etc., dfiese interactions have in many cases been neglected, lead-
the effective interactions which should be included in theing to inaccurate effective interactions and a subsequent poor
expansion of the configurational energy is not knoavpri-  description of systems with a finite charge transfer. Hence,
ori, and there is no systematic way of making the expansiotthe effective interactions calculated by the GPM have in gen-
converge. Furthermore, if the Hamiltonian or the expandectral been less accurate than those calculated for the same
quantity are not well justified by the underlying physics, thesystems by the SIM. Recently, Rubahal®'” have devel-
structure inverse method may, in many practical applicationsoped a formalism that accounts for the screened Coulomb
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interactions within the framework of the single-site approxi-of the configurational energy can, of course, be obtained phe-
mation to density functional theoryDFT) and the force nomenologically. In this way one starts from the interatomic
theoremt® and it was shown that the resulting screenedpotentia|spxg BEU(m(gi,gj, ...,0), which are the interac-
(S)GPM interactions reproduce the configurational energettign energies'b'f the group &,B, ... ,B atoms in the corre-

ics for at least one system, namely & Mt 5 alloy!” with a sponding positions of the cluster
high degree of accuracy.

The aim of this paper is twofold. First, we show that the ~m _ 1 n _Lom
success of the screened GPM interactions in describing the s ~ 2n % v(oyoz....o) 11 o Vs
Nig 5Pt 5 alloy!” is not fortuitous and that the screened GPM
interactions lead to quantitative descriptions of the configu- (3
rational energetics of a wide range of alloy systems. To diere, we have defined concentration-variable effective inter-

so, we consider the ordering energies, short-range order, a%tionsv(sn) which are usually used in GPM applications and
order-disorder transitions in fcc and bce CuzZn, CuAu, CuPdyhich appear in the configurational Hamiltonig®) if in-

and PtCo. We further demonstrate that magnetic exchanggead of spin-variablesy,, the occupation numbers are
interactions calculated via the GPM can accurately reproducgsed. In the following all the results and formulas are given
the magnetic behavior of bcc Fe. Second, we wish to emph&l]sing this latter notation.
size that through the GPM one may obtain a very clear pic- - An important point is that the ECI in Eq2) will in gen-
ture of the physics behind ordering in these systems. It willra| depend on parameters such as concentration and volume.
be shown that Fermi surface effects, volume dependence ‘Piowever, the very complex energy spaBé(R},{c},V)
the electron density, and band-filling mechanisms may bgyay be mapped onto a Hamiltonian that is independent of
distinguished clearly in the GPM. _ these parameters. In fact, this is usually the case in the SIM
The layout of the paper is as follows. In Sec. Il we definesimp|y out of necessity, there being for a reasonable size of
the effective interactions that are used and describe the GPl,o supercell too few structures that may be generated at a
that we advocate for finding them. Details of the calcula-fiyeq concentration. For ECls that are either strongly
tional methodg will be pre;ented in Sec. . The remainder,glume-or concentration dependent, their mapping onto a
of the paper will then describe our calculations of fec CuZn,yamjitonian independent of them will naturally lead to inter-
bee Cuzn, CuAu, CuPd, PtCo, and fcc and bee Fe, presentegiiions of a highly multisite and long-range character. This

2n s

01,09,...05=1,—1 i=1n

in Secs. IV-IX, respectively. In Sec. X we conclude. may be further exacerbated if relaxed geometries are used for
the input structures. However, such interactions have no
Il. METHODOLOGY physical basis.

This can be illustrated with two examples. First, it is
known that a large part of the volume dependence of the total

In configurational thermodynamics the underlying crystalenergy in metals, especially nontransition metals, can be re-
lattice is usually taken to be topologically fixed, so that thejated to the average electron density in the interstitial region
pOSS|b|I|ty of defect formation is excluded. In this case the(see’ for instance, Refs. 20 and)21’h|s of course has no
distribution of atoms on the lattice is given by occupationconnection to interatomic interactions at all. However, one
numbers,c;, or equivalently spin-like variablesr=2¢i~1,  could map this dependence onto some volume-independent
which take on values 1 and 0, or 1 and -1, respectivelyfitting ECIs, which must then become highly multisite in
depending on whether there is an atéror B at sitei inthe  character to mimic the formation of the corresponding aver-
case of a binaryA:B; . alloy. In multicomponent systems age density of some region with different amountsAcénd
there should be an additional index running through all alloyg atoms. On the other hand, the ECI may display some
components but one. The alloy configuration can then benarked concentration dependence. This can arise from fea-
uniquely determined by a set of correlation functions foryyres of the underlying electronic structure of the alloy, for
clusters of ordem (which consist ofn siteg and types  example band filling with concentration. Again, it is of

A. Effective cluster interactions

(labeling its geometric clags course feasible to map these ECIs onto concentration-
_ 1 independent fitting ECIs. These, though, will contain higher
EV==> 11 o, (1) order terms not present in the concentration-dependent

pesi=in " interactiong’>23 In general, the order of the resulting ECI

nx{vill be n+k, wheren is the order of the concentration-

where the summation runs over all the clusters in the syste . ) .
As has been showi, they form in general a complete deper_wdent_ ECI z_:ml_i IS the order of th_e polynomial which
describes its variation with concentration.

basis for expanding any thermodynamic property as a func- In both cases it is obvious that although ECIs may be

tion of alloy configuration if the range of interactions is fi- ) ; .
nite. In particular, the configurational energy is determined that are mdependent qf important parameters, a
great deal of the underlying physics may be obscured. In
Egni= '\“/(Sn)“één), ) what follows we v_viII give examples o_f both cases: the fcc
hs CuZzn system, which shows a dramatic dependence on con-
- centration, and the CuAu system, which shows almost no
whereV(S”) is the effective cluster interactiaqfieCl) that cor-  concentration dependence but a strong volume dependence
responds to the cluster of orderand types. The same form coming from the large size mismatch in this system.
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B. Generalized perturbation method tion formalism which determines the change in the integrated

Here, we briefly show how the GPM effective interactionsfjensf'ty of states of a referepce system due to the embedding
this system of some particular cluster. As has been shown

may be derived. The presentation is along the lines usuall Gonisl225this is th . by the followi .
found in the literature, and for a thorough derivation of the y Gonis,*=this Is then given by the following expression:

GPM in the KKR-CPA formalism we recommend Refs. 12 Er

and 24. As a starting point, one may note that a single spe- | n-oneel _ _ L -1
cific ECI may, in fact, be obtained directly from first- Vs - Im | Tr In[peg}enQp(p}A—_{wde) ]
principles calculations. One has to prepare two systems hav-

ing exactly the same correlation functions of all the types (5)

corresponding to the non-negligible effective interactions €XHere, Q, are the cluster matrices defined as

cept the one of interest, and then obtain their total energies _

(see, for instance, Ref. 17The ECI is then simply the dif- Qi =& —tG;j(1 - &), (6)
ference in the total energies properly normalized. The maif, tarms of the single-site scattering matrix,for sitei and
problem with the practical implementation of this scheme sy, o path operatofj;, of the reference system yielding the
that it requires the use of very large supercells, even Whe@cattering betweenj thigh and jth sites in the clusters; is
only pairwise interactions for the nearest-neighbor shells arg,o kronecker delta symbol. The integration over erjlergy in
required. It is also obvious that it is difficult to use this 5) is up to the Fermi energy of the reference system. As has
scheme in a perturbative way, since going from one systefleen mentioned, the reference system is a random alloy,
to the other in general requires a rearrangement of most Qfjch is homogeneous for ordinary Bravais lattices in the
the atoms on the underlying lattice. sense that the single-site scattering matrix of the alloy com-

A simple way to avoid these problems is the introduction,onents is the same independently of their local environment
of an effective medium which represents a random alloy con;y the cluster. That is

figuration on average, and then to consider the energetics of

the corresponding clusters embedded in this effective me- t=[1+(P-P)G X(P-P), (7)
dium. In the simplest case, and that used in the GPM, the i )

effective medium represents a homogeneous random allg§nere the ';MTOEEKKR'A,S_A) potential function,P;, takes
without any short-range order on the underlying latticeOn ValuesP™ or P if site i is occupied by either aA or B

whose correlation functions satisfy the following condition: &/0Y (Eompogetrkl]t, a?@rt?; isi th? ?(n-site CPIA asésattt(ajritggdpath
N A1\N=( AN Thi operator, and thereforg also takes on values an e-

5(3 (¢ ). (@) ; This of course cannot be done exactly, and ending on the type of atom. The coherent potential function

the latter is achieved, for instance, by the use of the CPA. P 9 yp P ’

Once the effective medium is determined, ECIs can bd>> represents the CPA effective medium which yields the
found using definition3). The spin product ir3) takes on electronic structure of the rand(_)mBl_C alloy and satisfies
values 1 and -1 depending on whether the numbenof the CPA self-consistency equation
atoms is even or odd in the clustgry, o>, ... ,0y}. In other cth+(1-0)tB=0. (8)
words the effective interaction is the difference of the total o ) )
energies of two systems: one which consists of all the clus- The GPM effective interactions now can be obtained by
ters with an even number @ atoms embedded in the effec- €xpanding the logarithm and leaving in the expansion only
tive medium of the random alloy and another with exactlythose terms which correspond to the lowest order of scatter-
the same set of clusters but with an odd numbef @toms ~ ing on the whole cluster. That is
(interactions between clusters being excluded Er

- 1 ~ ~
VI = Ex_gren— Eacodd (4) VePM < — g Im f 2 Tr(ALG;AL - AtG)s,  (9)
pes
Important here is the fact that the setAsbdd clusters can be
obtained from the set ok-even clusters simply by choosing
a fixed site in each cluster and then making an exchange of
andB atoms between all the different pairs Afeven clus-

where At;=t*—t® and the summation is performed over all
irreducible paths starting and ending on the same site and
going only once through each site. In the case of pair and

i Besides. it al be sh f th three-site interactions there is only one irreducible path, but

€rs. Besides, 1t aiso can beé s OW“F a consequence of the ;, general(n—1)!/2 such paths must be taken into consid-

orthogonality of the cluster correlation functigribat in this eration

case all contributions from the interactions of lesser order h .h' h d . ibut b |
il be canceled. and thus™ represents a genuinesite The higher order scattering contributions can be partly

wi . ’ s P 9 accounted for by the expressin

interaction.

The difference in total energies of the two sets of clusters 1 Er
in (4) can be obtained with the use of the force theof&m, —\/M-GPM__ = [ 3 7rin[1 ~ (AT AL -+ AtGi)s.
according to which the change in energy from embedding the ™ pes
clusters is given by the change in the one-electron energy (10)
and the change in the electrostatic interaction due to the per-
turbation. The one-electron energy term can be derived in am the limit c—0(1) this expression yields “renormalized”

explicit form through Lloyd’s formula in the Green’s func- effective interactiongsee Ref. 12 given by (5). However,
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one should be careful usind@0) in the whole concentration . L. '
range, since close tw=0.5 it usually overestimates the mul- Osite 0-site
tisite contribution. At this concentration, for instance, the A A B

contribution from the doubly repeated scattering process on
couples of atoms, which gives a four-site contribution to the
renormalized effective pair interactions is proportional to
(1-2c),*? and thus is equal to zero. However, according to
(10) such a term does not vanish and is, in fact, clearly the B A
leading term in the multiatom scattering. Nevertheless, the A \\/ B

difference between(9) and (10) is an important quantity
since it gives an indication of the importance of multisite
interactions for a given cluster.

FIG. 1. (Color onling. A schematic definition: Two systems,
whose energy difference yields effective pair interactions at dis-

tanceR.
C. Screened electrostatic interactions ” ) r)

It now remains to derive the screened Coulomb contribu- scr(R) qARqB - J dr %
tion to the GPM interactions. Such a derivation has already s
been given by Ducasteflén the framework of the Hartree- "
Fock and tight-binding approximations, but here it should be 9s-1 o r(r) o r(f)
established in a manner consistent with) the force +Qg| 2 f d3r === SC
theorem?® and (2) the electrostatics in the single-site DFT- R r =R
CPA formalisnt® used to obtain the one-electron contribution
9). _ e_2 _ gascr(R)

=S (0a=0) " — ¢ - (12

As shown in Refs. 16 and 17, the electrostatic energy of a 2
random alloy may be given by screened Coulomb interac-
tions. In general these appear due to nonzero net charges
the atomic spheres that artificially divide the crystal space,
On the other hand, the CPA effective medium is electroneu-
tral and this means that every charged atomic sphere mu¥
have associated with it a screening charge. This screeni

charge provides the necessary neutrality condition for solv:
ing Poisson’s equation for every atomic sphere in the singleS°NSUming even using an ordérmethod such as the locally

site DFT-CPA, and leads to the on-site screened CoulomBelf-consistent Green's function technicfié; since the su-
interaction!®17 which for every site is given by percell must be large enough to exclude any overlap of the

screening densities leading to supercells containing several
hundred atoms for simple Bravais lattices. At the moment
€=- ezascr = fdsrpscr (12) such calculations also include errors due to the use of the
atomic sphere approximation, albeit with multipole moment

corrections for the charge density.
whereq is the net charge inside atomic sphéere or i =B, To summarize, the screened GR®GPM interactions
pso(r) the density screening the net charge, &itle atomic  include both a one-electron ter"(R) given by(9), and
sphere radius which for simplicity is taken to be the same fo@ pairwise screened Coulomb interactiff/(R) given by
the two alloy components and equal to the average Wignei:l2)
Seitz radius. 2(R) = \/(2-GPM (2)

The electroneutrality of the effective medium also means VAR =V (R)+Vea(R). (13
that in the exchange oA and B atoms which takes place The SGPM interactions defined above clearly involve a
when calculating the pairwise GPM interactions one shoulcthumber of approximations, and one may worry about the
exchange the atomic spheres together with their correspondeccuracy with which they will represent the true configura-
ing screening densities. This is shown schematically in Figtional energy in actual thermodynamic simulations. The first
1. Only in this way may the electroneutrality condition in the approximation is of course the use of the single-site CPA, the
force theorem be satisfied. error of which cannot in general be specified. Furthermore,

The change in the electrostatic energy of the two systemsince the SGPM interactions are calculated by perturbation
is anintersite screened Coulomb interaction. It can be ob-theory from the CPArandom alloy reference system they
tained as the difference upon exchange of the electrostatiwill not only depend on concentration and volume but will
energy projected onto sités One should include only the also, in general, beonfigurationdependent, for example in
interaction of the net charge at sidewith the net charge at inhomogeneous systems. One may therefore fear that such
site R andits screeningcharge. The resulting contribution to interactions will not reproduce the energiesooderedalloys
the pair effective interaction from the screened Coulomb inwith the necessary accuracy. However, below we shall show
teractions is that the SGPM interactions lead to ordering energies of a

S

biere, ase(R) is the intersite screening constant.

In general the intersite screening constant is found to vary
from system to system and to exhibit concentration and vol-
me dependence, although the latter is often very weak. It

ay be obtained in supercell calculations as described in
efs. 16 and 17. Such calculations are, in fact, quite time

0

S
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wide spectrum of structures which agree with the valuesteration. The number of points in the integration over the

from direct DFT calculations. For low-symmetry structuresBrillouin zone, performed by means of the Monkhorst-Pack

which possess considerable and specific polarization effeceschemé? varied depending on the system and type of calcu-

the SGPM will in general introduce errors. However, thesdations. For instance, due to the long-range character of the

structures usually have high energies and their weight in steeffective interactions in GuygPd) .5 we used 824® points in

tistical thermodynamics simulations is very low. the irreducible wedge of the Brillouin zone of the fcc lattice.

A large number ok points was also used in the calculations

of the long-period superstructurg&PS) in CusAu and

CusPd, varying from 1300 to 2128 points in the irreducible
It is a fundamental problem in the present approach agedge of the body-centered tetragonal Brillouin zone for the

well as in the SIM that the effective interactions are calcu-_LpS5 and D@, structures, respectively.

lated for a fixed underlying lattice and, as a result, lattice The electronic structure and ground-state properties of the

strain effects are neglected. These effects will be especialllandom alloys have been obtained in the DFT single-site

important in systems with a large size mismatch and must bgKR-ASA-CPA calculations with the Coulomb screening

included for quantitative predictions. The strain effects maYpotentiaI,V‘S and energ)E.}” defined as

manifest themselves either as long-range interactions causing

a symmetry lowering global distortion of the lattice, or as Vi :ﬁ - 2y Gi (15)

symmetry preserving local relaxations. We remedy this latter T Spi g’

case by introducing a specific teitr),, in the Hamiltonian to

treat local relaxations in the effective tetrahedron model

D. Local relaxation interactions

cr

(ETM)?8 Eser=- ﬁscr? Gi€i,
He = ;11 > Vealloi, 03,041,070, (14  wherec; is the concentration of thigh alloy component and
Lkl € is given by(11). Here, we have also introduced an addi-

tional screening constaniB,, describing the multipole-

multipole Coulomb interactionS. The two screening con-

stants have been obtained in “impurity™-like calculations
escribed in Refs. 16 and 17 using the locally self-consistent
reen’s functionLSGF) method?%:2”

where g; are the spin variables for the corresponding tetra
hedron vertices, |, k, | and the summation is performed over
all the tetrahedra of the nearest neighbors in the alloy. It wa
shown in Ref. 28 that the relaxation energies produced b
this approximation are in rather good agreement with direc ) . _
calculation, at least for the late transition and noble metals, Thisfefé” potential Viennaab initio simulation package

As was further shown in Ref. 28 this Hamiltonian may be (VASP)*>=®was gsed in the.dlrec_:t first-principles calculations
transformed into terms of pair, triangle, and four-site Ising-Of the local lattice relaxations in bce random fg#ings al-
type interactions. loys modc_eled by special qua_swandom structures as well as in

the ordering energy calculations in the fcc GiZng »5 and

bce CysZng 5 alloys. These calculations made use of the
lll. CALCULATIONAL DETAILS projector augmented way®AW) method’ as implemented

IJn the vasp and described in detail in Ref. 38 that has been

ties of random and ordered alloys have been obtained iﬁhown In many s;ud|es to have the same accuracy as all-
electron full potential methods. In the calculations the energy

Korringa-Kohn-Rostoker (KKR) self-consistent density :
functional calculations in the atomic sphere approxima\tionClJtOff was set to 276.7 eV. Exchange and correlation effects

(ASA).?° The results include the muffin-tin correction to the In both systems were treated in the framework of the gener-

. - .. alized gradient approximation of Perdew and co-worReérs,
Madelung energy® needed to obtain an accurate description . X ;
of ground-state properties in the ASA, and the multipole mo_usuaIIy referred to as PW91. The integration over the Bril-

ment correction to the Madelung potential and entgy louin zone was done on spechkapoints determined accord-

(+M) which significantly improves the accuracy of, in par- ing to the Monkhorst-Pack scherfeAll necessary conver-

) . . L ence tests in theasp calculations were performed, and
ticular, the ordering energies by taking into account the nond . e
spherical parts of ?he chgrge p%larizagt]ions. generally the required total energy converger(@éthin

Although the self-consistent calculations have been per9'2 mRy/atom was reached for 18 to 456 points in the

> ) oo . irreducible wedge of the Brillouin zone depending on the
formed within the local density appr0>_<|mat|c(t1DA) with structure and total number of atoms.
the Perdew and Wang parametrization of the exchange-
correlation potential! the total energies have been obtained

The electronic structure, total energies and other prope

in three different approximations for the exchange- IV. ECC CUZN ALLOYS ( a-BRASS
correlation energy: the LDA! local Airy gas(LAG),%? and ' (a )
generalized gradient approximatiqiGGA).3® The partial CuZzn is a classic Hume-Rothery system where one can

waves in the KKR-ASA calculations have been expanded uffind the whole range of usual metallic structures from fcc Cu
to Iha=3 inside atomic spheres, while the multipole mo-to hcp Zn through the bcc high-temperature random alloys.
ments of the electron density have been determined up t6uZn alloys form the simplest B2 ordered structure and at
ImaX:G for the multipole moment correction to the Madelungthe same time a quite complicated {Zn, ordered phase
energy. The core states have been recalculated after ea¢jrbrass. The stability of the different phases of CuzZn can
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FIG. 2. (Color onling The one electron and screened Coulomb 2
contributions to the nearest-neighbor interaction in fcc and bcc 1
Cu;_,Zn, as a function of Zn concentratior, at a fixed Wigner- 0 ‘
Seitz radiusS=2.735 a.u. -0.75 -0.5 -0.25 0 0.25

be accounted for by the presence of the specific features in
the electron density of states which appear due to the scat- FIG. 3. (Color onling Partial and local density of state of the
tering of free-electron-likes states on the corresponding Pc¢ CtsZnys.
Bragg plane®*! (the d states, being almost full, do not
participate in the bonding reflections of thes electrons from the fc¢111) and bco(110)
Since the bonding is dominated bystates, local environ- planes’® With increasing Zn concentration the antibonding
ment effects in the one-electron spectrum should be vergtates become occupied, which leads to the dramatic drop in
small. Further, the small size mismatch between Cu and Zthe GPM interactions. In general such changes in the occu-
means that phase stability is not determined to any largpation of bands may have a strong influence on the thermo-
extent by lattice relaxation effects. These features makeynamic properties of alloys, for instance the Debye tem-
CuZn a very attractive system for deploying CPA and GPMperature and shear moduli in Ag4isoelectronic to CuzZn
calculations®42-46and in fact it was one of the first systems show such a behavidf.
where such an approach was used to calculate the phase dia-The complex behavior of the interactions seen in this
gram (on the fcc and bec latticgsrom first principlest”  fixed volume study will obviously carry over to the case
These calculations were performed without the contributiorwhere the volume is allowed to change with concentration.
from the screened Coulomb interactions. However, the effecthus, the construction of an Ising-type Hamiltonian with
tive charge transfer, defined as the difference in the netoncentration-independentsite interactions such as is used
charges of the alloy components in a CPA calculation, ign the SIM for thewholeconcentration range will necessarily
about 0.2e in a-brass. This is not small and indicates thatinvolve n values so high that the convergence of the expan-
electrostatic effects cannot be neglected. It follows that calsion is difficult to control. This may be the reason why
culations of the ordering energies and short-range order paduller et al® restrict their SIM study of this system to the
rameters in this system may serve as a useful test of th€u-rich alloys, which excludes the sudden drop in the effec-
SGPM formalism. tive interactions at high Zn concentrations. In the SGPM,
with its concentration-dependent interactions however, the
contribution from multisite interactions is very small and can

_ _ _ be neglected®
We start with some general observations concerning the

effective interactions in the CuzZn system. Figure 2 shows the
concentration dependence of the one-electron and Coulomb
parts of the SGPM interactions for the first coordinate shell. Itis useful to test the quality of the SGPM interactions by
One notes that these two terms are of similar magnitude, argPmparing ordering energies calculated directly from first
so one cannot neglect the screened Coulomb interactions Rfinciples with those obtained by the SGPM according to the
this system. In these calculations the lattice spacing has be&X¥Pression

kept fixed and therefore what is seen here results exclusively

from the band filling as the concentration of Zn, which has Eora= %C(l ‘C)E Z‘aiyvi@’ (16)

one more electron than Cu, is increased. The dramatic '

change in the strength of the GPM interactions occurs avhere o are the Warren-Cowley short-range order param-
about 75% concentration of Zn in both the fcc and bcceters of the correspondingstructure and; the coordination
Cu-Zn alloys. As one can see in Fig. 3, the Fermi energy ahumber for theth coordination shell of the fcc lattice.

this concentration appears to be in the pseudogap separating In Fig. 4 we make this comparison for thé,, DO,,, and
bonding and antibonding states. This is due to Bragg-typ®0,;—CuZn structures calculated at a fixed lattice spacing.

A. Effective interactions

B. Long-range order: Ordering energies

125115-6



ATOMIC AND MAGNETIC CONFIGURATIONAL... PHYSICAL REVIEW B 70, 125115(2004

—07 1 T T T .1 T
L1, SGPM 0 ‘
0.9 | DO, SGPM i
DO,, SGPM

~1.1 | @L1,PAW, this work

W DO,, PAW, this work 0.0 | *. ~.
-1.3 | ADO,, PAW, this work ] ®

OL1, PP, Ref. 49

QE:Q 15 | EDO22 PP, Ref. 49 :
DO,, PP, Ref. 49 = a1 L |
o -1.7 | = e 0.1
LIJO A \E/
-19 |~ ) >
21 | O - 02} |
-2.3
_25 L L L L 8
0 10 20 30 40 50 -03 . E
Coordination shell 10
0 5 10 15 20 25 30

FIG. 4. (Color onling The ordering energies &fl,, DO,,, and o
DO,3 CuzZn phases obtained from the SGPM interactions and in Coordination shell
the direct FP-PAW calculations &=3.7 A. We also show the

pseudopotential results by Mullet al. (Ref. 49 FIG. 5. (Color onling Pair SGPM interactions in fcc random

Cup 6ZNp 31 alloy ata=3.688 A.

The agreement between the first-principlesr-PAW ener-

gies and those from the SGPM is clearly excellent as is th
agreement with the ordering energies obtained in our direct
KKR-ASA(+M) calculationgnot shown. However, there is

gctions through a comparison of the calculated and measured
hort-range order parameters.

To make a meaningful comparison between theory and
. experiment, one must first determine the lattice parameter
an unexpected disagreement between PAW results bWhich is to be used in the calculations of the SGPM interac-

and those obtained in the pseudopotential calculations Yons. This is an important issue because neither the effective

Muller et al#® Although the ordering energies in the latter . : ; i L ,
|£1teract|ons nor the ordering energies are variational with

case have been obtained at theoretical equilibrium volumeres ect to chanaes in the lattice parameter. In fact. althouah
and geometries different from ours, we believe that the dis: P ) changes I P C Ty g
awe effective interactions are much less sensitive to the dif-

agreement is 100 large to be accounted for by volume an rent approximations for exchange and correlation than
geometry effects, as the ordered structures are very similay PP . '9
and the size mismatch of Cu and Zn is small ground-state properties, they do in general show a strong

P— : . : dependence on the interatomic distances. It follows that the
Also shown in Fig. 4 is the behavior of the ordering en- . . . .
ergies in Cyzn as functions of the cutoff in the summation tSi;Z'\gfl?rt]zrzﬁ(ljor?jatno georléseerd ;;&itgﬂrg;gr;flghzm;"a'
over coordinate shells i(lL6). It is seen that the stability of be determined at a Ia?tice s acFi)n corresponding to the tem-
the DO,; phase is determined by the long-rarigé of the P g P 9

- : perature used in the experimental situation rather than 0 K.
pair interactions. In fact, the D phase does not become ™ %\ 0 4 e first find the theoretical equilibrium lattice

stable until after the 25th coordination shell, which is to be
expected in a system dominated by free-electrondigeates. ggzztaginzf tﬁgﬁgjggﬁ‘losbt);ﬂléKSF;'QGSI:IA;S]-;M(B(_)S;A ceilguéae—
In vi f the sl hibi h i angs=0.
n view of the slow convergence exhibited by the Orderlngandﬂscr:O.QZ(see Sec. Il Gand the GGA for the exchange-

energies in CgZn, one must conclude that the cutoff at 15 . o
shells used in the SIM calculations of Ref. 49 does not lea orrela‘uon energy. This yields %&ero- am’j&room—temperature
to interactions that are useful fitting parameters as they ca attice constants equal t0 3.674 A 3.694 A, respectively. The

not reflect the physics behind the stability of the RPhase. atter h?‘s been calculated in the De_:bye-GrUnes_en !,
This clearly highlights one of the problems of the SIM: In and is in reasonable agreement g\g\th the experlmgntgl room
practice it is almost impossible to perform systematic conemperature value of about 3.688°AThe Debye-Gruneisen

vergence tests of the interaction range, because to establi?)del further allows us to estimate the lattice spacing of the

the long-range behavior by the SIM requires very large basig .69 Mo alloy at 473 K, which we find to be equal to
structu?es t%at do not ?/end themsglves eas)illy tgo first>- 705 A. We consider this to be best estimate of the relevant

e ; experimental lattice spacing which we therefore use in the
principles calculations. subsequent KRR-ASA-CPA calculations of the SGPM effec-
_ _ i tive interactions.

C. Short-range order: Comparison with experiment The SGPM interactions calculated for a random

The ordering ina-brass has been thoroughly investigateda-Cug goZNg 37 @lloy are presented in Fig. 5. It is seen that the
experimentally by the diffuse neutron scattering nearest-neighbor interaction is dominating in this system,
technique?>?In particular, the short-range order parametersfollowed by those of the 2nd, 3rd, and 4th coordination
have been determined for a £44Zny 31 alloy at 473 K, pro-  shells which are one order of magnitude smaller. All other
viding the opportunity to test the quality of the SGPM inter- interactions are two or more orders of magnitudes below the
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RUBAN et al.
0.2 _—F T j V310.222.321.400 336_21, 01, _2.4, _0.5, -4.5 K. That iS, the
v @ interactions beyond the first dination shell t least
ol s yond irst coordination shell are at leas
‘ two orders of magnitude smaller than that at the first coordi-

[\

> S
o | 0"650%90&0000%00‘
/ O !AC(SGPM):This work, 470 K
(SIM)

nation shell,v;;5, and one order of magnitude smaller than
the 450 K at which the experiments and the simulations are

L=

o1} | "élx% S'RMef: F;gf- :%fZOK 1 carried out. In spite of this, one can clearly see relatively
- Q Expy: Ref. 52, 473 K strong oscillations in the SRO parameters at the ninth coor-
S 02 f+—+—+—+—+—+— —_— : dination shells mentioned above.
v Monte Garlo simulti ®) To find the main source of the oscillatory behavior in the
o1y ] \W onte arlo simuations | SRO parameters we have performed MC simulations for the
[ < same 21 coordination shells used in the complete calculation,
or 4 ™ M‘v’@"cﬂ%%m@@@@mmm but included only either the first or the first four pair inter-
o1 | . @ @ ioactons | actions included in the simulations. The results are presented
w Wonly V, included in the lower panel of Fig. 6. It is truly curious to observe that

oo Lo \ the single interaction at the first coordination shell repro-
28r-r828a83-88yx2a88898 duces the oscillatory behavior of the SRO parameters up to
—Trr AN AN O NOTFTOTTOF TOn T TN T O

the ninth coordination shell. This means that the observed
FIG. 6. (Color onling (a) The calculated and measured Warren- values of the SRO parameters for these coordination shells
Cowley SRO parameters in fcc gfns;. (b) MC simulations(T ~ are mainly determined by the nearest-neighbor interaction. In
=470 K) with restricted set of pair interactions. other words, the SRO parameters at the first nine coordina-
. . . . tion shells in a-brass are to a large degree induced by
%Ogilgazt ?te?srﬁﬁt-%i??r?grcm?rri?)ﬁttli%g kf’ruothafh‘évsehr?q\i’r?ufg%arest-neighbor interactions through higher order correla-
terms .vvh'ich in the end favors the DQlype of ordering over tion effects, and their vglue and sign are determined by the
the L1, geometry of the fcc lattice.
To provide a quantitative analysis of short-range order in
random alloys one must account for the local relaxations  \, ORDER-DISORDER TRANSITION IN B-BRASS

effects. This we do in the ETM, Sect. Il C, and therefore the
complete Hamiltonian to be used in the Monte Carlo simu- The order-disorder transition in bcc CuZn alloys is an

lations for random CylssZNng 31 at 473 K include the interac- extensively studied second-order phase transitions used as a
tions shown in Fig. 5 plus the relaxation term in E&4). In model system in the first fundamental experimental work on
this case the ETM yields a relaxation energy of —0.3 mRy. critical scattering by Als-Nielsen and Dietri€h>’ The tran-

In the top panel of Fig. 6 we compare the Warren-Cowleysition occurs at about 740 K on the Cu-rich side of the equi-
SRO parameters obtained by the complete Hamiltonian deatomic composition. The ordered low-temperature phase has
scribed above with the experimental d&t&?The agreement the quite simple B&sC) structure which, however, is not
between the present simulations and the experiments is seéite ground-state structure of stoichiometricoGany s The
to be excellent for all coordination shells. Also displayed ardatter forms y-brass, which according to PaxtSmmay be
the results of Muller and Zung®robtained by Monte Carlo related to the appearance of additional Bragg planes that
simulations based on the mixed-space cluster expansidower the one-electron energy.

(MSCE) Hamiltonian with effective interactions obtained us-  The transition inB-brass has already been calculated by
ing the structure inverse method. In this case the simulation$urchi et al*” using the cluster variation method with GPM
agree less well with experiment for shells number 2, 4, 6jnteractions, and these authors found a critical temperature of
and 11. It is difficult to speculate as to the origin of these730 K which is in very good agreement with experimental
deviations, but we suspect that it may partly be caused bgata. The agreement, however, must be accidental since their
problems with the total energy calculations, cf. the orderingnteractions do not include th@creeneg Coulomb interac-
energies in Fig. 4. It is clear, however, that the SIM effectivetions which are quite large in this system, at least for the first
interactions should be quite different from the fully con- coordination shell, as can be seen in Fig. 2.

verged interactions, since the longe-range tail of the pair in- Here, we use the SGPM interactions to simulate the order-
teractions, which leads to the stabilization of the R6truc-  disorder phase transition in CuZn on a bcc lattice. As in the
ture, is renormalized among the others. previous section we include the relaxation tgitd) and cal-

The remarkable agreement between the calculations bgulate the interactions at the lattice parameter relevant to the
the SGPM and the experimental results for the SRO, on onbigh-temperature experimental situation. In this case we use
hand, and the fact that the interaction at the first coordinatiom value of 2.987 A as estimated by the Debye-Griineisen
shell strongly dominates all the others, on the other, poses model at 800 K.
guestion concerning the role of the more distant interactions To judge the validity of the SGPM interactions, we com-
in the formation of the SRO at high temperature. To makepare in Fig. 7 the ordering energies calculated(b§) with
this point more clear, we estimate the strength of the interthose obtained in the direvAsp total-energy calculations. It
actionV, by the measure;=1/2V,z, wherez is the coordi- is clearly seen that the SGPM interactions yield a quantita-
nation number. We find for the first four interactions: tively accurate description of the ordering gibrass. The

V110,100.211,205 1014, —24, -43, -56 K, and for the next 5: largest discrepancies between the direct calculations and the
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. . ) ) obtained in the Monte Carlo simulations.
FIG. 7. (Color online The ordering energies of 11 different

ordered equiatomic CuZn alloyscluding 7 generated specifically

for configurational energy test: S1-S@btained from the SGPM  tiONS up to the 30th coordination shell, and used 24
interactions and in the direct FP-PAW calculations. X 24 simulation box based on the bcc lattice. In Fig. 8 we

present the results for the configurational specific heat and
SGPM results are found in the “phase-separated”-like structhe Warren-Cowley short-range order parameter at the first
tures which have positi\/e ordering energies_ However, a§oordination shell. The calculated transition temperature of
these structures represent configurational states, the statisfi80 K is only 40 K higher than the experimental data. This
cal weights of which will be almost zero, the correspondingis @ very good result taking into account the fact that the
errors will be of little consequence in the thermodynamiclocal relaxation energy is slightly underestimated in the ETM

simulations. and that the vibrational free energy is completely neglected.
To include the local lattice relaxation energy in the Hamil-
tonian for the Monte Carlo simulations the effective tetrahe- VI. ORDERING IN CUAU

dron modet® is modified to accommodate the bcc lattie.
Thus, the relaxation energy has the same form as for the fcc Face-centered cubic CuAu alloys present a very interest-
lattice (14), the only difference being that the relaxation in- ing and instructive case regarding the comparison between
teractions are determined for the smallest tetrahedron on thdifferent alloy theories. The Cu-Au phase diagram is rela-
bcc lattice, which is the tetrahedron formed by 4 sides contively simple. It consists of the high-temperature random
necting the nearest-neighbor sites and 2 sides connecting tidase in the whole concentration range and three ordered
nearest-neighbor sides. The relaxation interactions have beg@hases: CsAu, CuAu, and A4Cu. The structures of the
calculated in the GGA and vyield a relaxation energy of aCuAu and the CuAu phases which dré, andL1,, respec-
random Cy Zn, 5 alloy of —0.55 mRy, which compares well tively, are well established experimentally as well as theo-
with the values of —1.04 and —0.59 mRy found in diregsp  retically. However, first-principles calculations disagree with
calculations for 16- and 64-atom supercells, respectivelythe existing interpretations of the experimental data for the
representing the random @Zn, s alloy. The fact that the ground-state structure of AGuS%°There is also a medium-
local relaxation energy in GuZn, 5 is gquite sensitive to both temperature CuAu-Il phase around the equiatomic composi-
the size of the supercell and the numberkagboints in the  tion, which is a long-period superstructure based onlLthe
Brillouin zone integration appears to be connected with theordered phas®:-%3The stabilization of this phase has most
Fermi surface effects, which make the stoichiometric B2-probably a statistical origin coupled with local lattice relax-
CuZn unstable. In this respect the ETM model is certainlyations near antiphase boundaries, which leads to specific lo-
quite approximate. However, we believe that it still capturescal disordering* Energetically this is a very small effect
the energetics of the local relaxations with sufficient accuwhich cannot be described on the basis of the usual effective
racy to make the high-temperature simulations meaningfulinteractions alone, and it is therefore not considered here.
The inclusion of lattice relaxation effects in the end lowers The phase diagram and the ordering of Cu—Au alloys
the order-disorder transition temperature by about 100 K. have been investigated intensively by first-principles theoret-
According to the existing phase diagréirthe single- ical methods(see Ref. 60 and references thejeinhich in
phase region of3-brass is shifted from the equiatomic com- almost all cases have been based on the use of the structure
position by about 2 at. % towards Cu, and the order-disordeinverse method with different types of cluster expansions. In
phase transition occurs at an off-stoichiometric compositionparticular, the so-called mixed-space cluster expansion
For this reason we have chosen the, Gidng 45 alloy com-  (MSCS has been used by Zunger and co-work&?$° in
position for the Monte Carlo simulations and recalculated thegecent calculations of the order-disorder phase transitions,
SGPM interactions. The new interactions are, in fact, verySRO parameters, and ground-state structures in this system.
close to those at the equiatomic composition. In the Montdn all these studies the Hamiltonian has been generated by a
Carlo simulations we have included the 17 strongest interaonapping of the enthalpies of formation of structures taken
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FIG. 9. SGPM pair interactions in GHsAUq 25

from the whole concentration range, which have been re-
laxed both in terms of volume and atomic positions. The
effective interactions that resBif® from this procedure show
substantial 3- and 4-site cluster interactions which leave the
convergence of the corresponding expansion somewhat in 0 : -

doubt. Since both Cu and Au have only omelectron par- 26 2.7 28 2.9
ticipating in the bonding3d- and 5 shells being almost () Sws (.U
filled), it is difficult to imagine where the strong noncentral . .
force)s signaled by the 3-g and 4-site interactic?ns may have F'C: 10. (Color oniing Concentration( and volume(b) de-
their physicalorigin. pendence of nearest-neighbor SGPM interaction in CuAu. Concen-

; . . . . tration dependence calculated at fixed Wigner-Seitz radius of
. Th‘.e SGPM ylelds. quite a different plcture. of th(—.? mterac'Z.B a.u., while the volume dependence is determined for equiatomic
tions in Cu—Au. In Fig. 9 we show the effective pair SGPM

. . = alloy composition. The range of equilibrium Wigner-Seitz radii in
interactions calculated for a @%UO-ZE’ alloy, and ,'t IS cuAu alloys is indicated by vertical broken lines.
clearly seen that the nearest-neighbor term dominates all
other terms. Furthermore, the multisite interactions are very=g, ,(1x0)]-E; [=E p4100] of the L1,-based long-
2

small, the .Iargest being —0.31 mRy for thg triangle of theperiod superstructured.PSm) as shown in Fig. 11, which
nearest neighbors and 0.14 mRy for the triangle formed bY,re of the order of meV. The LPS possess a superstructure
two nearest-neighbor sites and a site at the third coordinatioa iy given by 2/a(1x0), wherex is determined by the

shell. All other 3- and 4-site interactions are smaller by ong,, 4 iation lengtm asx=1/2m. (A thorough description of
order of ma_gnltude or more. _ such structures may be found in Ref) IL.is also interesting
To explain how the structure inverse method can lead tq, \\qtice that FP-LAPW results taken from Ref. 60 and the

substantiall 3- and 4-site interactions, we show in Fig. 10 th?(KR-ASA(+M) results are in perfect agreement. The latter
copcentratm.n . and \(olume dependence of the neare Eésult is also very important, since the accuracy of the GPM
neighbor pair interaction. For a fixed volume one notes tha

the concentration dependence\gfis very weak and linear. 5 : : : :

w I

However, the dependence on volume is extremely strong, O////f”"’r’f"f‘
and one can clearly see that it originates from the screened %‘ 4| Y S DO,
Coulomb interactions due to a drastic change in the effective g LPS3 ~

charge transfer with the volume. In the figure we have fur- = gl LPS4 | V4 DO, |
_ther indicated the range_of the equilibrium Wign_er-Seitz radii '-'IJ n Q

in the whole concentration range for CuAu. It is now clear % 5| LPS55 o  OGPM interactions

that if the structure inverse method is used for the whole £ LPS6 @ B B KKR-ASA(+M)
concentration range with the relaxed structures, the strong "'I',' 6? ¢ OFP-LAPW

volume dependence of the effective pair interactions will = 1| |
have to be represented by higher-order concentration- and 4 J/

volume-independent interactions. 03 o1 02 0.3 0.2 0.5

The present SGPM pair interactions reproduce quite well
the ordering energy of L1,-CuAu  (Sys=2.8 a.u):
—7.05 mRy, which should be compared with the value from  giG. 11. (Color onling The energies of LP®) in CusAu, as a
direct total energy calculations of —6.52 mRy, the total en-unction of the superstructure vectdr=2m/a(1x0) (x=1/2m,
ergy of a random CyisAUg ,5 alloy having been obtained by wherem is the modulation length relative to the energy of thel,
the LSGF method®?” Although the SGPM interactions structure (k=0). The results of direct calculations: KKR-ASA
slightly overestimate the ordering energy of the L12 ptfise, +M) are from this work, FP-LAPW from Ref. 60. D@and DOy
they reproduce very accurately the relative enerdigss,, correspond to the LPS1 and LPS2, respectively.

[1x0] direction (2n/a)
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0.3 w . scattering intensity, which can be related to the Fourier trans-
> form of the SRO parameters. We observe no such splitting

0z | | which was, in fact, seen in the MC simulations of Wolverton
@® et al® 70 The latter authors ascribed the effect to entropy,

which may induce a certain type of long-range SRO excita-
tions due to specifically shallow energy landscape near the

minimum in the reciprocal space. In other words, the neces-
@ Q sary condition for a temperature-dependent shift is the exis-

0.1

. QB -

0 > BQ? 9 B tence of a quite shallow minimum in the ordering energy of
the LPS,E, psy, close to theX point atx=0 (m=<) which
-0.1 (O~(xale.(this work) T=T,+50 (780)K corresponds to thel, structure.
é [>Calc.(Ref.65) T=T_+100 (650)K Such a shallow minimum is indeed found in the mixed-
o ‘ - IMExp.(Ref. 68) T=T +40 (703)K space cluster-expansion representation of th&(x)
' 110 200 211 220 310 222 321 400 330 411 :ELps(lxo)—Ele as seen, for instance, in Fig. 6 in Ref. 65.

) ~ This is in contrast to the present results shown in Fig. 11,
FIG. 12. (Color onling The Warren-Cowley _S_.RO parameters in \yhere the energE(x) increases steeply near tepoint. It
Clo.75AUg 25 above order-disorder phase transition. is not clear why the difference between the SGPM and

interactions is provided by the accuracy of the underlyingMSCE-SIM results close to th& point arises. However,
first-principles method, and in this case apparently none ofince the SGPM accurately reproduces the ordering energies
the approximations used in the KKR-A$AM) calculations of the LPS obtained by direct calculation in the KKR
has a significant impact on the final accuracy. -ASA(+M), and as these in turn agree well with the direct
Using the SGPM interactions in a Monte Carlo simulationFP-LAPW calculations of Ref. 65, we believe that the physi-
of a Cu, 75AUg -5 alloy, we find the order-disorder transition cal origin of this interesting effect is at present still an unre-
temperaturel, to be 740 K. Once again we have added thesolved issue.
local relaxation term given by the effective tetrahedron
model (ETM) 2 As expected for an alloy with a large size ;| 5NG-PERIOD SUPERSTRUCTURES IN Cu o 7PGp 26
mismatch, the effect of local relaxations on the transition
temperature is significant. If we exclude the relaxation term In the Cu-Au system the number of terms in a Hamil-
we find Ty to be at 1275 K. Although our transition tempera- tonian at a fixed volume and concentration is rather small
ture is slightly higher than the experimental value, we haveand all the terms are short-ranged. In this section we shall
included no term in the Hamiltonian to describe lattice vibra-consider the system of Cu-rich CuPd alloys that show ex-
tions. According to Ref. 60 such a term may lowky by  actly the opposite behavior. This system is well-known for
approximately 100 K. the formation of long-period superstructufebased on the
There is one further point connected with the strong local 1, ordered phase and for the related strong concentration
relaxations and the approximation used for the exchangedependence of the splitting at tiepoint in the diffuse scat-
correlation energy. As is well-known, there is no single ap-tering measurements on the disordered alfdylany of the
proximation that works well for both of the two componentsinteresting features in the thermodynamics of this system,
of CuAu?83267The GGA works well for the ground-state including the two mentioned above, have been explained
lattice parameter of thed3metals but less well for thedc  successfully on the basis of Fermi surface nesting
metals, while the LDA does the opposite. As a result, theargumentg*7> A strong and composition-dependent nesting
calculated relaxation energy of the CuAu alloy depends orof the Fermi surface has long been predicted and has recently
the functional, the values being -51, —42, and —38 meV foibeen confirmed in positron annihilation studiés.
LDA, LAG, and GGA, respectively. This effect is to some  The Fermi surface nesting leads to an increase in the elec-
extent compensated by the volume dependence of thigonic susceptibility at the nesting vector, which in t8@
strength of the effective interactions, which shows the reformalism manifests itself as a peak in the Fourier transform
verse trend being strongest for the GGA. However, such anf the pairwise interactions in the XW line of the Brillouin
uncontrolled compensation is hardly desirable. zone’8 In a real-space theory such as the GPM, this is ex-
In Fig. 12 we compare the SRO parameters inpected to lead to a long-range oscillatory form for the pair-
Cuy 75AUg 5 as calculated by Monte Carlo simulations basedwise interactions in the direction of the nesting vector. That
on our SGPM interactions with the experimental values ob+this is indeed the case is shown in Fig. 13, where we have
tained by Butleret al®® at about 40 K above the order- plotted the SGPM interactions in the direction of the nesting
disorder transition temperature. Also shown are the results ofector[110] as well as alondg100]. The former clearly ex-
Wolverton et al%® calculated by the Monte Carlo technique hibit oscillatory behavior and are longer ranged than the lat-
but with a MSCE Hamiltonian obtained using the SIM. Theter. Note that, although the interactions in the tail are very
agreement with experiment is rather go@aithough we find small in magnitude, they must be included in the Hamil-
reasonable but worse agreement at the othetonian in order to reproduce the concentration dependence of
stoichiometrie®). the X-point splitting by Monte Carlo simulations.
This encouraged us to search for the experimentally ob- The complex behavior of the concentration-dependent in-
served temperature-dependqpoint splitting in the diffuse teractions is expected to cause problems in the construction
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the energy of the_1, structure. Total energy calculations are done

. . . by the KKR-ASA(+M) method.
FIG. 13.(Color onling Pair interactions for Cy,5Pd (top pane)

and Cy sPd (lower panel shown in thg100] and[110] directions,

the latter being the direction of the nesting vector. first 32 3-site interactions to the energies of LR833) and

LPS4n(m=4). At the starting point in the figure we plot the
L , ) ) results of the summation of pair interactions alone. The fol-
of the concentration-independent interactions used in thf'owing point, 111, is the result of adding the contribution to
SIM. Indeed, to the best of our knowledge, no SIM-basedyq ordering energy from interactions of the triangle of near-
calculation has reproduced the concentration dependence gf; neighbors. As one may see, these interactions do not con-

the X-point splitting or the concentration dependence of theyjp e at all to the LPS energy in spite of the fact that they
LPS stability. However, the simulations by leial.”” exhibit  _q the largest of the 3-site interactions.

a rather good agreement with the experimentally observed s clear that, although there are many 3-site interactions
real-space SRO parameters in the first several coordinationich are unimportant and may be omitted in the Hamil-
shells for a wide range of compositions. On the other handyian those that should be included are quite long-ranged
as we have seen in the case of the fcc CuZn system, thesgj |arge in number. This causes problems both for the SIM
SRO parameters are likely to be dominated by the effective,,q 1o "the Monte Carlo simulations. In fact, the latter are
mterac'uorys in th(_a first few sheIIs_, which presumably aregio\wed down considerably not only by the large number of
easier to include in a SIM calculation than the long-rangeds gjte interactions in the Hamiltonian but also by the large
and complex concentration-dependent interactions that dete&'egeneracy of each of these interactions. For instance, the
mine the concentration dependence of Xapoint splitting. 3 _gjte interactions labeled by 134, 137, and 337 have a de-
So far we have only discussed effective pair interaCtionﬁeneracy of 144. In Table | we show some of the most im-
which, however, do not provide the complete physical pic-ant 3-site interactions among those calculated. Although
ture in this system. Consider, for instance, E8), which jt is in general quite difficult to predict which multisite inter-
shows that wher; is large in the direction of the nesting 4ction will be important, we have found that the following
vector, multisite interactions that involve vectors in the nESt'simpIe rule usually works: The strongest multisite interac-
ing direction one or more times may be important even for
quite large distances between the sites. The dramatic effec*
of this mechanism is clearly seen in Fig. 14, where we show
the energies of the LPSs at the stoichiometric 75% Cu com-
position. For this illustration, the SGPM Hamiltonian in- -
cluded 140 pair interactions, 44 3-site interactions, and ag
number of 4-site interactions. It is clear that without the mul-
tisite interactions one does not obtain a quantitative descrip- .

O 0
LPS4 DDDA AAAAAAAA

T

tion of the LPS energetics in the CuPd system. Further, thEuf = [;DDE“:' AAMAA i |

fact that the minimum energy appears slightly shifted and - AAAA

becomes shallower with the inclusion of multisite interac- ™ AM

tions may be important in the determination of a quantita- Ae L

tively correct description of the diffuse scattering, where —9°::,@9&’9,%833;&?,3&5’,33%&38388%%BB'.:EBBR'@:
T

theory and experiment still show a discrepafity.

The problem in the calculation of the LPS energetics is
not simply the effect of some large three-site interactions, but F|G. 15. (Color online The relative energies of the LPS3 and
is due to the large number of small yet finite 3-site interac4 PS4 in CyPd as a function of the included 3-site interactions. The
tions that must be included in the Hamiltonian. This is illus-final point marks the final energy found by including all calculated
trated in Fig. 15, where we show the contribution from the(44) 3-site interactions.
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TABLE |. Three-site interactions in GQy4”d, o5 in concentration variables an@hRy). The number of
equivalent clusters is given in square brackets.

111[24]  112[36] 113[72] 133[72] 333[24] 134[144] 22436]
0.727 -0.288 -0.091 0.065 0.051 -0.051 -0.065

125[72]  136[72]  137[144  1.4.10[36]  1.10.17[36]  4.4.17[36]  1.17.30[24]
-0.078 -0.088 0.036 -0.041 -0.053 -0.035 -0.032

tions are for those clusters which include the sides for whictwith spin down, Cé, which have the same concentration in
pair interactions have relatively high values compared to thé¢he alloy and are distributed randomly relative to each other

others. on the underlying lattice, whereby the average magnetic mo-
ment in the crystal will be zero. It follows that a binary
VIIl. EEFECTIVE INTERACTIONS AND ORDERING CoPt,_, alloy above the Curie tﬁmperature can be consid-
TRANSITIONS IN PTCO ered a three-component system:/@@a.,,Pt _, with a con-

figurationally uncorrelateddistribution of Co and Ca.

It is a major advantage of the GPM that it may be used in  The pair interactions in such a ternary system will involve
cases where the magnetic degrees of freedom are nontrivighe exchange of a Catom with a Pt atom in the presence of
An instructive example of this is the Pt—Co system in whichanother CH atom, and can be defined®as
the Curie temperature drops monotonically from 1400 K in

pure Co to zero in pure P2 As a result, the Curie tem- V(R)yy = V(R)cocor

peratures of 700 and 350 K for random PtCo angCBtal-

loys, respectively, appear to be below the order-disorder tran- =vcoco(R) +vpp(R) = veopdR) ~ vpico(R),
sition temperatures which are 1100 and 1000 K Edr, 7

-PtCo and_1,-PtCo, respectively. The disappearance of the

global moment at the Curie temperature is due thsarder-  wherevag(R) is the interatomic potential betweeénand B

ing of the direction of the local Co moments which, in fact, atoms. However, since the spatial correlations of the purely
remain finite also above the Curie temperature. We thereformagnetic configurations above the Curie temperature are
have a system in which the description by configurationakmall, we can reduce the problem to the case of a binary
thermodynamics of the paramagnetic state between the Curigloy by taking the average over effective interactiofiR),,
temperature and the order-disorder transtion temperatugith different orientation of Co spins. Including now the

must include nontrivial magnetic degrees of freedom. symmetry of the spin up and spin down states, the effective
In the most general case, this poses an extremely difficulbair interactions are

problem as one must consider not only the separate chemical
and magnetic degrees of freedosse Refs. 81-83 and ref- V(R) = %[VTT(R) +V; (R, (18
erences therejn but also the interplay between them. For

instance, the local magnetic moment may depend in & cOMyhereV/(R),; andV(R),, are the Pt-Co effective interactions
plicated manner on the chemical environment, and in such ghich involve pairs of Co atoms with ferromagnetic and
case a Hamiltonian consisting of independent Ising andniiterromagnetic spin alignment, respectively. Multisite in-
Heisenberg terms describing the chemical and magnetic dgaractions may be obtained in a similar way but will not be
gree of freedom, respectively, will not be sufficient. Of given here.

course, it is possible in many cases to find simplified semi- |+ would clearly be a problem to derive effective interac-
empirical models similar to that proposed in Ref. 84 for thetions for the PtCo system by the SIM as the basis of input
calculation of the PtCo phase diagram, but the chemical angy,ctures must be generalized to include also magnetic
magnetic interactions in this type of Hamiltonian are difficult gty ctures. However, increasing the degrees of freedom pre-
to identify and relate to first principles calculations. How- sents no problem for a perturbative method such as the GPM,
ever, as we will show below, a full first-principles treatment anq the coherent potential approximation is a natural tool for
can in fact be provided for this system. _ calculating the electronic structure of the DLM state. In the

The point is that if one is interested only in the “chemi- hotations introduced in Sec. Il we have for the one-electron
cal” ordering between Pt and Co atoms above the Curie tenlart of the SGPM interaction

perature, a much simpler approach can be used. This ap-

proach is based on the assumptions that the magnetic Er

moments on Co atoms do not depend on their local chemical 1

environment, i.e., on the number of the nearest-neighbor P xyPM(R) = . Im f Tr(tGet'Gor + t"Grt"Gr ~ UTrt"Tr
atoms, and that they are in the disordered state. Such a state

is quite well described by the disordered local moment - tPGrt"G ), (19
(DLM) model, which assumes the existence on average of

two types of Co atoms, one with spin up, ‘Cand the other wheret*=tC7,
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FIG. 16. Magnetic moment of Co atoms in a 384-atom supercell _ ) _ _ _
representing random §4Cq), ,Ca} s alloy which have equal num- FIG. 17. (Color onling Pair SGPM interactions in Gt 25
ber of Cd and Co atoms as a function of number of Pt atoms in the obtained in the DLM, ferromagneti&M), and nonmagnetic calcu-
first coordination shell. lations (PM).

The screened Coulomb interaction4,(R), do not de- tions, which means that ferromagnetism suppresses ordering.
pend on the direction of the spin and thus are the same foht the same timeV(R,), involving Co atoms with antifer-
V(R);; andV(R),. Moreover, it is natural to assume that the romagnetic alignment of the spins is substantially stronger
screening is independent of the magnetic state, an assumiiran all other interactions. This is a natural effect in an alloy
tion which we have confirmed by supercell calculations.with pronounced ferromagnetic behavior, since the separa-
Hence, the actual screened Coulomb interactions used weti®n of two Co atoms with ferromagnetic spin alignment is
those obtained in a ferromagnetic RLCq, »5 alloy. energetically favorable relative to the separation of two Co

To test our assumptions regarding the screening in PtCatoms with antiferromagnetic spin alignment.
and the influence of the local environment on the magnetic The results of MC simulations for §4:C0g 55 With the
state of the Co atoms, we have performed LSGF calculationthree sets of interactions including the local lattice relaxation
for a 384-atom supercell of a DLM Gg.Ca} Pk alloy  interactions determined in the ETM are shown in Table II. It
having an exact relative random distribution of Pt,/Cand is seen that the DLM interactions reproduce the experimental
Col atoms in the first three coordination shelis coordina-  order disorder transition temperature to within 10 K while
tion shells four to eight the SRO parameters were of theéhe nonmagnetic and the ferromagnetic interactions produce
order of 0.0}, and an exact relative random distribution of transition temperatures which are 200 and 400 K lower, re-
Col and Ca atoms in the first two coordination shells. As a spectively. Note that the latter is only 200 K above the Curie
first result we find that the value of the on-site screeningiemperature at this composition. The success of our averaged
constant in the supercell DLM calculations is very close toDLM interactions indicates that the neglect of magnetic cor-
that of a ferromagnetic alloy indicating that the screening inrelations assumed in this model is indeed reasonable. This
this alloy system is quite insensitive to the magnetic state. should not be surprising since the order-disorder transition

Second, we find that the value of the magnetic moment ofakes place 600 K above the Curie temperature. We conclude
the Co atoms ranges from 1.10 to 1L.85depending on the that, although a correct treatment of the magnetic state ap-
average magnetic moment in the first coordination shell. Irpears essential to construct a quantitatively accurate Hamil-
fact, the value increases if the average moment in the firdbnian for use in the alloy thermodynamics, magnetic corre-
coordination is ferromagnetically aligned and decreases otHations themselves are unimportant.
erwise. Finally, we find, as assumed above, that the magnetic
moment of the C(_) atoms depends very little on thg nu_mber IX. MAGNETIC EXCHANGE INTERACTION
of j[he nearest neighbor Pt atoms as may bg seen in Fig. 1.6. PARAMETERS FROM THE GPM
This means that the decoupling of the chemical and magnetic
interactions above the Curie temperature is indeed a reason- The most widely used perturbation technique for obtain-
able approximation. ing exchange interaction parameters for a Heisenberg Hamil-

In Fig. 17 we show the calculated SGPM interactions fortonian is the Liechtenstien-Katsnelson-Gubanov method
the P} ,£Cqy o5 alloy in three different magnetic states: Fer- (LKGM),2887which is based on the so-called magnetic force
romagnetic, nonmagnetic, and DLM. It is seen that the avertheorem. This theorem is applied to the system in ferromag-
age DLM interactions at the first coordination shell are very
close to those of the nonmagnetic state. At more distant co- TABLE II. Order-disorder transition temperatures indGePt 7s
ordinations shells they deviate somewhat, however, and thigith interactions calculated from different reference states.
turns out to be important in the description of the order
disorder transition. It is further seen that the nearest-neighbolonmagnetic DLM(average Ferromagnetic ~ Experiment
interactions in the ferromagnetic alloy and(R,);; are 800 K 1030 K 600 K 1040 K
weaker than the average DLM and paramagnetic interac
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TABLE lll. First several exchange parameters by the GPM and LKGM for bcc Fe at the lattice spacing
2.88 A in meV. Electronic temperature in parenthesis.

GPM LKGM

Shell GGa(0 K) LDA (0 K) LDA (1000 K) GGA (0 K) LDA (0 K) LDA (0 K)?2
111 27.27 25.49 23.83 10.62 12.67 19.48
200 1.77 1.13 1.09 12.74 8.72 11.09
220 111 1.05 0.92 -0.31 -0.02 -0.21
311 0.40 0.27 0.20 -2.22 -1.60 -1.71
222 -2.56 -2.31 -2.11 -0.49 -0.74 -1.94
400 -0.33 -0.36 -0.38 0.22 0.27 0.84
331 -0.28 -0.32 -0.28 -0.39 -0.12 0.01
420 -0.01 -0.04 -0.03 0.14 0.11 0.20
422 -0.44 -0.42 -0.36 -0.02 -0.25 -0.44
333 1.18 1.24 112 2.66 1.93 2.54
511 -0.02 -0.01 -0.01 0.39 0.21

aReference 98, lattice spacing: 2.87 A.

netic state, and exchange interactions are determined from a The interaction parameters may, of course, be determined
small-angle reorientation of two spins on different sites. Asby the structure inverse method generalized to magnetically
we will see below, this particular limit may induce some ordered systemésee, for instance, Refs. 89992However,
specific restrictions on the exchange interactions if they exthe problems arising here are similar to those found in the
hibit a pronounced angle dependence, so their applicatiompplication of the SIM in alloy calculations. Therefore, the
for instance, to calculations of the Curie temperature mayurpose of this section is to demonstrate that the GPM is an
lead to inaccurate results. accurate and powerful alternative to such methods in this

It turns out that the opposite limit, which is a large-anglecase, too.
spin excitation, needed for a correct representation of the
paramagnetic state, can be given by the GPM interactions
obtained for the DLM state. This is true, at least, for a ) )
“Heisenberg system” where the dependence of the value of In the following we apply the LKGM and GPM in calcu-
the magnetic moment on the configuration is small and théations of the Curie temperature for bcc Fe. This is a well-
exchange interactions themselves do not depend on the uftudied system and it has been subjected to numerous first-
derlying magnetic configuration, so collinear magnetic conPrinciples calculations(see, for instance, Refs. 89 and)93
figurations should be described by the same exchange p#om the work by Youet al* to the most recent calculations
rameters as noncollinear configurations. Therefore, th®y Bruno® Here, we mention the calculations based on the
problem of finding the magnetic interactions in a pure metaPLM state by Stauntoret al,®®*” which demonstrated that
is reduced to the problem of calculating the ordinary effecPcc Fe can be considered a Heisenberg system, and the cal-
tive interactions in the corresponding DLM alloy of “spin- culations by Oguchet al®® also based on the DLM, which
up” and “spin_down” atoms. In this case, the GPM yie'dsgave .a. Curie temperature of 2700 K that is far above the
effective interactions which are S|mp(y|p to some coeffi- eXperImental Value Of 1040 K. Since the GPM is fOI‘mally
cient depending on the form of the Hamiltonjahe Heisen-  edquivalent to the method used by Oguetial, it will be
berg exchange interaction parameters_ interesting to see how the GPM works in this case.

One can expect the GPM to be quite accurate in obtaining N Table Il we present six sets of pair exchange interac-
exchange interactions. In fact, the main approximation in thdion parametersj; for bcc Fe obtained by the GPM and the
GPM is the CPA which, however, usually works very well LKGM as defined by the Heisenberg Hamiltonian
for the DLM state. Furthermore, there is no problem with the

H:_ZJije,eJ', (20)
ij

A. Curie temperature in bcc Fe

screening since the spin-up and spin-down atoms are chemi-
cally equivalent, which means that there is no charge transfer
effect upon a change of the direction of the spin. It shouldwhereg, is a unit vector in the direction of the local magnetic
also be noted that the application of the GPM to the DLMmoment at sitd. All calculations used a lattice spacing of
alloy is equivalent to the method by Oguchi, Terakura, and2.88 A close to the experimental value at 1000 K except
Hamada(OTH),%8 in which the exchange parameters are ob-those of Ref. 98, which used the room temperature value. We
tained as the interaction energy between two magnetic maiote that the effect of the exchange-correlation approxima-
ments in the DLM paramagnetic medium, the only differencetion is rather small and, in fact, much smaller than the dif-
being the use of the fully renormalized form for the ex-ference between the GPM and LKGM exchange parameters,
change parameters by OTH. which is clearly a qualitative difference.
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TABLE V. Curie temperature in bcc Fe obtained with different and those obtained by Pajéaal®® We shall now clarify the

sets of the pair exchange interaction parameters. origin of this difference by showing what is required to re-
produce the exchange parameters by Pajdal °
LKGM LKGM GPM GPM First we note that the calculations by Pajeiaal. have

El. temperature (GGA) ((LDA) ((GGA) ((LDA) Experiment been performed at the room temperature lattice spacing,
which we assume to be 2.87 A. However, this is not the
0K 560K 640K 1330K 1180 K cause of the difference since our LKGM exchange parameter
1000 K 700K 740K 1260 K 1090 K 1040 K  at the first coordination shell calculated at this lattice spacing
is only 0.64 meV higher than the value in Table Ill. We then
) ) ) decreased the accuracy of the electronic structure calcula-
The results in the third column.of Table III_ mpludeg an tions used to obtain the LKGM exchange parameters by in-
bution in the self-consistent electronic-structure andysed the LMTO parametrization of the potential function, not
exchange-parameter calculations. It is seen from the LDAhe exact KKR one, and instead of apdfbasis we used an
data in the table that an increase in the electronic temperatugghd basis. Finally, we turned off the relativistic effects. We
lowers the exchange interactions, which subsequently wilfind the LKGM exchange parameters obtained in this way in
lead to a lower Curie temperature. In our LKGM calcula-the first four shells to be 18.61, 10.10, -0.06, and
tions, not shown in the table, the effect is opposite, i.e., an-1.73[meV], respectively, which within a few percent re-
increase in the electronic temperature increases the exchangeduces the values shown in the last column of Table Il
parameters in the first coordination shell, leading to a higher Thus, the LKGM exchange parameters obtained by Pajda
Curie temperature. et al®® are based on one in appropriate approximation, ne-
In Table IV we show the Curie temperatures obtained byglect of relativistic effects, and more approximate eIectronig:
Monte Carlo simulations using a Heisenberg Hamiltofflan Structure calculations. The successful calculation of the Curie
with different sets of pair exchange interaction parametersemperature in bec Fe by Pajea al®® and subsequently by
and two electronic temperatures of 0 and 1000 K. It is seerund” is fortuitous. With the present LKGM exchange pa-
that the GPM-LDA exchange parameters yield Curie temameters the latter aqthor vyould have found.a Curie tempera-
perature closest to the experimental value, overestimating [Hr€ Of about 850 K 'UC%J%T%OtShe renormalization due to a
by only 50 K, while the GPM-GGA calculations overesti- ransverse magnetic fietd:

mate it by 220 K. It is interesting to note that the effect of the One of the advantage; of the GPM method is that it al-
lows one to determine high-order terms of the Heisenberg

exchange-correlation approximation on the Curie tempera-, " ~. """~ ;

ture is opposite in sign and much smaller in the LKGMaI4_am|Iton|an stra|gh'tforward_ly. I_t turns out that such terms
give quite substantial contribution to the Curie temperature

of the bcc Fe, the strongest interactions of which we have

if the electronic temperature in the GPM calculations is Iow-]c d to be( the biquadrati h -2
ered to 0 K the Curie temperature increases by approxi-Oun to be(l) the biquadratic exc za}g)ge paramete]fﬁ,

mately 100 K in the subsequent Monte Carlo simulationsWhich enter the Hamiltonian aS_ETJJi(' (ggy)? for the first
while the same lowering of the electronic temperature hadwo coordination shells and which are ~0.56 and 0.19 meV,
the opposite effect on the LKGM exchange parameters antespectively, andi) the 4-site exchange paramete;lfr”)(
Curie temperature. which enters the Hamiltonian as —E@dJi(j‘l‘l)([(qej)(eke,)

The results in Table IV show that the GPM works quite +(gg)(eje)+(e)(ee)] (Ref. 104 for the tetrahedron con-
well for the exchange parameters and the Curie temperatursisting of four nearest-neighbor sides and two next-nearest-
while our LKGM pair exchange parameters yield Curie tem-neighbor sides and which is —0.73 méMDA, T=1000 K).
peratures that are too low. This apparent failure of the=rom the sign convention it is clear that these exchange pa-
LKGM is quite unexpected, since most of the previousrameters should reduce the stability of the ferromagnetic
LKGM calculations of the Curie temperature in bcc Fe are instate, and indeed the Curie temperature drops by approxi-
good agreement with the experimental data. To the best ahately 50 K when they are included in the Heisenberg MC
our knowledge there is only one exception: The calculationsimulations. This brings the theoretical GPM-LDA result into
by Antropov et al,1% who, using LKGM exchange param- perfect agreement with the experimental data while the
eters in spin-dynamics simulations, found the ferromagnetiGPM-GGA result is still off by 150 K, i.e., 15% off the
transition in bcc Fe to be about 600 K. Furthermore, in aexperimental value.
recent study based on the LKGM exchange parameters ob- Since higher order terms have been found to be important
tained by Pajdat al®® and the random phase approximation, in the calculation of the Curie temperature of fcc Fe within
Bruno® found the Curie temperature to be 950 K, whichthe GPM, there is a strong possibility that such terms are also
upon a renormalization due to a transverse magnetic fielinportant in the LKGM. This, together with renormalization
increased to 1057 K, in perfect agreement with experimentof the LKGM interaction$>1%! could increase the Curie

Obviously, a discrepancy of the order of 300 K in the temperature in the case of the LKGM; however, the investi-
Curie temperature obtained by what should be the exadjation of this point is beyond the scope of the present paper.
same LKGM approach needs an explanation. From a com- S
parison of the two last columns in Table Il it is immediately B. Spin spirals in bce Fe
clear that the discrepancy is caused by the quite substantial As has been mentioned at the beginning of this section,
difference between the present LKGM exchange parametetbe LKGM exchange interactions, being determined from a
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40 — T T T T T from the GPM exchange interaction parameters.

It is also clear thatl(q) obtained from the LKGM ex-
change interaction parameters very well reproduce the en-
ergy of spin spirals in the long-wave limigsmall q), and for
#—0. One can clearly see the appearance of the nonmono-
tonic behavior of spin spirals in the case of the LKGM,
which some associate with Kohn-type anomalies. That is, we
indeed have the case where both the GPM and LKGM inter-
actions work quite well, but each one in its own well-defined
limit. Taking into consideration the fact that the paramag-
netic state corresponds to the large-angle limit, it is quite
natural to expect good GPM results for the Curie temperature
in bece Fe.

Energy (normalized) of spin-spirals (mRy)

X. SUMMARY

We have demonstrated that the generalized perturbation
method (GPM), introduced into alloy theory more than a

FIG. 18. (Color onling The energy of spin spirals in bcc Fe in quarter of a century ago, can provide both a quantitatively
theT'-H direction of the Brillouin zone obtained in the direct KKR- accurate as well as physically transparent framework for the

ASA spin-spiral calculations for three different azimuthal éland  investigation of problems in alloy systems. Further, we have
from pair GPM and LKGM exchange parameters. shown that the theory allows an easy extension to cases

where magnetic degrees of freedom are important. Indeed, as
low-angle spin perturbation, may easily fail in the calcula-a limiting case of this we have calculated the exchange pa-
tions of the Curie temperature, which is most probably therameters for Fe and found that they give a good description
case of bcc Fe. On the other hand, it has been notisee,  of this itinerant ferromagnet.
for instance, Ref. 92that the LKGM interactions in fact As regards the comparison with other alloy theories such
reproduce quite well the magnon spectrum, obtained in th@s the structure inverse meth¢@M), we wish to bring into
direct total energy calculations of low-angle spin spirals. Befocus the fact that the theories are to a large degoeeple-
sides, by definition it should also produce quite well thementary For example, in the GPM one can systematically
long-wave limit:°* In this view one can argue that the suc- search for the types and ranges of interactions that are im-
cess of the GPM exchange interaction parameters is accideportant, whereas in the SIM this fact must be guessed at or
tal, since it cannot be such that both methods are accuratgllowed to “emerge”(rather unreliably, as we have sgen
the interactions and the results for the Curie temperature afgom the fitting process. On the other hand, the accuracy of
quite different. the SIM is in principle limited only by the accuracy of the

To show that this is not the case we present in Fig. 18 thearticular DFT used, whereas the GPM relies on the essen-
calculated energies of spin spirals in bcc Fe done for thregally uncontrolled approximations of the CPA and ASA ge-
different azimuthal angles§=0.057, 0.1w, and 0.57r to-  ometry. However, the GPM is expected to be accurate for
gether with the Fourier transform of the pair GPM andlong-range interactions, and so the SIM could be used to
LKGM exchange interaction parameteffirst 50 and 160 confidently correct for errors in the earlier coordination
coordination shells have been used, respectjyé(y), inthe  shells. One can make the further point that the GPM will, by
I'-H direction of the bcc Brillouin zone. In the pair- its perturbative nature, always be more efficient in highly
interaction Heisenberg model the energy of a spin spiral iSnhomogeneous situations, or where the number of types of
given by J(g)sir? 6, and therefore to be able to compare all degrees of freedom is large, whereas it is only through the
the results we have normalized all the energies obtained i8IM that the contribution of, e.g., long-range elastic forces to
the direct calculations by 1/sir. the effective interactions may be determined.

It is seen that there is a substantial difference between the To conclude, we have shown that the GPM can, in many
energies of spin spirals for differed which can be due to cases, provide both a quantitatively accurate as well as physi-
(1) higher order interactions and/@) deviation of the mag- cally transparent effective interaction. However, our hope is
netic behavior of Fe from the Heisenberg modehich, of  not to establish the GPM as a stand-alone alternative to the
course, also includes higher order teyniche energy of spin  SIM, but rather to point out the complementary aspects of
spiral obtained ford=0.57 exhibits very smooth monotonic both theories, and perhaps encourage studies in which both
behavior, which is similar and close to thk¥q) obtained approaches may be fruitfully combined.

x (q=2m/a[x,0,0])
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