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The objective of this investigation is to evaluate the effect of weak magnetic fields on the defect structure of
a wide range of nonmagnetic crystals. The available experimental data are interpreted within the framework of
the phenomenological scheme of magnetic field-assisted defect reactions in solids within a concept of defect-
induced lattice magnetism. We elucidate the principal difference between the defect reactions in solids and
chemical reactions of radical pairs in liquids, emphasizing the role of the media in the spin-dependent effects.
The defect reactions may be induced by both pulsed magnetic fields and microwaves, as well as by a constant
magnetic field. A macroscopic manifestation of the quantum phenomenon is a long-time dramatic change in the
defect structure and some physical and chemical properties of crystalline materials. One can use the magnetic
field treatment for a control modification of the defect structure of crystals. We predict the effect oftemperature
windowsinside which magnetic fields can determine the defect structure.
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I. INTRODUCTION

A sufficient amount of experimental data have been ob-
tained that show weak magnetic fields can have an effect on
the defect structure and some physical properties of various
nonmagnetic crystals. Initially, a decay of impurity-defect
complexes1 and an increase of dislocation mobility2 were
discovered in the alkali-halogen crystals in magnetic fields of
,10 kOe. The magnetic field-induced phenomena were also
revealed in nonmagnetic metals,3 metal-oxide-semiconductor
structures,4 high-oxygen silicon crystals,5,6 semiconductor
A2B6 (Ref. 7) and A3B5 (Refs. 8–10) compounds, as well as
in the Sb-As solid solutions,11 ferroelectrics,12,13 YBaCuO
ceramics,14 and crystalline polymers.15,16 Most of the effects
were observed at room temperature.

Evaluation of the experimental data leads to a conclusion
that the magnetic field-induced structural changes in non-
magnetic solids represent a decay of defect complexes ac-
companied by a generation of mobile point defects partici-
pating in long-time processes, forming new defect structures.
In general, the structural changes considered asdefect reac-
tions in solidswith an activation energy of,1 eV, resulting
from the effect of magnetic fields characterized by a Zeeman
energy of,10−6 eV, which is much less than the thermal
energy at the temperature of the experiment. This phenom-
enon is puzzling and requires further study.

The effect of magnetic fields on defect reactions in solids
is similar to the effect of weak magnetic fields on the kinetics
of chemical reactions of radicals in liquids. It is well known
from spin chemistry17–20that a magnetic field is able to have
an effect on the probability of the reaction by acting on the
spins of unpaired electrons of the radicals composing aradi-
cal pair. The radical reactions in liquids are sensitive to an
external magnetic field when the lifetime of the radical pair
is longer than the lifetime of magnetic field-induced non-
equilibrium population of the energy levels relating to differ-
ent spin states of the pair, but shorter than a characteristic

time of spin-lattice relaxation that restores the equilibrium.
However, adapting the well-developed concept of magneto-
sensitive chemical reactions of the spin-correlated radical
pairs in liquid media to the magnetic field-induced defect
reactions in crystals is difficult.

The description of the magnetoplastic effect(the magnetic
field-induced increase of dislocation mobility) in the context
of the model21 of interaction of a dangling bond in the dis-
location core with a paramagnetic center being an obstacle
for a moving dislocation is not considered a plausible expla-
nation of the magnetic field-induced phenomena in nonmag-
netic solids, especially since there is an effect of magnetic
field on the mobility of dislocations introduced into the crys-
tal after the magnetic treatment.22 The assumption22 that the
magnetoplastic effect is caused by magnetic field-assisted
decay of defect complexes due to a change of the spin state
of the short-lived radical pairs, arisen as a result of the break-
ing of thermally elongated stressed chemical bonds in such
complexes, can be challenged. Indeed, the time of the change
of the spin level population in a magnetic fields10−9

−10−8 secd significantly exceeds a lifetime fluctuation
s,10−13 secd corresponding to such bond elongations that
are responsible for the Zeeman transitions. In addition, a di-
rect experiment23 has not detected an effect of magnetic field
on the breaking of mechanically stressed chemical bonds.

In spite of the attractiveness of the concept of magnetic-
spin effects in chemical reactions of radical pairs, developed
in spin chemistry theory, the validity of its use for an expla-
nation of the magnetic field-induced phenomena in crystals,
observed as the changes of the defect structure and mobility
of defects, is debatable. This investigation addresses the need
for a more universal understanding of the effects.

II. EXPERIMENT

The special features of the magnetic field-induced
changes of the defect structure of nonmagnetic crystals are

PHYSICAL REVIEW B 70, 104101(2004)

1098-0121/2004/70(10)/104101(8)/$22.50 ©2004 The American Physical Society70 104101-1



exemplified below by the effect of magnetic field-induced
diffusion instability of binary phases, detected recently in the
crystals of semiconductor A3B5 (Ref. 10) and solid solutions
in the Sb-As system.11

The Sb0.8As0.2 and InAs crystals with a large-block struc-
ture and mechanically polished surfaces were investigated.
The details of the sample preparation were described
earlier.10,11 Electron-probe microanalysis(EPMA) was used
to determine the chemical component distribution in the sur-
face layer of the samples before and after the magnetic field
treatment. The measurements were performed in aCam-Scan
S4 scanning electron microscope equipped with an energy-
dispersive x-ray analysis systemLink AN10/55S. The planar
distributions or the maps of components were determined in
the surface layer with a thickness,1 mm by measuring the
intensity of a characteristic x-ray radiation excited by an
electron beam scanning the sample surface. The red, green,
and yellow colors in the maps represent the areas occupied
mainly by the nonvolatile components(antimony in the
Sb0.8As0.2 samples and indium in the InAs samples), the
volatile componentsAsd and the relevant stoichiometric
compound(InAs or Sb0.8A0.2), respectively.

The pulsed magnetic fields(PMFs) generated by periodi-
cal discharging of a capacity bank through the low-
inductance solenoid coil were used for the magnetic treat-
ment of the samples. The magnetic treatment was performed
inside the coil by a series of 1500 single-polarity symmetri-
cal pulses of a triangular shape with duration of 4
310−4 sec, repetition rate of 50 Hz, and variable amplitude
of magnetic field. Both the treatment and the after-treatment
storage of the samples were carried out at room temperature.
The PMF-treated samples were stored together with the con-
trol samples not exposed to the PMF.

The effect manifests itself by the long-time(up to a thou-
sand hours atT=300 K) redistribution of the components in
the crystals resulting from a short-time(seconds) PMF treat-
ment. The effect is clearly demonstrated in the Fig. 1. One

can see that there is one and the same evolution of the defect
structure in the crystals of both types. The more dramatic
appearance of the effect in the Sb0.8As0.2 samples is associ-
ated with a higher initial content of defects in these crystals
in comparison with the InAs samples. The effect is charac-
terized by the two stages with an increase of content of the
nonvolatile component in the surface layer of the crystals at
the first stage and the reverse process of the decrease of the
content of the nonvolatile component at the second stage.
The effect is also characterized by a delay in appearance(a
latent stage) and results in a final increase of planar homo-
geneity of the crystals.

One can characterize the extent of planar inhomogeneity
of the crystal by a ratiod of the areas occupied by the non-
volatile component and by the stoichiometric compound in
the planar distribution of the components, for example, by
the ratiod=fIng / fInAsg in the case of InAs crystal. The time
dependences of the PMF-induced changes of the parameter
of inhomogeneitydstd in the InAs crystal for different mag-
nitudes of the magnetic field pulses are given in the Fig. 2.
The time dependences of the parameterdstd are characterized
by a latent stage(tens of hours), followed by a stage of
considerable increase of the nonvolatile component content
in the surface layer(up to hundreds of hours) and by a pro-
longed stage of restoring the component contents(up to
thousands of hours). The PMF-induced effect is character-
ized by the magnetic field thresholds,1 kOed and saturation
s.2 kOed. It should be noted that there are no changes in the
planar distribution of the components in the control samples.

The effect observed can be explained by the PMF-induced
decay of the defect complexes containing excess vacancies
of the volatile componentVAs with antistructural defects; for
example, with arsenic atoms in the indium sites AsIn in the
InAs lattice or in the SbAs sites in the case of the Sb-As
crystal. The decay of the defect complexes results in a for-
mation of mobile point defects, including theVAs sites. The
diffusion of the arsenic vacancies from the volume of the

FIG. 1. (Color online) Planar distribution of elements(by EPMA data) in the surface layer,1 mm of the InAs (top panel) and the
Sb0.8As0.2 crystals(bottom panel): (a) before PMF treatment;(b) – (e) 5, 10, 20, and 100 days after the PMF treatment(H0=3 kOe,t=4
310−5 sec,N=1500 pulses,f =50 Hz,T=300 K). Colors of the InAs(Sb0.8As0.2), In sSbd, and As phases are gray, black, and white(yellow,
red, and green in the color online version), respectively. The size of image is 5003500 mm.
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crystal toward the surface and the counterdiffusion of arsenic
atoms cause a surface depletion of the volatile component
that is observed as the surface is enriched with the nonvola-
tile component. The flow of the point defects disturbs the
thickness equilibrium of the component distribution, which
is restored by diffusion of the excess nonvolatile component
from the surface into the volume. The higher mobility of the
volatile component in comparison with the nonvolatile com-
ponent explains the nonmonotonic character of the effect and
the longer duration of the restoring stage. The prolonged
character of the observed phenomenon, as well as the exis-
tence of the latent stage, can be explained by slow diffusion
at room temperature. The diffusion character of the latent
stage is shortened by performing the experiment at a higher
temperature.

The long-time nonmonotonic character of magnetic field-
induced changes of crystal characteristics as well as the mag-
netic field threshold and saturation of the effect are inherent
for the most of experimentally observed PMF-induced ef-
fects resulting from a decay of defect complexes in solids.
The origin of the decay of defect complexes under the influ-
ence of the comparatively weak magnetic fields remains puz-
zling.

III. CONCEPTION OF DEFECT-INDUCED LATTICE
MAGNETISM

Any interpretation of the effect of magnetic field on defect
structure of a solid requires the answers to two questions:(1)
between which levels in the energy spectrum of the solid do
the transitions occur under the action of the magnetic field?
and(2) why do such transitions not happen in the absence of
the field? The magnetic field-assisted defect reactions are
observed at relatively high temperatures. That is why the
characteristic magnetic energy(of the order of the distance
between the levels) turns out to be much less in comparison
with the characteristic thermal energymBH!T. Here,mB is

the Bohr magneton,H is a magnetic field strength, andT is a
temperature in energy units. If the transitions between the
levels take place under the action of magnetic field, then in
the absence of the field, these transitions must be either for-
bidden in principle or highly improbable.

In the two-electron concept of spin chemistry, the mag-
netic field induces a transition between the twononcrossing
electron terms: the ground singlet level and the excited triplet
level with the energies ofEssrd andEtsrd, respectively, where
r is a distance between the electrons in the radical pair, de-
fined as the configuration coordinate[Fig. 3(a)]. In the ab-
sence of a magnetic field, the transition between the singlet
and triplet levels is strictly forbidden by spin. The condition
that uEssrd−Etsrdu<mBH, at which the magnetic field-
induced transitions between the terms are possible, is ful-
filled at larger values(of the order of several interatomic
distances) in an intervaldr. This interval determines the du-
ration of the radical pair in the reaction zone. The time in-
terval necessary for the reaction is easily achieved in the case
of a liquid-phase reaction, when the distances between the
radicals and their orientations with respect to each other may
be arbitrary, while the molecular mobility of the radicals is
lowered in the viscous liquid media.

Reactions between defects in crystals have a diffusion
character, and the motion of the atoms, which were consid-
ered as composing a radical pair, mainly(excluding a very
short time interval directly related to the diffusion jump) has
a character of small vibrations near their equilibrium posi-
tions. That is why the concept22 of a stressed valence bond as
a radical pair leads to an extremely small duration of stay of
such a pair in the reaction zone.

The description of defect reactions in crystals should take
into account the characteristic features of the quantum states
and the energy spectrum of elementary excitations of the
solid state. Generally speaking, this cannot be reduced to the
two-electron radical pair model. There must exist energy lev-
els in the spectrum of elementary excitations and the transi-
tion between which appears to be possible in external mag-
netic field. As it follows from general phenomenological
considerations,24 the change, due to an external magnetic
field dH, of the free energy density at a constant temperature
is equal todF=−MdH, whereM is a magnetization. There-
fore, one canassumethe magnetic field-induced transitions

FIG. 2. Time dependence of the inhomogeneity parameterdstd
of component distribution in the surface layer of the InAs crystal
after the PMF treatment. The samples are as follows: 1 is a control
sample; 2 – 5 are PMF samples treated atH0=1,2,3,and 5kOe,
respectively. Other treatment parameters are the same as defined in
Fig. 1.

FIG. 3. Energy dependencesEsrd of singlet (ground state) and
triplet (excited state) terms of two electrons of a radical pair as a
function of distancer between the radicals(a). Vibrational (bold
lines) and magnon(thin lines) structure of an adiabatic electron
term EsQd of the ground state of defect in solid state, shown sche-
matically depending only on the configuration coordinateQ (b).
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are associated with an existence of some magnetoactive
branch in the spectrum of elementary excitations, similar to
spin waves in ferromagnets and antiferromagnets.

The nontriviality of the observed magnetic field-induced
phenomena lies in the fact that these phenomena occur in
solids where theideal crystal structure excludes any mag-
netic ordering. However, it is a change of the solid state
defect structure that is the result of a magnetic field treat-
ment. Therefore, one can deduce that the magnetic order
arises in the distorted lattice due to the defects themselves.

In such anassumption, the magnetoactive branch in the
spectrum of elementary excitations is caused by the defect of
the point symmetry group that is related to one of the mag-
netic classes.24 The defect distorts the lattice, resulting in an
incomplete compensation oforbital currents inside the dis-
torted elementary cell. This results in the appearance of a
nonuniform field of a magnetization in the extended vicinity
of the defect. This region may be denoted as a “defect-
magnetized domain” (DMD). This kind of a defect-induced
piezomagnetism should not give rise to a macroscopic mag-
netization due to its self-averaging over all crystal equivalent
defect orientations.

The established concept of orbital magnetic ordering25–28

is the main element of this proposal. Currently, the concepts
of hiddenorbital antiferromagnetic ordering29 and orbital an-
tiferromagnetic fluctuations30 are widely used to explain the
unusual properties of the normal phase of cuprate supercon-
ductors, for example.

The quantum states relating to the magnetoactive elemen-
tary excitations under consideration have to be determined in
an extended space-limited vicinity of the defect. A vicinity
represents a peculiar type of a quantum dot in the case of a
point defect, or a quantum wire in the case of a line defect.
Owing to such a confinement, the spectrum corresponding to
the magnetoactive branch appears to be size quantized. The
size quantization levels should be associated with each vibra-
tional level of the adiabatic electron term, which depends on
atomic configuration of the defect, as is schematically shown
in Fig. 3(b).

For clarification, let us consider a decay reaction of the
defect complex(DC) into mobile parts with a more simple
structure that we call the reaction products(RP’s).

Such a reaction is carried out through diffusion displace-
ments of atoms in the crystal lattice and may be described by
trajectories in a configuration space, formed by linear com-
binations of coordinates of the atoms, essentially changing
their positions during the reaction.

Under the qualitative analysis of kinetics of the reaction,
it is common to restrict the evaluation to only one configu-
ration coordinateQ commonly called acoordinate of reac-
tion. The energy of the ground state of the electron system,
related to the chosen configuration space of the DC, as a
function ofQ, has minima at some valuesQm andQm

* corre-
sponding to the equilibrium configurations of the DC and
RP’s, respectively. The energy values corresponding to the
pointsQm andQm

* determine the thermal equilibrium concen-
trations of the DC and RP’s, respectively.

Let usassume(as well as in spin chemistry) the electron
states of the DC and RP’s correspond to the different values
of the total spin of the electron system under consideration.

The DC↔RP transitions may be caused either by the spin-
orbit interaction or by an external magnetic field. In the ab-
sence of a magnetic field, it is a weak spin-orbit interaction
that provides thechemical equilibriumbetween the DC and
RP’s. The external magnetic field may give rise to a shift of
the chemical equilibrium, changing the concentrations of DC
and RP’s, which appears as an increase of mobility of some
defects and as amacroscopicchange of the crystal defect
structure.Thus, the magnetic field changes the rates of the
reactions between the defects in a solid.

IV. MAGNON-ASSISTED REACTIONS

The ground state energy of the electron system corre-
sponding to a DC may be considered as the minimal eigen-

value of an effective HamiltonianĤisQd, describing the sys-
tem ofN electrons relating to the DC. When one can neglect

the weak spin-orbital interaction, the HamiltonianĤisQd
does not depend on spin operators, and its eigenfunctions can
be represented in the form of a product of orbitalui ;Ql and
spin uSil wave functions(here, Si is the total spin of the
electron system under consideration). The eigenfunctions of

another effective HamiltonianĤfsQd, which determines the
state of the RP’s, can be represented in a form similar to that
of a product of the relevant orbitaluf ;Ql and spinuSfl wave
functions. The total wave function in the form of a product of
the spin and orbital functions is antisymmetric with respect
to a permutation of any pair of electrons. Therefore, at a
given spin configuration(independent of the reaction coordi-
nate)uSll, wherel= i , f, the orbital function must have a per-
mutational symmetry corresponding to the given total spin.
One can use the factorized wave functions in the absence of
an external magnetic field since the lifetime of a DC is large
enough to consider the state of the DC(as well as the state of
the RP’s) as being stable. In the first approximation, the
states of the DC and RP’s may be considered independently
such that one can neglect the spin-orbital interaction that
results in infrequent transitions between the DC and RP’s
maintaining the chemical equilibrium in the defect crystal.

Ground state orbital wave functions of the DC or RP’s are

the eigenfunctions of the HamiltoniansĤlsQd, given by

ĤlsQdul;Ql = ElsQdul;Ql, s1d

depending on the reaction coordinate. The eigenvaluesElsQd
of these Hamiltonians corresponding to the electronic terms
for the relevant configurations of the DC and RP’s also de-
pend onQ. Taking into account the fact that the ground term
of the initial configurationEisQd has a minimum atQ=Qm,
then the ground term of the final configurationEfsQd
achieves its minimal value atQ=Qm

* ÞQm. It is possible to
conclude that there is a crossing of the ground terms related
to the DC and RP states at some coordinateQc between the
coordinatesQm and Qm

* . This means that the two electronic
terms of the ground state of either the DC or RP’s may relate
to one and the same valueQ. In the absence of an external
magnetic field, the concentration of the DC is much higher in
comparison with the concentration of the RP’s for the con-
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dition EisQmd,EfsQm
* d in thermal equilibrium.

Depending on the spin configuration corresponding to the
DC and RP’s, the following options are possible:

(1) The crossing of the terms takes place if the spin wave
functions of the DC and RP’s are orthogonal to each other
skSf uSil=0d and any transition between the electron terms of
the DC and RP’s turns out to be spin forbidden. WhenQ
ÞQc, the state(either the DC or RP’s) corresponding to the
term with the higher energy is metastable. If the transition
between the DC and RP’s is not spin forbidden, due to a
finite overlap of the orbital wave functionskQ; f u i ;QlÞ0,
then the transition from the metastable state into the ground
state would certainly be possible. The reverse transition
would also be possible. In this sense, both branches of the
configuration diagram, schematically presented in Fig. 4(a),
exist independently of one another.

(2) If kSf uSilÞ0, then the transitions between the ground
terms of the DC and RP’s are allowed and the degeneracy at
the point of crossing should be eliminated. This results in an
anticrossingof the terms; that is, in the appearance of the
Q-dependent ground and the first excited terms of the elec-
tron system. Neglecting the transitions between these terms,
one may consider that the electron system follows the atomic
displacements adiabatically. This leads to diffusion transi-
tions DC↔RP’s with activation energies determined by the
difference of the ground term energies corresponding to the
pointsQa andQm or Qm

* , as shown in Fig. 4(b).
Considering the influence of an external magnetic field on

the rate of the defect reactions in solids, one has to assume
the orthogonality of the spin configurations of the DC and
RP’s. This is because in the opposite case, the effect of the
external magnetic field on the diffusion transitions may be
ignored.

The reaction coordinateQ has the meaning of a transla-
tional mode in the configuration space. Thus, the energy
ElsQd may be defined as the potential energy of the oscillat-
ing atoms in the configuration of the DCsl= id or RP’s sl
= fd. The quantization of atomic vibrations leads to a vibra-
tional structure of the electron terms. At a finite temperature,
the population of the vibrational quantum states, character-
ized by the corresponding quantum numbersn, is determined
by a partition functionwnsTd. The spin wave functionuSll,
relating to the ground electron term, does not depend on the

vibrational degrees of freedom. Accounting for the condition
that kSf uSil=0, the transitions between any of the vibrational
states of the DC and RP’ssi ↔ fd should be strictly forbid-
den.

Such transitions become possible if there exist excited
statesuSi

*l in the spin subsystem of thei-configuration for
which the transitioni → f is not forbidden. In such a case, the
probability of the transition froman excited DC state of the
i-configuration (DC*) into any vibrational state of the
f-configuration can be estimated as

PfisTd = ukSfuSi
*lu2 o

n,n8

wnsTdukf ;n8un, * ; ilu2. s2d

Here,un, * ; il is an orbital wave function of the excited state
associated withnth vibrational level. The permutational sym-
metry of this function corresponds to the total spinS* . Equa-

tion (2) corresponds to the “instantaneous” changeĤi → Ĥf
of the Hamiltonian31 due to the DC*→RP transition. Thus,
the overlap integrals of the eigenfunctions, relating to the
different operators, are certainly nonzero:kf ;n8 un, * ; ilÞ0.

The spin wave function of theN electron system may be
represented as a two-row Young tableau.24 The total spin of
the system is then determined by the difference of the row
lengths. For simplicity, let us assume that the ground state of
the i-configuration is characterized by the spin wave function
with the total spinS=1, as is shown in Fig. 5. One of the
simplest excited states with the same total spinS=1 can be
represented as a “product” of the Young tableaus forN−2
electrons (the spin function of the excited state of the
i-configuration with the total spinS* =0) and a one-row
Young tableau corresponding to the other two electrons com-
posing a “magnon”-type quasiparticle with the total spinS
=1 in the system ofN electrons, as is shown in Fig. 5. The
minimal excitation energyDEm of such a magnon is nonzero
and has a meaning of a binding energy of a magnon split off
from the system includingN electrons.

FIG. 4. Configuration diagram:(a) crossing of electron terms
with spin ban on transitions between the DC and RP terms;(b)
anticrossing of the terms in the case of diffusion behavior of
DC↔RP transitions.

FIG. 5. Structure of spin wave functions(a) and Zeeman split-
ting (b) of the ground and the first excited levels of the
i-configuration.
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The factorized spin function should be associated with a
factorized orbital function, in which a multiplier, related to
the N−2 electrons with the total spinS* =0, describes the
excited state of the defect complex DC*. It is natural for an
open system, such as the electron system under consider-
ation, to preset not a number of particles, but a chemical
potential. There is then no need to consider the number of
electrons as being conserved.

The application of the external magnetic fieldH leads to a

contribution into the HamiltonianĤi, which depends on the

total spin operatorŜ. Linear byH approximation, this con-
tribution can be written in the form31

V̂ = −
e"

2mc
sL̂ + 2ŜdH . s3d

Here,L̂ is the operator of the total angular momentum of the
system ofN electrons. An external magnetic field thus results
in a linear byH Zeeman splitting of the ground state triplet
term. One can present the corresponding energy splitting in
the form of DEH=mBg*H, whereg* is the effective Lande
factor. It should be noted that there is a splitting of each of
the vibrational terms of thei-configuration.

The coincidence of the Zeeman components of the ground
and excited levels of thei-configuration takes place at the
magnetic field strengthH0, determined by the condition
DEH=DEm, so that the transitions between these levels are
possible atH<H0. Such transitions, accompanied by either
emission or absorption of a magnon, lead to a change of the
spin configurationsSi =1→Si

* =0d and to the corresponding
change of the orbital wave function, in Eq.(2), denoted as
un, * ; il.

It is clear that the magnetic field strengthH0 is determined
by a specific feature of the electron-electron interaction as
well as by quantization of “magnon” excitations. These ex-
citations may exist inside the DMD. Let us suppose thatL is
a characteristic linear scale of the DMD. A separation be-
tween any two neighboring size-quantized levels can then be
estimated asDEm,"2/2mL2. In the case of a sufficiently
small L, the contribution of the size quantization into the
DEm turns out to be predominant. In such a case, one can
estimate a quantization scaleL. For example, considering a
point DC, one should take into account the fact that the elas-
tic stress due to the DC decreases with the distancer from
the DC asr−3, so that the scaleL can be estimated asL
,nd

−1/3, wherend is the DC volume concentration. Hence,
DEm,"2nd

2/3/2m, and the estimation of the magnetic field
strengthH0 can be written in the form

H0 ,
"c

g*e
nd

2/3. s4d

For a typical value of the DC concentrationnd,1015 cm−3,
Eq. (4) gives H0,1−10 kOe, which is in good agreement
with the experimental data available.

The decay of the metastable state of the DC(DC*) is not
forbidden by spin and results in a transformation of the DC
into RP’s. If the RP’s do not have a lattice distortion result-
ing in a magnetoactive branch in the elementary excitation

spectrum, the reverse transition RP’s→DC turns out to be
spin forbidden. In such a case, a transition from the meta-
stable RP state into the stable DC state may occur only with
weak spin-orbit interaction. This transition may be consid-
ered as a microscopic mechanism of the after-treatment long-
time relaxation, which is controlled by the diffusion of RP’s.

As pointed out previously, the probability of the transition
f → i, determined by Eq.(2), corresponds to an “instanta-
neous” change of the Hamiltonian. That is why the transition
from a given initial state turns out to be possible into any one
of the final statesun8 ; fl. Keeping in mind that the change of

the HamiltonianĤi → Ĥf takes place during a finite time in-
terval Dt, corresponding to a characteristic time of emission
or absorption of a magnon, one can conclude that the transi-
tions from a vibrational leveln are allowed only into the
levelsn8 inside an energy intervalDE," /Dt in close prox-
imity to the energy corresponding to then level. Let us as-
sume that spin levels of the metastable DC* are populated
due to the well-knownDg mechanism with a characteristic
time ,10−9−10−8 sec. The nonequilibrium population of the
metastable DC* level survives when the spin-lattice relax-
ation is slower processs,10−7secd.18 The transformation
DC* →RP’s is controlled by transitions in the electron sub-
system and corresponds to a shorter characteristic timeDt
!10−9 sec.Thus, the energy intervalDE considerably ex-
ceeds a separation between neighboring vibrational levels of
the RP term.

V. DISCUSSION

A comparison of our scenario of spin-dependent defect
reactions in nonmagnetic solids with the conception of spin
effects in chemical reactions of radical pairs in liquids eluci-
dates the principal difference in the role of the media.

In spin chemistry, a liquid medium is considered as a
nonmagnetic uniform unstructured viscous continuum inhib-
iting the molecular kinetics of radicals and keeping the radi-
cal pairs in the reaction zone(the “cage” effect).17,20 Since
the magnetic field-induced change of the spin state of the
radical pair is impossible in an isolated system of two radi-
cals (excluding a special case of theS–T0 transitions), one
needs a “third particle” to conserve the total angular momen-
tum of the radical pair. It is believed that such a third particle
may be a nucleus of one of the radicals participating in the
spin-dependent reaction by the hyperfine interaction.17,19

The ideal crystal under consideration has a symmetry that
does not permit any magnetic ordering. It is in the defect
crystals where the lattice magnetism appears. The lattice dis-
tortion in the extended vicinity of the defect may result in a
nonuniform magnetization corresponding to a magnetoactive
branch in the spectrum of elementary excitations. The ap-
pearance of a magnon-type excitation, localized in the DMD,
may be associated with noncompensated orbital currents
manifesting themselves as fluctuations of the magneto-
ordered state. It is the magnetization of the distorted lattice
that plays a role of the third particle providing the conserva-
tion of the total angular momentum in the transition between
the ground and excited states of the DC. The external mag-
netic field leads to the Zeeman splitting both of the ground
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and excited levels of the DC, thus providing a possibility of
transitions between the crossed Zeeman levels. Thus, there is
no need to involve the nuclear magnetism32 for the explana-
tion of the experimentally observed threshold in the magne-
toplastic effect.

A macroscopic manifestation of spin-dependent reactions
both in liquids and solids is a change of the reaction yield
due to a chemical equilibrium shift initiated by an external
magnetic field. In the framework of the scenario of magnetic
field-induced defect reactions in nonmagnetic crystals, a rise
of mobile RP’s resulting from a decay of the DC’s corre-
sponds to a nonequilibrium state of the defect subsystem.
Thus, there arises a trend of some kind of a homogenization
of the defect structure due to diffusion flows, resulting in an
establishment of an equilibrium space distribution of RP’s.
However, such a new equilibrium state turns out to be meta-
stable because of the thermodynamic tendency towards a re-
storing of the initial concentration of the DC’s. The restora-
tion of DC’s after a magnetic field treatment caused by the
spin-orbit interaction leads to a lowering of the free energy
of the crystal. In the framework of our consideration, it is the
spin-orbital interaction that controls this last stage of crystal
structure evolution after the magnetic field treatment.

The transitions into the metastable state are controlled by
a diffusion time that can be estimated asth,D−1nd

−2/3, where
D is a diffusion constant of the RP’s, andL,nd

−1/3 is an
average distance between the DC’s. These parameters also
control the establishment of chemical equilibrium. The cor-
responding characteristic timetr differs from theth only by a
“capture coefficient”K.1 connected with the probability of
the transitionf → i due to the spin-orbit interaction during an
“inelastic collision” of two RP’s,tr =Kth.

Using the values ofth<200 h, tr ,1000 h (see Fig. 2),
and a reasonable initial concentration of DC’snd
,1015 cm−3, one can estimate the diffusion coefficient of the
RP’s asD,10−17 cm2/sec. Such an estimation is in good
agreement with the data33 related to considerably higher tem-
peratures. The possible reasons for an enhancement of the
low-temperature diffusion after the PMF treatment were dis-
cussed earlier.5

The diffusion character of the defect structure evolution
after magnetic field treatment allows one to conclude that a
temperature increase should result in a suppression of the
effects of PMF treatment, since the characteristic timesth
andtr decrease exponentially with an increase of the storage
temperature of the treated samples. An increase of PMF
treatment temperature should also lead to an attenuation of
this effect manifestation due to either a decrease of defect-

induced order parameter or temperature suppression of mag-
netization fluctuations in the DMD.

Following the above developed hypothesized scheme, one
can predict one more temperature effect that may be called
“a temperature window” of defect reaction rate enhancement.
Taking into account the temperature dependence of the par-
tition function wnsTd and also the fact that the overlap inte-
gral kf ;n8 un, * ; il in Eq. (2) has a maximum when the vibra-
tional levelsn andn8 are situated in a vicinity of the crossing
point of the electron terms corresponding to the DC and
RP’s, one can come to a conclusion that the probability
PfisTd of the DC→RP transition must have a maximal value
at a certain temperatureT0. Therefore, this transition should
be clearly pronounced nearT0, exhibiting “a temperature
window” for the effect.

The defect reactions occur when the magnetic field
strength is equal toH0, [Eq. (4)]. Therefore, one can easily
detect such reactions “scanning” a crystal by magnetic pulses
with linear fronts under the condition that the pulse magni-
tude should be higher thanH0. Thus, PMF-induced effects
must be characterized by a threshold strengthH0 exhibiting a
saturation in the fields overH0. The number of pulses must
be sufficient in order to provide the time necessary for the
transition DC→DC*. In this connection, it should be noted
that the spin-dependent reactions have been also observed
both in the case of constant magnetic field treatment,13 with
the strength corresponding toH0, and in the case of micro-
wave treatment.34,35

In conclusion, there may be a wide range of applications
for the PMF-induced effects in material science for con-
trolled modification of defect structure and properties of a
number of solid-state materials.

Note added in proof. We have recently learned of a
paper36 in which the effect of magnetic field exposition on
dislocation mobility in high-oxygen silicon crystals is ob-
served. The effect is supposed to be due to spin-dependent
transitions in silicon-oxygen complexes in the dislocation
core and, thus, is strongly dependent on the defect structure.
The magnetic effects were not observed in the low-oxygen
silicon crystals.5,36 Therefore, in order to obtain the repro-
ducibility of the magnetic field effects, one should carefully
control the defect structure of the solids under investigation.
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