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The results of capacitance-voltage profiling and numerical simulation of charge carrier distribution and
energy states for strained quantum wells InxGa1−xAs/GaAss0.06øxø0.29d are presented. Precise values of
conduction band offsets for these pseudomorphic QWs have been obtained by means of self-consistent solution
of Schrödinger and Poisson equations and following fitting to experimental data. For the conduction band
offsets in strained InxGa1−xAs/GaAs-QWs the expressionDECsxd=0.85x−0.3x2 has been obtained.
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I. INTRODUCTION

Since the development of semiconductor heterostructures
the determination of energy band discontinuities of various
semiconductor pairs has been a very important task. Energy
band offsets dominantly control the electronic states in het-
erostructures and, hence, the output parameters of devices.
The importance of getting true values of band offsets as well
as the difficulties in obtaining and, even more, in interpreting
the relevant data have been attracting attention for the last 30
years. Dingle was one of the first who reported in 1974–1975
(Ref. 1 and 2) the value of band offsets for the isoperiodic
heterosystemsAl-GadAs/GaAs(“Dingle” rule 85:15). Then
Kroemer,3–5 Duggan,6 and Yu et al.7 reviewed in detail the
understanding of band offsets before 1991 and provided an
overview of the methods commonly used in experimental
band offset determination, mostly optical at that time. At the
same time, the authors8 and others showed that a low sensi-
tivity of the optical transition energies to the band offsets
made its determinations rather confusing. Up to now a great
number of papers has been published on this subject(see
bibliography in recent comprehensive review9). So far, how-
ever, as was pointed out in the review, among the ternary
alloys used in quantum electronics, only the AlGaAs/GaAs
system has generally accepted values of band offsets.

For one of the most important used heteropairs—
InxGa1−xAs/GaAs—as yet no clear picture about the depen-
dence of band offsets on alloy composition has been ob-
tained, despite the intensive investigations in the last years.
The data collected by Bhattacharya10 show a great scatter of
the values of relative conduction band offsetDEC between
35% and 85% forx,0.35. Above mentioned review9 reports
relative conduction band offsets for the InxGa1−xAs/GaAs
system in the range 57% –90% and recommends the compo-
sitional dependence forDEC, which may be estimated ap-
proximately asDECseVd=0.96x−0.1x2. They conclude that
no detailed study has yet been carried out on InGaAs-based
heterojunctions. Recent publications on this subject11–14only
present partial results for different compositions, more or
less agreed with “recommended” in Ref. 9. Theoretic

calculations15 give the valence band offset for the end com-
bination InAs/GaAsDEV=0.06 eV, which is in serious dis-
agreement with experimental data.

One important device application of the heterosystem
InGaAs/GaAs is high power laser diodes with strained quan-
tum wells.16 In these structures thin quantum-size layers of
InGaAs grow pseudomorphically, i.e., having the lattice con-
stant of the underlying GaAs-layer in the plane of the het-
erojunction. The elastic energy, accumulated due to crystal
cell distortion, causes the band structure of the thin InGaAs
layer to be modified,17 altering particularly its forbidden en-
ergy gap. Hence, in strained InGaAs/GaAs quantum wells
one should expect another band offsets than in heterostruc-
tures with thick layers of the solid solution. In cases between
pseudomorphic growth and full strain relaxation(occurs in
thick layers) the band offset in InGaAs/GaAs will have, ob-
viously, some intermediate values. This fact explains, we
suppose, the variety of data found in the literature on this
heterosystem. The second source of errors and contradictions
are simplified models for interpretation of the experimental
data, particularly the neglect of quantization effects.

Numerical fitting of capacitance-voltage sC-Vd
curves11,18–20 is one of the most promising approaches to
measure band offsets in quantum well(QW) structures. The
C-V-fitting by means of self-consistent solution of
Schrödinger and Poisson equations correctly takes the quan-
tization of carriers in quantum well into consideration and
yields very accurate results.19,21 However, well-defined het-
erostructures are necessary for this.

Complex multilayer structures like multi-QWs, superlat-
tices etc. and unknown dopant profile or the presence of deep
levels add sources of uncertainties. Therefore, in order to be
sure to get precise values for band offsets at heterojunction
simple structures with a minimum of unknown parameters or
parameters to be fitted should be used.

This work presents accurate data for band offsets in het-
erostructures with strained pseudomorphic InxGa1−xAs/GaAs
s0,x,0.3d quantum wells. To obtain these values we have
carried out a systematic cycle ofC-V-measurements on spe-
cially fabricated structures. Details of sample preparation and
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measurements are described in Sec. II. In Sec. III the model
for simulating measured concentration profiles and deriving
the values of conduction band offsets based on self-
consistent numerical solution of the Schrödinger and Poisson
equations is described. The carrier concentration in the quan-
tum well region is calculated on the base of a quantum-
mechanical approach. Mathematical aspects of the computa-
tions are presented in Secs. III A and III B. To increase the
accuracy of numerical calculations a nonuniform mesh with
the mesh step inside the quantum well 10 times smaller than
in the other regions has been used. Finally, in Sec. IV we
present the results of numerical fitting of experimentally
measuredC-V curves. The dependence of conduction band
offset for strained pseudomorphically grown
InxGa1−xAs/GaAs-QWs has been obtained as a function of
quantum well composition in the range 0.06øxø0.29.

II. SAMPLE STRUCTURE AND MEASUREMENT
PROCEDURE

A special set of high quality samples with a simplified
structure (Fig. 1) containing InxGa1−xAs/GaAs quantum
wells of different widthsw=6.0−9.5 nmd and composition
sx=0.065−0.29d was grown on n+-GaAs substrates by
metal-organic vapor phase epitaxy(MOVPE) at deposition

temperatures of 650°C and 770°C. The GaAs cladding lay-
ers were uniformly doped with Si, except for the QWs them-
selves and thins5 nmd spacer layers on both sides of the
quantum well. The introduction of undoped spacers around
QW is, from our point of view, the optimal compromise be-
tween the total simplification of the structure to be measured
and the desire to maintain the active zone as in real device
with strained quantum well. Their presence is easily taken
into account duringC-V-simulations. To get the best experi-
mental results and to eliminate possible uncertainties in the
subsequent numerical fitting, the cap GaAs layer was de-
signed to be 300 nm thick and have a constant doping level
s6–7d31016 cm−3. The width and composition of the QWs
and cladding layers have been determined by high resolution
x-ray diffraction (HRXRD). All QWs were fully strained
without any relaxation seen in x-ray area maps.16 The accu-
racy of fitting the experimental rocking curves using the Ep-
itaxy 4 software of PANalytical was ±1 nm for cap layer and
better than ±0.5 nm for QW. The composition was calculated
from the perpendicular lattice parameter assuming that the
QW was pseudomorphically strained. The accuracy of com-
position determination was ±0.005. Ag-Schottky barriers
were fabricated on top of the structures and Ohmic contacts
were formed on the substrate.

The parameters of the grown structures are listed in Table
I.

The measurements of capacitance-voltage characteristics
and profiling of majority carriers in the quantum wells have
been carried out with the help of a computer-controlledC
-V-profilometer at testing frequency 1 MHz and with the am-
plitude of the probing signal 15 or 50 mV.

At zero bias the width of the space charge region under
the Schottky-barrier in the samples was less than the thick-
ness of the cap GaAs-layer. With increasing reverse bias the
space charge region was broadened and its border crossed
the quantum well. TheC-V-characteristics of all samples
clearly exhibit a plateau in the range ofUrev=2–4.5 V re-
lated to discharging carriers in the QW. A typical example of

FIG. 1. The layer sequence of the grown samples with
InxGa1−xAs/GaAs quantum wells.

TABLE I. Characteristics of the structures and results of numerical simulation of conduction band dis-
continuities in InxGa1−xAs/GaAs strained quantum wells grown by MOVPE.

Sample No. x
T deposition

s°Cd
d cap layer

smmd
QW width

snmd
E of bound level at 0 V

smeVd
DEC

(meV)

298 0.065 770 0.304 9.5 −10.9 55

299 0.14 770 0.304 8.0 −29.0 110

308 0.145 650 0.302 6.0 −25.0 110

303 0.145 650 0.305 7.5 −32.1 120

309 0.145 650 0.302 9.5 −35.1 120

296 0.19 770 0.295 6.5 −38.3 150

297 0.2 650 0.298 6.5 −39.5 155

306 0.215 770 0.304 7.2 −43.7 160

307 0.225 770 0.308 7.4 −48.8 175

300 0.23 770 0.304 7.2 −48.5 175

301 0.27 770 0.300 6.5 −54.6 210

305 0.29 650 0.300 6.0 −55.3 220

V. I. ZUBKOV et al. PHYSICAL REVIEW B 70, 075312(2004)

075312-2



1/C2= fsUrevd characteristic for sample #307 at different
temperatures is shown in Fig. 2.

The apparent carrier distribution was derived from a mea-
suredC-V curve using the well known formula for the full
depletion approximation22

nsdd = − 2Fee0eA2 d

dV
S 1

C2DG−1

, s1d

wheree is the dielectric constant(assumed to be equal for
both the well and the barriers), e is the electron charge,A is
the area of the Schottky diode. The depletion widthd was
given as usual by

d =
ee0A

C
. s2d

Figure 3 shows some examples ofn−d curves covering
the whole range of QW compositions. The profiles exhibited
clear dependence of amplitude, width, and the depth of
depletion on the composition and the width of the QWs. It is
worth noting that beyond the regions of accumulation and

depletion related to the QW the carrier concentration was
excellently constant, and we used it in the fitting of the ex-
perimental profiles to the simulated ones on the base of self-
consistent solution of the Schrödinger and Poisson equations
by varying the band offset.

III. MODEL FOR SIMULATING C-V PROFILES

For simulating theC-V-characteristics the Poisson equa-
tion

d

dz
Se0eszd

dwszd
dz

D = efND
+ szd − nszdg s3d

has been solved, wherewszd is the electrostatic potential,
nszd is the free carrier concentration, andND

+ is the concen-
tration of ionized donors. The boundary conditions for(3) at
the Schottky barrier and in the electroneutrality region, far
away from the QW, are

ws0d = U + wbi, s4d

ws`d = 0. s5d

HereU is the applied voltage, andwbi is the built-in poten-
tial.

In addition, the matching conditions for the potential at
both heterointerfaces have to be fulfilled,

ebarr
dwbarr

dz
= ewell

dwwell

dz
. s6d

The indexes “barr” and “well” correspond to the regions of
GaAs barrier and InGaAs quantum well, respectively.

The free carrier concentrationnszd in (3) far from the QW
can be calculated as in the case of a homogeneous bulk struc-
ture through the Fermi integral22

nszd = NC
2

Îp
F1/2S−

EC − EF − ewszd
kT

D , s7d

whereNC is the effective density of states in the conduction
band,EF is the Fermi level,T is the temperature, andk is the
Boltzmann constant. In contrast, in the vicinity of a quantum
well the carrier concentration should be calculated by solv-
ing Schrödinger’s equation. We derived the needed spatial
distribution of the electrostatic potential using a procedure of
self-consistency of the Schrödinger and Poisson equations.
The essence of the procedure is the sequential(step-by-step)
solution of Schrödinger and Poisson equations until
convergence.23–25As a criterion of convergence we took the
increment of the potential less than 10−8 V at the next itera-
tion.

Quantum size effects are important only inside quantum
well and in its immediate vicinity. Therefore, for numerical
solution of the Schrödinger equation we used a “quantum
box”—a narrow region containing the QW(Fig. 4). The op-
timal width of the quantum box was chosen experimentally
during simulations, in order to achieve high precision in de-
termination of the quantized carrier concentration, and, in
balance, to reduce the computation time. The quantum box

FIG. 2. C-V-characteristics of In0.225Ga0.775As/GaAs-QW at
different temperatures(sample #307).

FIG. 3. C-V-profiling of InxGa1−xAs/GaAs quantum wells.
Samples #296–#309.(a) Common view of apparent carrier concen-
trations for several samples;(b) apparent concentration peak values
as a function ofx. Note that nearx=0.14 there are 4 samples with
different width of QW.
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width was chosen as nine times the widthW of the corre-
sponding quantum well, which was placed in the center of
the quantum box.

According to the boundary conditions, there must be
nodes of the wave functions at the edges of the quantum box.
For this reason the data calculated close to the quantum box
boundaries are dropped. The length of this region is no more
than 1W, as can be seen from Fig. 4. On the other hand, at
distances about 2–3W from the QW the quantization effect
is very weak, and there we can use the Fermi integral(7) for
deriving the free carrier concentration. The coincidence of
the concentration profiles at this part, derived from the
quantum-mechanical approach and from(7), was used as the
proof for a true solution.

A. Solving the Poisson equation

The Poisson equation has been solved numerically by
Newton’s method relative to the correction term.

The great difference(tenfold) in the values of electron and
hole effective masses in GaAs and nearby ternary InGaAs
alloys makes the Fermi level shift toward the bottom of the
conduction band. Therefore, a significant part of donors(up
to 30%) remains nonionized at room temperature, even de-
spite the very low ionization energy of Si donors in GaAs
[about 5 meV(Ref. 26)]. Because of this, the incomplete
donor ionization has to be taken into account.

To reduce the computation time, it is desirable to use
some approximation of the Fermi integral(7). The simplest
exponential approximation is not applicable here because of
the close position of the Fermi level to the bottom of the
conduction band. There is another well known approxima-
tion for (7) by the expression

nszd =
NC

Cn + expSEC − EF − ewszd
kT

D s8d

that better matches the Fermi integral. The constantCn here
usually falls between 0.17 and 0.35.27

In order to minimize the approximation error and to fulfill
the electroneutrality condition on the right-hand side of the
simulated region(i.e., in the GaAs substrate) we used the
following procedure: by solving the electroneutrality equa-
tion and using expression(7) the Fermi level position is de-

termined atw=0. Then equating(7) to (8) one can derive the
current adaptivity constantCn. At anotherw the maximum
relative error of such approximation does not exceed 3
310−4. Such an approach reduces the computation time
more than on the order without any loss in accuracy.

The electrostatic potential was written as an initial ap-
proximationw0szd and a correction termDwszd:

wszd = w0szd + Dwszd. s9d

To linearize the Poisson equation(3) the expression forn
was decomposed into a Taylor series including linear term
relative to the correctionDwszd.

Then a finite-difference analog of the Poisson equation
has been rewritten as a system of linear equations with a
characteristic three-diagonal form. To get a high precision
solution in a reasonable time different mesh steps were used
inside and outside the quantum box. The number of points in
the mesh was 8000, including about 1500 in the quantum
box. The Gauss method was applied to solve the system with
some modifications based on obvious symmetry of the equa-
tions.

After getting the correctionDwszd a new potential was
obtained according to(9).

B. Solving the Schrödinger equation

The effective mass, one-dimensional Schrödinger equa-
tion can be written as24

−
"2

2

d

dz

1

m*szd
dciszd

dz
+ Vszdciszd = Eiciszd, s10d

whereEi are the eigenvalues,ci are the corresponding eigen-
vectors, m* is the coordinate-dependent electron effective
mass.Vszd is the effective potential energy,

Vszd = Hewszd + DEC inside QW,

ewszd outside QW.
s11d

DEC is the conduction band offset.
The boundary conditions of Dirichlet’s typecs0d=csNd

=0 are hold at the quantum box edges.
The finite-difference analog for(10) was obtained using

the three-point formula

−
"2

2mj
*

ci,j−1 + ci,j+1 − 2ci,j

hj
2 + Vjci,j = Eici,j , s12d

wherej identifies the point in the one-dimensional mesh, and
hj is the distance between the mesh nodes(a step of the
mesh).

In addition to boundary conditions, at the heterojunctions
the following matching conditions should be maintained be-
tween the derivative of wave functions inside and outside the
quantum well,

1

mbarr
*

Dcbarr

hbarr
=

1

mwell
*

Dcwell

hwell
. s13d

Then the discretized analog for the Schrödinger equation
(12) was solved numerically by well known “shooting”

FIG. 4. Scheme of computations. The “quantum box” is un-
shaded. 1, Schrödinger’s concentration; 2, concentration derived
from Eq. (7); 3, resulting calculated “apparent” carrier concentra-
tion (matched the experiment).
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method with some improvements to reduce the computation
time.

The number of points in the mesh should be enough to
eliminate the error due to substitution of the derivative with
the finite-difference approximation(12). We compared the
results of numerical solution for(10) by the shooting method
with the well known analytical solution for a rectangular
quantum well.28 It was found that the mesh size of about
1500 points yields quite good accuracy with a relative error
in eigenvalue determination less than 10−3 for almost all lev-
els.

After the set of eigenvaluesEi and corresponding eigen-
vectorsciszd had been obtained, the carrier concentration in
the QW region was calculated via local density of states from
the expression21,25

nszd =
m*szdkT

p"2 o
i

lnF1 + expSEF − Ei

kT
DGuciszdu2, s14d

using the condition of normalizing the wave functions

E
−`

+`

uciszdu2dz= 1. s15d

Summation in(14) runs over all subbands.
The prefactor in expression(14) before the square of

wave function is considered as the number of electrons per
unit area in theith subband.

As was noted, in the quantum well region the total con-
centration of electrons was calculated from the Schrödinger
equation. We consider this a more correct approach than the
simple summation of bound(inside QW) and free carriers
(above QW) used, for example, in Ref. 21. But, due to the
finite width of the quantum box the continuum of free elec-
tron states in this scheme of computations is represented by a
set of discrete levels with energies determined by the size of
the quantum box.

In order to sum up all charge carriers in the quantum well
region we took into account the 16 lowest energy levels.
Figure 5 shows the occupation of the 16 energy subbands at
different bias. The carrier concentration in the first subband
n1 was at least ten times greater than in the second one, and
the concentration in 16th subband(and all higher subbands)
is below 10−7 of n1 and can be neglected.

The results of the computation of energy states against
applied reverse bias for the sample #300sDEC=175 meVd
are shown in Fig. 6(a), and the lineup of the conduction band
bottom for this structure is depicted in Fig. 6(b). As can be
seen, a single bound level is observed in the structure with
the energy 49 meV in equilibrium.(The bottom of the con-
duction band in the electroneutrality region was taken as
zero.) Starting approximately at −2.5 V the space charge re-
gions of the Schottky barrier and the QW merge(Fig. 7), and
the penetrating electric field bends the conduction band bot-
tom near the QW, forcing the bound level to lift up. AtU
=−5 V the level becomes unbound.

To calculate theC-V characteristics the “quasistatic
approach”29 was applied. The capacitance of a structure is
the first derivative of its total charge. The latter can be de-
rived via the flow of electric field across the surface accord-
ing to Gauss theorem. The spatial distribution of electrostatic
potentialw is calculated during solution of the Poisson equa-
tion, so one can derive the electric field at the surface at
every applied bias

FIG. 5. Electron concentration in first 16 energy subbands(rela-
tively to the concentration in the first subband) at different reverse
biases. Sample #300sDEC=175 meVd, T=300 K.

FIG. 6. Results of numerical calculations for sample #300(x
=0.23; well width=7.2 nm; offsetDEC=175 meV); T=300 K: (a)
first 8 energy levels as function ofUrev; (b) the conduction band
bottom near the QW at differentUrev.

FIG. 7. Simulated concentration profiles of electrons in the re-
gion of QW at U=−1 V (solid) and −2.5 V (dashed line), T
=300 K. Sample #300.
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Esurf =
w1 − w0

hbarr
, s16d

and, hence, build up the capacitance-voltage characteristic
(or restore the apparent concentration profile) using (1).
Here, w0 and w1 are the calculated potentials in the finite-
difference mesh of the Poisson equation just at the Schottky
barrier and nearest to it.

IV. RESULTS OF SIMULATION AND DISCUSSION

As has been established earlier,20,30 there exists a certain
discrepancy between the true and “apparent” concentration
profiles of free charge carriers near a heterojunction, quan-
tum well or quantum dot.31–33An apparent profile, obtained
in experiment, is more smeared in comparison to the true one
and has a shift in the peak position(see Fig. 4). The general
reason for this discrepancy is the indirect and nonequilibrium
procedure of concentration profile restoration from
C-V-measurements. Generally, this technique involves differ-
entiation of theC-V-curve (1) in the approximation of fully
depleted space charge region and does not take into account
the problem of Debye smearing. In the case of QW profiling,
where one expects “sub-Debye resolution,” this standard
technique leads to an essential distortion of the apparent pro-
file. So, for the goal of adequate fitting, during simulations
we must accomplish just the same procedure of restoration of
the apparent profile as in real experiments and, particularly,
the bias voltage increment in the simulation must be equal to
the voltage step used in the experiment.

The results of fitting for two samples are presented in
Figs. 8 and 9. As can be seen, excellent matching is obtained.
This proves the correctness of the used model. One should
underline again that due to the high quality of the specially
fabricated forC-V-measurements samples no additional ad-
justable parameters like an impurity concentration gradient
or a charge at the heterojunction had to be used in the fitting
procedure. The only fitting parameter was the conduction
band offset,DEC. The value of majority carrier concentration
was taken on the shoulders of the measured concentration
profiles. Parameters for InxGa1−xAs, needed for the calcula-
tions, were taken from Refs. 26 and 34. Figure 9 also dem-
onstrates the resolution of our fitting. For a medium In-
content sx=0.14d the error was less than 10 meV. It was

found that the resolution is approximately directly propor-
tional to the alloy composition of the quantum well. In gen-
eral, assuming normal(Gaussian) function of errors,35 we
estimate the relative error in the determination of a band
offset as less than 10% with the probabilitya=0.997 within
the measured range ofx.

An interesting example of fitting for the sample with the
smallest In-content in QW(x=0.065, sample #298) is pre-
sented in Fig. 10. Here the apparent peak of enrichment in
the QW is even smaller than the doping concentration, de-
spite the spatial confinement inside the QW. The simulated
profile in this case is very sensitive to the band offset(the
error is about 5 meV), however, the fitting is not as good as
for other compositions. For such a weak concentration peak
the presence of residual impurities in the quantum well and
in adjacent spacers begins to play an essential role. One also
should bear in mind the increased relative value of the ex-
perimental noise.

In Table I we have summarized the conduction band off-
sets in strained pseudomorphically grown InxGa1−xAs/GaAs
s0.06øxø0.29d quantum wells obtained in our study. Only
one bound level was observed in all samples. Its depth in
equilibrium sU=0 Vd is depicted in Fig. 11 as a function of
composition. One can see that for compositionsx,0.25 the
level appears above the corresponding Fermi level. Never-
theless, the occupation in the subband remains significant to
provide an excess of apparent carrier concentration in QW
region over the dopant value in all samples, except forx
=0.065.

FIG. 8. Experimental(dots) and fitted(solid) apparent concen-
tration profiles of In0.23Ga0.77As/GaAs quantum well(sample
#300). Best fit with DEC=175 meV.

FIG. 9. Resolution of the fitting. The results for the best fit
(DEC=120 meV, solid line) and for DEC=130 meV(dashed line)
are presented. Dotted curve, the experimental apparent profile for
sample #303sx=0.145d.

FIG. 10. Apparent concentration profile of InxGa1−xAs/GaAs
quantum well with low In-contentxIn=0.065 (dotted) and fitted
curve (solid) with DEC=55 meV(sample #298).
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From Fig. 11 it can be seen that there is no bound energy
level for x,4%. It turns into the resonant one, since the
decreasing well depth becomes comparable to the conduction
band bending[see Fig. 6(b)]. Besides that, the weak doping
in adjacent with QW spacers leads to additional band bend-
ing near the QW, which lifts the energy level up.

In Fig. 12 the results on conduction band offsets in
strained InxGa1−xAs/GaAs-QWs obtained during the numeri-
cal fitting to the experimentalC-V characteristics are pre-
sented. The “recommended” curve from the above men-
tioned review9 is also depicted. The “recommended” band
offsets are higher by about 25% in comparison to our results
for strained quantum wells. The origin of this difference, as it
was mentioned above, is the presence of elastic strains in
thin InGaAs layer, pseudomorphically grown on GaAs sub-
strate. Estimations on the base of model-solid theory36 pre-
dict the increase of the band gap of compressively strained
InGaAs in comparison to the valueDEg for bulk material
again at the order 25%. So, the absolute values of band dis-
continuities are smaller in compressively strained quantum
wells than in relaxed single heterostructures or thick double
heterostructures. Within the pseudomorphical growth of
quantum well the band offset is independent on the alloy
thickness. At approaching to the critical layer thickness
[,20 nm forx=0.23 (Ref. 37)], one should expect the vio-
lation of the law because of significant increase of misfit
dislocations. But, on the other hand, the layers with thickness
20 nm (for x=0.23) and greater are beyond the practical in-
terest, since in such quantum wells several bound energy
states with close energies do arise due to the decreasing of
quantization effects. Hence, for the practical case of devices
on strained quantum well the expression obtained here may
be considered as universal. Recent results of other research-
ers on strained QWs, mainly obtained by capacitance tech-

niques(also depicted in Fig. 12), are in reasonable agreement
with ours, but exhibit essential scattering.

The experimentally obtained dependenceDEC= fsxd is
close to a straight line with only little bowing. When fitting
the curve to a parabola we took into account the different
absolute errors in band offset determination for different
compositions x using the covariance matrix(matrix of
errors).35 Thus, we propose the expressionDECsxd=0.85x
−0.3x2 for the conduction band offsets in strained
InxGa1−xAs/GaAs quantum wells in the composition range
0,x,0.3.

V. SUMMARY

Aiming to get the accurate and precise values for conduc-
tion band offsets, a set of high quality samples containing
strained InxGa1−xAs/GaAs quantum wells was grown in the
composition range 0.06øxø0.29. Specially for
C-V-measurements a constant impurity concentration in the
cladding layers was maintained during the growth in order to
eliminate uncertainties in subsequent numerical simulations.
A fitting procedure for experimentally obtained apparent
concentration profiles has been implemented using the self-
consistent solution of Schrödinger and Poisson equations. All
important information about the properties of the quantum
well heterostructures was derived: the majority carrier pro-
files, the positions of energy levels, corresponding wave
functions for electrons, profile of the conduction band bot-
tom, as well as the dependencies of the above mentioned
parameters on the applied electric field. The presence of only
one bound level was discovered in all samples. It was found
that the conduction band offsets in strained
InxGa1−xAs/GaAs quantum wells follow the expression
DECsxd=0.85x−0.3x2.
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