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Low-temperature dynamical properties of the sliding charge-density wave(CDW) in K0.3MoO3 was inves-
tigated using the optical modulation of the phase strain. An intimate relation between switching transition, size
effects, and photoeffects was found, and discussed in terms of the plastic ground state of the CDW. Large
evolution of the sliding threshold voltage and clear conduction delay were also observed, and manipulated
through photoexcitation. Optical excitation is more effective in the plastic state, and it is confirmed that the
switching occurs through the inhomogeneous breaking transition of the rigid but fragile CDW.
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I. INTRODUCTION

The charge-density wave(CDW)1,2 is condensation of
electron-hole pairs with a Peierls gap at the Fermi level.
Since electrons directly interact with electric field including
light, there have been numerous reports on optical investiga-
tion of its physical properties, ranging from classical reflec-
tivity measurements to electromodulated3 and ultrafast
pump-probe4 spectroscopy, as in other highly correlated ma-
terials. However, the number of experiments utilizing light
not as “probe” but as “stimulus” has been limited5 in com-
parison with that on superconductors which have the formal
analogy with CDW. There are two kinds of low-energy col-
lective excitation in the CDW. The phase mode(phason) is
infrared active and the amplitude mode(amplitudon) is nor-
mally a Raman mode, but in the presence of impurities it
may also become infrared active. Therefore, with optical ex-
citation, these two modes of collective excitation should
arise in addition to semiconductorlike single particle excita-
tion above the Peierls gap. In the ultrafast pump-probe mea-
surements, excited quasiparticles induce amplitude oscilla-
tions and overdamped phason relaxation of the CDW.4 The
sliding motion of the CDW can be regarded as phase mode
excitation, going along with the amplitude mode at phase
slip centers.6 Considering the critical behavior in the sliding
transition, it is natural to expect a significant change in the
dynamics of the CDW by optical excitation.

Switching and hysteresis inI-V curves have been ob-
served in typical sliding CDW materials as NbSe3,

7 TaS3,
8

and K0.3MoO3,
9 and usually become more pronounced at low

temperatures. Although the originof these phenomena has
not been clearly understood yet, various forms of CDW plas-
ticity and inhomogeneity, including a nucleation of phase
dislocation10 and shear deformation between CDW chains or
two-dimensionally coupled sheets,11 have been proposed to
account for the properties of the creep motion and the tran-
sition between creep to slide at the threshold voltageVs. In
the sliding CDW system, the dynamics of the CDW at high
temperatures are relatively well explained by the extended
Fukuyama-Lee-Rice(FLR) model12 including screening by
uncondensed carriers. However, this model neglects the
CDW amplitude fluctuation, such as phase slippages, and
qualitative deviations have been reported experimentally at
lower temperatures, where the CDW is well described as a

plastic medium.10 At these temperatures, the number of free
carriers become too small to screen elastic phase deforma-
tions (called Coulomb hardening).1,13A number of evidences
have been reported about the transition from screened to un-
screened response.14 Recently, the existence of two relax-
ation processes and their close relationship with the sliding
threshold field were reexamined by Stares˘inić et al.15

through low frequency dielectric spectroscopy and thermally
stimulated depolarization experiments. They observed split-
ting of the relaxational spectrum into two branches on de-
creasing temperature and the subsequent freezing of one pro-
cess at around 23 K. The high-temperature process was
ascribed to the dynamics of the collective elastic deforma-
tions of the CDW phase, whose relaxation time increased
continuously with decreasing temperature, whereas the low
temperature process was assigned to the remaining degrees
of freedom after the elastic ones are frozen out, i.e., topo-
logical or plastic deformations of the CDW phase, such as
solitons,16 domain walls, and dislocation loops.17 Their re-
sults indicate that the high-temperature polarization occurs
overcoming the elastic pinnings, while the low-temperature
response appears through the breaking of the CDW or nucle-
ation of the phase defects. These two relaxation processes
coexist around 25–40 K. In the plastic state, it is important
that the relaxed particles do not stay near the Peierls gap
edge as semiconductorlike electrons and holes. Instead they
acquire a form of the amplitude soliton with smaller
energy.18 With the amplitude of the CDW passing through
zero, the amplitude soliton becomes a static phase slip center
thus playing a key microscopic role in effects of depinning.

We have reported that the photoexcitation drastically
changes the sliding dynamics of K0.3MoO3 at low
temperatures.19 With photoillumination, both the creep cur-
rent and the sliding thresholdVs increase. In the sliding
phase slightly aboveVs, the motion of the CDW can be to-
tally arrested by illumination. The photoeffects can be clearly
distinguished from heating effects of illumination and are
persistent. These effects can be observed with photon energy
exceeding the Peierls gap and in the temperature range below
,25 K. We have interpreted that the optical modulation of
CDW phase strain mainly causes these effects in the follow-
ing way. With external electric field, the CDW phase deforms
around a pinning site. If photons happen to hit the conden-
sate near the pinning site, quasiparticles are excited above

PHYSICAL REVIEW B 70, 075111(2004)

1098-0121/2004/70(7)/075111(7)/$22.50 ©2004 The American Physical Society70 075111-1



the Peierls gap. Then the excited quasiparticles releases their
energy through electron-electron and electron-phonon inter-
action, and finally recondense into the CDW with less de-
formed phase configuration, which should be energetically
more favorable. This process results in effective phase slips
and stress relaxation, which stabilize the creep phase, and the
sliding transition is postponed to a higher voltage. The
photoinduced change of the CDW phase deformation was
confirmed by high-resolution x-ray diffraction study.20

Many unique properties of the CDW arise from the nearly
degenerate large number of metastable states in the phase
deformation and its glassy relaxation. However, it has been
believed that the only way to remove the phase strain is by
thermal cycling. This restriction can now be overcome by the
photoexcitation process. In this article, we investigate the
relation between the switching transition, size effects, and
the Coulomb hardening in the sliding conduction through
optical excitation experiments.

II. EXPERIMENTS AND DISCUSSION

A. Sample preparation

Single crystals of K0.3MoO3 were synthesized by means
of the electrolytic reduction of KMoO4-MoO3 melt.21 A typi-
cal sample size is 1.33130.2 mm2 after the cleavage. The
samples were glued to sapphire plates and indium electrodes
with several gap separation were evaporated onto the sur-
face. The measurements have been performed in a two-probe
geometry. The resistance of the contacts was much smaller
than the sample resistance.

B. I -V characteristics

Temperature variation of theI-V curves of a sample with
an electrode gap of 600mm is shown in Fig. 1. A protection
resistor of 1 MV was inserted to the circuit. Without this
resistor, the current exceeded milliampere atVs, and the ex-
perimental results became more and more irreproducible due
to the Joule heating. As is often observed in K0.3MoO3,
switching and hysteresis behavior atVs is obvious. TheI-V
response at low bias voltage is already nonlinear, and domi-
nated by the creep motion rather than the thermally excited
normal carriers across the Peierls gap.22 The current hyster-

esis at low bias was negligible, assuring that the measure-
ment was performed in nearly thermal equilibrium state.
With increasing temperature, the creep current increased and
theVs decreased. The hysteresis loop became smaller and the
transition atVs began to be rounded. The switching motion
and large hysteresis were observed below,25 K.

I-V responses under light illuminationsphoton energy
=2.33 eVd measured at 12 and 18 K are shown in Fig. 2. The
incident polarization is parallel to the chain structure(b di-
rection) hereafter, although no dependence on polarization
was observed, which is consistent with the amplitude mode
excitation observed in pump-probe experiments.4 At 12 K,
the creep current increased with illumination, whereasVs
also increased showing clear contrast with its temperature
dependence(Fig. 1). At 18 K, the effects of optical excitation
became smaller both in the creep current and in the shift of
Vs. These photoeffects can be seen only below,25 K,
where the switching and hysteresis in theI-V curves can be
observed. This is the same temperature range in which the
elastic degrees of freedom of the CDW should be frozen out.
If we assume that the temperature variation of theI-V curves
is due mainly to the difference in the number of normal
carriers, the change of only 3%[ns18 Kd /ns12 Kd, assuming
activation behavior] in thermally excited carriers results in
the drastic change in the switching motion as shown in Fig.
2. Therefore it is natural that the small number of photoex-
cited carriers induce a large variation in the switching tran-
sition. However, the photoeffect is different from the tem-
perature effect in that the temperature should shift the ground
state of the CDW from plastic to elastic, whereas the photo-
excitation keeps the ground state plastic, because the lifetime

FIG. 1. Temperature dependence of theI-V curves. The tem-
perature increment was 2 K. The inset shows the electrical contact
arrangement in which the protection resistor is present.

FIG. 2. Illumination intensity dependence of theI-V curves
measured at(a) 12 and(b) 18 K. Light intensity was increased as 0,
6.125, 25, 100 mW/cm2. In (b), the hysteresis is small and not
depicted for clarity.
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of the quasiparticles should be very short,4 and affects only a
small part of the sample[near the surface within the penetra-
tion depth of the lights,100 nmd23].

Figure 3 shows the evolution of theI-V curves of a
sample with a smaller electrode gap of 50mm under laser
illumination of varying intensity. The data were measured at
6.2 K. In this case, no protection resistor was inserted to the
circuit. In contrast to the sample with a wider gap, a clear
switching behavior is absent in theI-V curve in the dark,
which is consistent with several reports on size effects. Pos-
sible cause for the difference will be discussed later. As we
have fabricated many samples with various electrode gaps,
most of the samples with the gap smaller than 200mm
showed the roundedI-V curves. On illumination with laser
light, however, the switching behavior is recovered. As is the
case with the sample with a wider gap, the increase of the
creep current and pronounced shift ofVs as a function of the
light intensity were observed. Both in the creep and the slide
regime, current increased linearly with illumination intensity
as shown in the upper inset of Fig. 3.

Finite size effects have been playing a key role in under-
standing the CDW physics, since the phase coherence length
extends to the order of micrometers and the collective dy-
namics of the CDW sensitively depends on it. The photoin-
duced recovery of the switching in theI-V curve (Fig. 3)
shows the intimate coupling between the size effects, the
switching transition, and the photoeffects. Previous studies
on finite size effects show a crossover from three-
dimensional to two-dimensional24 or from two-dimensional
to one-dimensional25 collective pinning by reducing the
thickness and the width of the crystal. In these experiments,
rounding of theI-V curve at the threshold was observed and
explained by the thermal fluctuation due to the reduction of
total energy in the phase coherent domain. With decreasing
the electrode gap(ø100 mm for TaS3), the blurring of the
dV/dI-I curve was also reported26 and ascribed to the inho-
mogeneity of the electric field and the contact-related strain
accumulation.

In K0.3MoO3, the contact-related strain(or phase slip
region27) extends over 100mm (Ref. 28) at 80 K. Although
the appearance of a new ground state of the CDW has been

proposed at low temperatures as discussed above, the
roundedI-V curves in the 50mm-gap sample(Fig. 3) clearly
show the existence of the contact-related strain in the same
scale. This strain increases the phase slip rate29 and the in-
homogeneity in the conduction, leading to a partial sliding
motion of the CDW.11 This partial sliding should be accom-
panied by continuous nucleation of phase dislocations be-
tween mobile and immobile regions or at contacts. This is
consistent with the highly dissipative sliding motion in the
small-gap sample, in which the current growth is moderate
and theI-V curve can be measured without a protection re-
sistor. In contrast, the large-gap sample must be protected by
a series resistor against the sudden increase of the current in
the sliding regime, and its low sliding resistance is probably
due to the large coherence, barely disturbed by the phase
defects, and the large sliding volume in the depth direction of
the sample. If this is the case, the photoinduced recovery of
the switching behavior in the small-gap sample signifies the
reduction of the phase defects and the increase of the phase
coherence. This is consistent with the linear increase of both
the creeping and sliding current by illumination(Fig. 3 upper
inset). The nonlinear increase ofVs with illumination
intensity19 may have its origin in the competition between
the creation of the phase defects and their annihilation by
optical excitation. However, we cannot estimate the effi-
ciency of the optical excitation because the quantum effi-
ciency and also the conduction cross section are not clear at
this moment.

Unlike many other CDW materials with a needlelike crys-
tal shape, K0.3MoO3 grows three dimensionally to a large
volume. The problem of inhomogeneity is thus more severe
and has been preventing the measurements of the interfer-
ence phenomena such as the narrow band noise(NBN) and
the mode locking. The observation of NBN in thinned
samples of K0.3MoO3 (Ref. 30) indicates that the CDW in the
cleavage planefb−sa+2cdg is relatively coherent, and the
coupling in the depth direction disturbs the coherent sliding
motion. Considering the weakest electronic coupling in the
depth direction31 and our contact geometry, the sliding mo-
tion should be triggered by the depinning of the two-
dimensionally coupled CDW sheet near the sample surface,11

dragging the neighboring sheets and chains. This model can
partly explain the sensitive dependence of the bulk sliding
conduction on light illumination. As the elastic degrees of
freedom is taken over by the plastic one at these tempera-
tures, the notion of FLR length cannot be applied directly to
the observed size effects.

C. Start-stop measurement

CDW is a model system of the boundary friction inside a
crystal. The pinning in the rest state and the damping in the
sliding state correspond to the static friction and the kinetic
friction, respectively. In usual boundary friction systems, the
coefficient of static friction increases logarithmically with a
duration of contact, which has been explained by the in-
crease of the “real” contact area.32 However, exponential
time dependences of the static friction force are known in
cold works of metals33 and lubricated boundary frictions,34 in

FIG. 3. I-V curves of a sample with a small electrode gap under
light illumination at 6.2 K. The hysteresis atVs is relatively small
and not shown. Light intensity was increased as 0, 6.125, 25,
100 mW/cm2. Upper inset shows the illumination intensity depen-
dence of creep(triangle, at 0.3 V) and slide current(circle, at
0.7 V). Lower inset shows the contact arrangement.
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which respective time evolution is explained by the recovery
of dislocations or interdiffusion of the chains of grafted mol-
ecules. In other words, the time evolution of the static fric-
tion force depends on the microscopic mechanisms of the
phenomena occurring at boundaries. In CDW systems, sev-
eral experiments on the time evolution ofVs after the termi-
nation of sliding motion have been reported35 and explained
in terms of the relaxation of the phase deformation or the
thermal diffusion of impurities.36

In studying the waiting-time dependence ofVs after a mo-
mentary slide,37 we found a large evolution ofVs below
20 K. The data were measured with large-electrode-gap
samples hereafter. The experimental procedure was as fol-
lows [Fig. 4(b) inset]: Without laser irradiation, we initiated
a sliding of the CDW by applying a large electric field to
prepare the sample in a highly distorted state(which is the
same as theI-V measurement overVs). Shortly after, we
switched-off the electric field, and then measured theVs after
some waiting timetw.

In the dark at 8 K,Vs increased about 20% within 60 s
[Fig. 4(a)], and the waiting time dependence can be well
fitted with an exponential function

fstwd = a + bf1 − exps− tw/twdg. s1d

The time constanttw is about 15 s, which is much smaller
than the observed phase relaxation time in the x-ray
experiments38 at these temperatures. The temperature depen-
dence of this time constant was not clear because of the
limited temperature range.

We applied laser light(2.33 eV, 100 mW/cm2) just after
the strain induction. Immediately after illuminating the
sample for 1 s,Vs tends to get higher in accordance with the
illumination intensity[Fig. 4(b)]. It then saturates exponen-
tially within a fixed time constanttw, although the saturation
values depend on the light intensity. Figure 5 shows the illu-
mination intensity dependence of the initial threshold voltage
a and the final voltagesa+bd. Both increased almost lin-
early with illumination intensity.

We assume that the observed time dependence can be
accounted for by two factors.(1) The stress-dependent pin-
ning potential is affected by the partial removal of the stress
through thermal relaxation or photoexcitation and(2) the
static friction between mobile and immobile regions in the
sample increases, for example, as the phase dislocations are
annihilated. Both come into play in the relaxation of the
phase strain. Because the photoeffect is fast,19 we do not take
the mobile impurity scenario into consideration. The relax-
ation of the phase deformation has been modeled as relax-
ation in a hierarchy of potential barriers as shown in Fig. 6.39

The sliding motion induces large phase deformation, and its
decay occurs sequentially as follows:(1) initial relaxation to
the nearest metastable state(,expf−st /tdbg), (2) escape over
low energy barriersfsln td−ag, (3) relaxation down a hierar-
chy of barriers. Logarithmic or stretched exponential time
dependence of the depolarization has been reported
experimentally.40 In this model, photoexcitation promotes the
relaxation, further than the thermal relaxation, down the hi-
erarchy of potential barriers to the ground state, through ef-
fectively reducing the height of potential barriers between
metastable wells. Here, thermal relaxation corresponds to the
time-dependent increase ofVs in Fig. 4(a), and the additional
relaxation can be observed in the change ofsa+bd as indi-
cated with a vertical arrow in Fig. 4(b). This is a clear ex-
ample of the optical control of the CDW internal deforma-
tion.

As introduced formerly, two modes of relaxation have
been distinguished in the frequency-dependent dielectric

FIG. 4. (a) Time evolution of the threshold voltageVs after a
sliding motion measured at low temperatures. Vertical arrows show
the definition ofa andb in Eq. (1) for the case of 8 K.(b) Illumi-
nation intensity dependence of the time evolution ofVs measured at
8 K. Light intensity was increased as 0, 12, 25, 50, 100 mW/cm2.
Vertical arrow on the right indicates the change which can be in-
duced only through optical excitation. Solid lines in the plots are fit
with Eq. (1). Inset shows the experimental procedure. See text for
detail.

FIG. 5. Illumination intensity dependence ofa anda+b in Eq.
(1).
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measurements.15 The high-temperature mode freezes out
around 23 K, leading to an infinite relaxation time for this
mode. On the other hand, the relaxation time of the low-
temperature mode is estimated to be 10 s around 15 K,15

which nicely coincides with the observed time constanttw.
In addition, large time evolution ofVs has been observed
only below 20 K, the same temperature range where switch-
ing and hysteresis atVs can be seen. This confirms that the
sliding transition, accompanied by a switching and the time
evolution of Vs, have their main origin in the low-
temperature mode of relaxation, i.e., in the plastic deforma-
tion of the CDW. Optical instant modulation of the CDW
phase strain can also be clearly observed in the delayed con-
duction as shown below.

D. Conduction delay

With controlled illumination, we can prepare a phase dis-
tribution with a varying degree of relaxation, which is desir-
able in the deformation-sensitive experiments. One of the
unique phenomena observed in the sliding CDW system is
the delayed conduction. If a voltage(or current) step slightly
larger thanVs is applied, the sliding motion starts with a
certain delay in time. Such delayed conduction can be ob-
served in many driven dynamical systems as Josephson tun-
nel junctions41 and phase-slip centers in high-Tc
superconductors.42 In CDW systems, the delay timetd has
statistical distributions with sensitive dependence on the ini-
tial phase configuration, and is considered as the time during
which the internal phase strain evolves sufficiently large to
tear the CDW.43 Several experiments44–46 and numerical
studies47,48 have been reported, but the microscopic mecha-
nism has not been elucidated.

Examples of the conduction delay measured at 12 K are
shown in Fig. 7. The threshold voltageVs of this sample was
about 2.6 V at this temperature, and current was monitored
with a reference resistor of 1 MV inserted in the circuit. We

created a phase distortion in the sample with a voltage pulse
larger thanVs, and subsequently applied a rectangular pulse
of fixed voltage to measure the conduction delay. The delay
time td was measured 2048 times at each condition. We have
observed clear delay with the samples showing switching
conduction.

FIG. 6. Illustration of a potential landscape and internal degrees
of freedom(deformation). A circle represents a state of the system.
With electric field larger thanVs, the phase deforms and simulta-
neously the potential energy increases through the elastic distortion
or the creation of the phase defects. The system is then trapped in a
nearby potential well and begins to relax thermally down the hier-
archy. Optical excitation effectively reduces the barrier height and
promotes the relaxation, which should be deeper in the potential
hierarchy and faster than that of the thermal relaxation process.

FIG. 7. Procedure and examples of the conduction delay with
and without light illumination measured at 12 K. When we illumi-
nate the sample before the step voltage application, the delay time
increases depending on the illumination intensity and the bias volt-
age. Small polarization current at time 0 and large current noise in
the sliding regime can be seen.

FIG. 8. (a) Distribution of the delay timetd with respect to the
applied voltage. Voltage increment was 0.1 V. Inset shows the
mean valuektdl vs voltage. The solid line indicates its power law
dependence.(b) Illumination intensity dependence of the distribu-
tion of td. The light intensity was increased as 0, 12.5, 25, 50,
100 mW/cm2. Inset shows the mean valuektdl vs illumination in-
tensity. Solid line is from Eq.(3). Vertical bars in the insets indicate
the FWHM of the distribution.
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The bias dependence oftd is shown in Fig. 8(a). At
aroundVs, td has a broad distribution with slight asymmetry
in its profile, which reflects both the distribution of the initial
phase configuration49 and the relaxation time.50 With increas-
ing bias voltage,td and its distribution become smaller. The
mean valuektdl as a function of applied bias is shown in the
inset of Fig. 8(a), which obeys the power law

td ~ S V

Vs
− 1D−d

, s2d

with d=2.03. This is consistent with previous reports on
NbSe3 (Ref. 46) (some samples obeyd,2) and on
K0.3MoO3,

45 but shows some deviations from the theoretical
predictions from the amplitude-collapse model(d,0.5) and
the mean-field phase slip model(d,1).48

When we illuminate the sample(2.33 eV, 60 ms) just be-
fore the application of a voltage pulse(Fig. 7), bothtd and its
fluctuation increase monotonically with light intensity[Fig.
8(b)], clearly showing the persistence of the photoeffect as
has been utilized in optical memory effects.51 This result can
be explained by the photoinduced increase ofVs as discussed
in the previous section, which reduces the effective driving
force (V/Vs−1). If we assume a linear dependence ofVs on
illumination intensity as can be seen in Fig. 5, the increase of
td can be well expressed with a function

td ~ S V

VssId
− 1D−2

, s3d

as shown in the inset of Fig. 8(b). Then, the problem again
comes to the mechanism of the photoinduced increase ofVs
and also to the origin of the broad distribution oftd. The
large delay-time distribution can be found in several physical
systems,52 and usually explained by the thermally activated
escape from the metastable potential wells.53 Although this
distribution has been ascribed to the initial phase configura-

tion in the CDW,46 there are many other possible explana-
tions such as the Wigner time delay in a quantum mechanical
scattering54 and the depinning process in boundary friction
systems.55 The photoinduced increase of the conduction de-
lay shows its clear relation with phase deformation. However
the microscopic measurements on the mechanism of depin-
ning is indispensable to totally understand the dynamics of
CDW.

III. CONCLUSION

We have found a coupling between the switching transi-
tion, conduction delay, size effects, and photoexcitation ef-
fects in the CDW conductor K0.3MoO3. The contact-related
strain disturbs the coherent motion of the CDW and should
lead to inhomogeneous conduction, fragmentation, and dis-
sipation in the sliding CDW. The photoexcitation removes
the phase strain and recovers the coherence of the CDW. We
also observed the time evolution ofVs after the termination
of sliding motion, which can be promoted through optical
excitation. We conclude that various unusual properties in
the CDW dynamics at low temperature are the basic features
of the plastic ground state after the freezing out of elastic
degrees of freedom. We believe that we can prepare nearly
as-cooled state of the CDW phase configuration by optical
excitation, which is indispensable for the controlled experi-
ments. Photoexcitation is thus an effective tool to investigate
the low-temperature dynamics of the CDW.
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