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Quarter-filled extended Hubbard model with alternating transfer integral:
Two-dimensional Ising transition in the ground state
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We study the one-dimensional quarter-filled extended Hubbard model with an alternating transfer integral. In
the strong-dimerization limit the charge part is described by the quantum Ising model which shows the
two-dimensional Ising criticality at the self-dual point, and it is naturally connected to the double-frequency
sine—Gordon theory in the weak dimerization. Treating low-lying excitations in finite-size systems, we numeri-
cally determine a phase boundary between two typeskpfdénsity-wave states and clarify the ground-state
phase diagram. Further, we refer to its relevances to the charge-ordered phase observed in the charge-transfer
organic salts.
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The organic materials described by the chemical formulaenormalization grougRG) flow,® which is one of the typi-
(TMTSF),X (X=PF;, CIO,, etc) and (TMTTF),X (X  cal instability of thec=1 CFT.
=PF;,AsF;, etc) form a class of the quasi one-dimensional  In this paper, we present the numerical calculation results
(1D) conductors; a large number of investigations on thes®f the ground-state phase diagramsbfOur method being
materials have been accumulated in the literati¢hile the  deeply connected to the instability will be explained briefly.
various types of electronic phases, e.g., spin/charge-densitjurther, in the strong-dimerization limis=1), we show that
wave(SDW/CDW), the spin-Peierls and the superconductingthe charge part can be described by the so-called quantum
states, have been observed in the low-temperature regiofsing chain, which is complementary to the bosonization ar-
newly discovered charge-order@@O) phase iNTMTTF),X  gument and gives us an exact limiting condition of the phase
exhibiting an anomaly in the low-frequency dielectric boundary line. Since the region with sufficiently large Cou-
constant and the charge disproportionation in the NMR lomb repulsions is relevant to the CO transition, an occur-
studie$ has received intensive current interest. Although therence of the phase separation or the transition to the super-
stabilizations of these phases at finite temperature resort wonducting phases is outside of our research scope.
interchain couplings, it is believed that the intrachain inter- Let us start with the description of the low-energy physics
action effects play a leading role to describe them. in the weak-coupling region, where the bosonization method

For the study of the CO phase, the 1D quarter-filled exprovides a reliable approach, i.e., linearizing the dispersion
tended Hubbard mod¢EHM) with an alternating transfer at Fermi points kr=+mn/2a (electron densityn:N/L:%)

integral has been employéd:® H=H, +H, with and applying the method, we can obtain an effective Hamil-
tonian. For the present case, according to the recent research
Hy= X —t[1 - 8- DIl(c]gjua e+ HeC), (1)  results;”*?we can use the following expressioht—H
js ’ =H,+H, with
szz (Unj’Tnj’l+annj+1), (2)

v 1
i HP:JdXEi{KP(‘?XQP)Z-F K—p(&xqﬁp)z

wherec; s annihilates ars-spin electron(s=1 or |) on thejth

site and satisfies the periodic boundary conditpn ¢=¢; ¢ 2 LS 5

(JE[1,L]; L is an even numbgrThe number operators are +f dx(27ra)2(_ 9, SiN 8, *+ Guacos 28¢,), (3
defined asnjys=c]-T’Scj,S and nj=n; ;+n; |. The parameters)

andV taking positive values stand for the onsite and neareswhere the operatod, is the dual field of¢, satisfying the
neighbor Coulomb repulsion. The dimerization paraméter commutation relatior{ ¢,(x),d,0,(y)/ w]=id(x-y) and pa-
shows the alternation in the transfer integral of the molecularametersK, andv , are the Gaussian coupling and the veloc-
chains(we sett=1 in the following. For the theoretical de- ity of the charge excitation, respectivéfy/A benefit to use
scriptions of the 1D electrons, the Tomonaga—Luttinger lig-the bosonized expression is now clear, i.e., since the spin-
uid (TLL) picture has been widely adopt€dSince TLL  charge separation occurs i and H,, is the SW2) critical
consists of the massless charge and spin parts both controll€hussian model in the present cd8eye can concentrate on
by the Gaussian fixed poinfthe conformal field theory the charge part, which takes a form of the so-called
(CFT) with the central charge=1], it is important to under- double-frequency sine—-GordofDSG) model. In uniform
stand its instabilities. In particular, the CO transition may becase (6=0), the &g-Umklapp scattering withg,,o U%(U
related to the crossover of the criticality embedded in the-4V) (Refs. 12 and 14-16brings about the Berezinskii—
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Kosterlitz—ThoulesgBKT) transition, and then the charge H,=3,(-VT-TL.,+cons}. Now, since the Hamiltonian acts
part becomes massive for large values of the Coulomb intefenly on the orbital space, its eigenstate takes a form of the
actions. For the BKT transition point, values in the strongdirect product of vectors in the spin and the orbital spaces as
coupling limit are known asV*(U—x)=2 and U*(V  |®)=|spin ® |orbital). Thus, assuming a certain spin configu-
— o) =41 18Fyrther, the estimations for the intermediate re-ration belonging to the '‘Z-dimensional space for spins and
gion are availablé?1619n the case of nonzero dimerization restricting ourselves to the orbitér charge part, we see
(6+#0), the scaling dimension of the “half-filled Umklapp that the HamiltoniarH with 6=1 is reduced to the quantum
scattering” term with g,=Ud1-A(U-2V)] (A is a Ising chairf®
constant’> on the Gaussian fixed point is smalk,g
=2K,) enough to bring about the second-order phase transi-
tion for V=V* (U), which is accompanied by the divergent
correlation length of the form o512 2,120 For (I'=4, J=V). Note that this possibility was mentioned quali-
V>V*(U), since the charge gap may survive in a weak-tatively in Ref. 10. Then, the ground state of H@) is
dimerization region, the transition po|ﬁL(U ’V) takes non- known to show the 2D-|Sing Cl’ltlcallty at ]!tS self-dual pOint
zero values depending di andV, and, more importantly, ['=J/2 (V=8), which separates orderédT ) #0) and dis-
the universality of the transition is changed. Recently,ordered((T:)=0) phases. The ordered state is realized via
Tsuchiizu and Orignag,on the basis of the DSG theo?y, the breaking of the Zsymmetry(7'— —71), and it is doubly
argued that the charge part 65(U,V) [V>V* (U)] is renor-  degenerated, e.g.,
malized to the 2D-Ising fixed point Witb:% (i.e., the fixed 1
point with lower symmetry which is in accord with |+ Y =]] =, +dl )l0y=]]chs(ch)|O)  (7)
Zamolodchikov'sc-theoremd? (see also Refs. 23 and R4 m N2 ' m
Thgn,. the critical ]ine corresponds to the ph_ase boundary an e drooped the spin indexThis expresses thekdCDW
e oy e ek i” e e | missop. poataion

' : Y TH £ 7H=( 7|5 (Nom-1—Nan) |2 71 =£5. On one hand,
the CDW and the bond-order-wayBOW) order parameters - i itie e state is supported by the external field in

i 12
with the 4 wave vector: r3-direction, and an ideal one is given by
Oy % €08\8eh,, O4p = SIN 8, (4)

Hps1= 2 (-TT3 - ITHTED) (6)

m

1
|+ 73 =11dl.oy=TI ,—§<czm_l +ch0), (8

Here, note that the expectation value of the-BOW order m A\

parameter is finite{(O,g) # 0 and{O,c)=0 in the upper re-
gion of the boundary, but both of these are finite in the lowe
region (5#0). While this “mixed” state is basically the
4ke-CDW phase, we shall use the double quotation mark

“4ke-CDW” to express this situatioff. dmiq .
Z,=\ eX TE n; .
i

which expresses thekd¢-BOW state as expected. Here it is
worthy of noticing that these states can be distinguished by
the expectation value of the twist operéfor

On the other hand, another condition of the boundary can (9)

be found in the strong-dimerization limi=1). To derive an

effective Hamiltonian, it is convenient to work v_vith the or- This quantity takes valueg,=1 for Eq. (7) and z,
bital operators defined by, + s= (Com-1s%Coms)/ V2, Where  =—[cog27/L)]"? for Eq. (8), so the sign ok, characterizes
dn, s annihilates ars-spin electron in thé-orbital (I=+) on  these two density-wave statésee below Consequently, in
themth unit cell(m&[1,L/2]). In this limit, H; consists of a  the strong-dimerization limit, the orbital degrees of freedom
sum of the intracell electron hopping, which is diagonalizedshow the 2D-Ising type transition between thek¢4CDW”

by using the operators fﬂFEm,Ls—2|dTm,|,sdm,|,s- For suffi- and the 4-BOW phases av=8, whereU is irrelevant.
ciently largeU andV, since the one-electron statdss),, Since this pseudospin representation is naturally connected
=d;’|’s|0) have a principal role to describe theh unit cell in  to the bosonization picture in the weak couplifighe phase
the quarter-filled ground state, and the Hamiltonian does ndeoundary belongs to the 2D-Ising universality and satisfies
change the electron number in each cell, we shall introducthe limiting condition 5,(U,V—8) /1, which provides a

the pseudospin operators, solid guide to investigations in the strong-dimerization re-
gion.

Toh= 2 ldrTnls[T]ll’dmI’& (5) Here, note that the qualitative estimation of the phase

H,VSZ R boundary might be possible in the weak- and strong-

) ] ) dimerization regiori. To evaluate the entire phase diagram
acting on the orbital space as, for instan®&|+,Sm  precisely, however, a numerical treatment of the 1D electron
=#;|,9, [7=(71,72,7%); 7' is the Pauli matrix Using  model is required. For this issue, recently the present authors
theseH, =3,,,— 4T3, For Hy, since the intracell Coulomb in- have numerically treated the same instability observed in the
teractions are absent and the intercell Coulomb repulsioguantum-spin chain and interacting electron syst&ms.
only remains in the restricted Hilbert space spanned byrherefore, we shall employ the same approach to the present
the direct product of one-particle statd®,|l,s),}, @ system(see also Ref. 28 Since there are two critical fixed
straightforward calculation brings about the expressiorpoints connected by the RG flow, a relationship between
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lower-energy excitations on these fixed points—the T T
(a) U=4.5

directly adopt our previous resear€hwith respect tap, the
nonlinear _potential density is given asg,sin V“Zgb
+01/4C0S\8¢, and the order parameters &% cosy2¢ ' }
(Xac=K/2) and O,gxsin\2¢ (x,5=K/2). Along the RG (b) U=6.0
flow these operators on the Gaussian fixed pouW) are
transmuted to those on the 2D-Ising fixed pdilR) as

ultraviolet-infrared (UV-IR) operator correspondence—has [
essential significance in the investigatidrié.To see this, let -
. . . L A 812
us rescale phase fields and the Gaussian couplingggs 2 [ . 1216
— ¢, 0,/2— 6, and K ,— K=1, which makes it possible to X s 16-20
- o extrap.

O4C_) My O4B_> | + €, (10)

where u is the disorder fieldZ, odd), and e is the energy
density operato(Z, even with scaling dimensionsc,=2 1— .

n= 8 } i
(c) U=16.0

and x.=1, respectively. Since the dimerizatioh couples 5
with O,4g in the Hamiltonian(3), a deviation from the tran- -
sition point5-4,(U,V) plays a role of the “thermal scaling [
variable” and brings aboug>[é-4,(U,V)]™” with 1/v=2 0.5} 4ke-BOW
-X.=1. On one hand, the operatarcorresponding t@),¢c -
provides a most divergent fluctuation. [

Now, we shall explain our numerical procedure to deter- /— "4k=-COW"
mine the transition point. We shall focus our attention on the 0 é n é L é
level AE in finite-size systems which corresponds to the op- V

eratorQ,¢ (taking the ground-state energy as 2e/Accord- _ _
FIG. 1. The ground-state phase diagram of the quarter-filled

ing to the finite-size-scaling argument based on CKE, -~ | ) far CTh d b
=2mX,c/L on the UV fixed poin£® we can numerically ob- EHM with an alternating transfer integral. .T e correspondence be-
tween marks and system sizes is given in the figure. The double

tain the level by using discrete symmetries of the lattice . 2 . - L
Hamiltonian in tr{e diaggonalization Zalculations Various ex—c'rdeS show the limiting values, i.ey* (U),0) at which criticality
L : . ) h fi the G ian to the 2D-Ising t dl) th
citations observed in TLL are characterized by a set of quangeﬁ?dgue; pr(?i:l € aussian fo fhe sing type, éhdl) the
tum numbers for symmetry operations. With respeadig, '
it can be found in the subspace of the total sgir0 and the

space inversioP=-1 (the boundary condition is the same as si,tion point. In fact, the inset of Fig. 2 iy
that for the ground sta}8® Suppose thaAE(U,V, 8,L) is a (SP(U ,V,L) may be extrapolated to a value different from the
level corresponding t@,c in the L-site system. Then, we PRG result. On the other hand, Fig. 2 also shows that there is

numerically solve the phenomenological renormalization-2& POINt 6=0.12 at whichz,(L) is almost independent df.

group (PRG equation (L+2)AE(U,V, 8,L+2) This crossi'n.g poin't issxpected rt_}q b'e a g'oodlestimatohr for the
=LAE(U,V, 5,L) with respect tos for given values otJ and Ising transition point because this is quite close to the PRG

V, where the gap behaves A&« 1/L [i.e., anL-dependent result even for smalL. However, this issue remains as a

I . . future problem.
transition pointd,(U,V,L+1) (see Fig. 1].?" After evaluat- L
ing 5,(U,V,L+1), we extrapolate them to the limit Lastly, we shall refer to some implications of our study to

using the formula 3,(U,V,L)=6,(U,V)+aL 22 where the real materials. Besides the quantum-chemistry

9,(U,V) anda are determined by the least-square-fitting con-
dition.

From the data of. =12—20, we obtain the phase boundary O.
8,(U,V) as shown in Fig. 1. We can check that, for all values
of U used here, the phase boundary lines converge to thé&
point (V, 8)=(8, 1) with the 2D-Ising criticality. On the other | | . )
hand, while the finite-size corrections to the boundary may Qf------------ SRS, P
be large in weak-dimerization region, the boundaries also | N~
show convergences to the BKT-transition poit¥s (U), 0). E
Next we demonstrate thé dependence of,(L) in Fig. 2. i 1 8,(16,4) . .
With the increase o8, z,(L) decreases and becomes negative () 05 S 1
[we denote the zero point @f(L) as 6;)(U,V,L)]; this cor-
responds to the change of the center of mass as demonstratedr|G. 2. The 5 dependence of,(L) at U=16 andV=4. The
in the above® However, unlike, for instance, the Gaussian vertical dotted line indicates the transition poiie., the PRG re-
transition,zp(OO) can take a finite value on the Ising transition sult) 5,(16,4=0.12. Inset plotsL dependences ob’(U,V,L)
point, 5051’3(U ,V,L) may not give an estimation of the tran- (crossegand the PRG data,(U,V, L) (circles with the fitting line.

| U=16.0 V=4.0
5 a 12
+ 16

o 20
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calculations’! the numerical estimations of the model pa- other interaction effects not included in the Hamiltonian.
rameters have been performed based upon the experimentabwever, we think that since experimental findings seem to
data*® For example, the realistic values of the dimerizationsupport the spin-charge separation with respect to the CO
parameter and the onsite Coulomb repulsion oftransition23the 1D electron models are to provide a primary
(TMTTF),PF; have been estimated as/t;=0.7, U/t; description of real materials.

=7.0(t; =1%6), but the value o¥ is still controversialan To summarize, we investigated the ground-state phase
uncertainty exists also in the value Bft,**). Our numeri-  giagram of the 1D quarter-filled extended Hubbard model
cal estimation of the transition point using these values isyjth alternating transfer integral. Especially, the criticality on

Ve/ty=4.0, while generally the mean-field-type calculations,e phase boundary and the implication to the CO transition
tend to predict somewhat smaller values due to an overest

mation of V effects®19 On the other hand, several values a%sfé\éed In the charge-transfer organic salts were mainly
have been reported for this material, eMj/t;=2.8 (1.4) in '

Ref. 4(Ref. 9, which is much smaller than the critical value, = One of the authoréH.0.) would like to thank K. Mizogu-
and thus predicts a uniform charge distributidimis conclu-  chi and Y. Okabe for stimulating discussions. M.N. is partly
sion may not be changed even in smaller dimerization gasessupported by the Ministry of Education, Culture, Sports, Sci-
However, (TMTTF),PF; has the CO phase in the region ence and Technology of Japan through Grants-in-Aid No.
above the lower-temperature spin-Peierls phase, and furthd4740241. Main computations were performed using the fa-
it was theoretically suggested that a huge anomaly in theilities of Yukawa Institute for Theoretical Physics, and the
dielectric constant may reflect a nature of systems in thé&upercomputer Center, Institute for Solid State Physics, Uni-
critical region® This discrepancy may be attributed to many versity of Tokyo.
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