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Phase diagram of oxygen adsorbed on platinum (111) by first-principles investigation
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A complete phase diagram of oxygen atoms adsorbed onBLBtsurface with oxygen coverages below
half a monolayer has been computed and compared with the surface phase diagrams of related systems.
Effective interaction parameters of a lattice model for the triangular lattice of the fcc sites of th&1Pt
surface were determined from first-principles computations. Oxygen forms on the platiddnsurface two
stable ordered phases, which persist up to high temperatures. They p(& ¥h2) andp(2x 1) phases, having
coverages of 1/4 and 1/2 monolayer, respectively. At the coverage of 2/5 monolayer, another stable phase
consisting ofp(2 X 1) rows but with every two rows offset by an empty site is predicted by our model, but this
phase is stable only below 250 K. All three phases undergo continuous phase transitions to the disordered state
upon heating. At coverages lower than 1/4 monolayer and at low temperatures, oxygen atoms cluster into
p(2x 2) islands, in agreement with observations from a scanning tunneling microscope study. The formation of
p(2Xx2) oxygen islands is a consequence of attractive third-nearest-neighbor interactions, despite the strong
repulsion between the first and second nearest neighbors. Two regions separated by first-order phase bound-
aries are found at coverages between 0.26 monolayer and 0.37 monolayer and coverages between 0.43 mono-
layer and 0.5 monolayer.
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[. INTRODUCTION of these islands can also be very valuable in determining the
mechanisms of important catalytic reactions and processes.

Ordering of adsorbates on surfaces is a fairly universahlthough many studies of the adsorption of atomic oxygen
phenomenon at moderate temperatdré&mowledge of the on metal surfaces have been performed before, to our knowl-
stability of different ordered structures is important for un-edge, only a few phase diagrams of oxygen on metal surfaces
derstanding reactions, since reaction rates will be differenbave been reported previously. These include Q¥Ni),101
when the reactants are condensed into different phase®©/Rh100,? O/Ru0001),3-1% 0O/W(110,%1" and
Therefore, a thorough study of the phase diagrams of adso@/Ni(100).'81° No study of the phase diagram of O/Pt has
bates on surfaces is of great importance in describing theeen reported so far. In this paper, we present a phase dia-
thermodynamics and kinetics of processes on surfaces, igram of the O/Rt11) surface, computed from first-
cluding adsorption, desorption, diffusion, and chemical reacprinciples, and compare it with the phase diagrams of other
tions. systems.

Oxygen adsorption on metal surfaces, especially on plati- The symmetry of ordered structures on surfaces is dic-
num surfaces, has been extensively studied in recent §@ars, tated by the interactions between the adsorbates. Thus, hav-
because of its key role in various important catalytic reacing a set of accurate lateral interaction parameters is invalu-
tions, such as the three-way and lean;Nadtomobile cata- able for understanding the phase transitions on surfaces. In
lysts, the manufacture of sulfuric acid, and a variety of othefrecent decades, quantitative experimental methods of surface
processes involving the oxidation of CO and other chemicascience such aéSTM) (Refs. 20 and 2fland low-energy-
species® It was found that upon adsoroption of oxygen, electron diffractionLEED) (Ref. 11) have been widely used
atomic oxygen is the only species present on platinum suio evaluate the lateral interactions. On the other hand, first-
faces at all but low temperatufe§he fcc site, which is the principles computatiof$23 have also been used in some
hollow adsorption site without a second-layer metal atomsystems to evaluate the lateral interactions. Of these meth-
directly beneath the hollow, is found to be the most stablends, only first-principles computations can allow one to de-
adsorption site of an oxygen atom on(P11).38 It was fur-  termine unambiguously the magnitude of various lateral in-
ther observed by scanning tunneling microscOp&M) ex-  teractions, and this approach was therefore used to determine
periments that at submonolayer coverages, small oxygen ishe various lateral interactions in this study. The lateral inter-
lands of p(2x 2) symmetry form and merge on a @fl1)  action parameters extrapolated from the first-principles ener-
surface, leaving large surface areas of platinum unoccdpiedgies were then used in grand canonical Monte Carlo
It would be interesting to know why islands of O form. This (GCMC) simulations in order to calculate the phase diagram.
is a fundamental question for similar, well-organized oxygenDetails about the steps used to obtain the phase diagram are
islands on other metal surfaces as well, and a thorough urdescribed in the next sectid@®ec. 1). Then, in the Sec. lll,
derstanding of the formation mechanism and phase diagramhe results are presented and discussed.
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. COMPUTATIONAL METHODS Clean surface

(313)20 2

A. Density functional theory for total energies

First-principles density functional theo(pFT), as imple-
mented in the GNU publicly licensed softwapacaro,?*
was used to compute the total energies. The configuration se
selected for the DFT computations was based on seven bas
unit cells, as illustrated in Fig. 1. Since the energy of adsorp-
tion of oxygen atoms on the fcc sites on(P11) is much
larger than that on the hcp sites of (R11),32 only the fcc
sites for O adsorbed on Pt11) were treated explicitly in (3x3)20b
this study. Full coverage, also referred to as one monolaye C
(1 ML), is defined by all the fcc sites on the (®fL1) surface
being occupied by oxygen atoms. The largest unit cell cho-
sen in Fig. 1 is a3X% 3) structure. In this cell, the largest
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be negligible?? The chemisorption energy of an oxygen atom
at the fcc site on Rt111) on a(2Xx2) unit cell with three
layers was found to be 4.43 eV, which is in good agreement
with the results of other theoretical studfe®.A four-layer
slab model with only the bottom layer fixed was also used to
check the effects of the finite thickness of the slab model for
the Pt2Xx2)-O configuration by comparing the formation

>

4
»

129
’b‘
Q)\
>

o

205,
>
e

iz
0>

Y

-

N

] ‘\"‘(
03, &
205,
S5

»

2

2

)’(
\;:
al

R
0
o
R
)

Y

¢
)
KX

: : N NONINONION
ference in formation energy between these two slab mode COYA ONOSININGY

found that the energy change between a four-layer mode
(with the top two layers fixedand a six-layer mode(with

the top four layers fixexis less than 10 meV A three-layer

Pt model has also been applied by Lynch and Hu in their
study of CO and atomic oxygen chemisorption oflP1).2
Therefore, three-layer slab models were used for the SIS
Pt(111)surface throughout this study. All the layers were re- &‘Q&@%&»
laxed during optimization except for the bottom layer, which %,9! I
was fixed at the calculated Pt bulk lattice constant 4.00 A, (G
[This value is close to the experimental value, 3.92R%&fs.

26 and 27). A vacuum of~10 A was used to separate the
slabs. Between these slabs, we included a point dipole in the
Z direction(the direction perpendicular to the slalxs order
to eliminate the interactions among periodic images. The
gradient-corrected exchange-correlation functional PW91-<4
GGA (Ref. 28 was used in this study, in addition to ultrasoft
pseudopotentiat®3®and plane-wave expansions with energy
cutoffs of 25 Ry(340 e\). The geometry optimization for
Pi(3x 3)-O was sampled at 44X1 Monkhorst-Packk
points3! In order to have the same precision, a larger number ] ) ]

of k points corresponding to a larger surface Brillouin zone _F'G- 1. Adsorbed oxygen configurations calculated using DFT-
were used for smaller systems. In order to determine th&GA computations. Large open circles represent Pt atoms and
importance of spin polarization in the O/(P11) system, small solid circles represent O atoms. Unit cells are marked in each
spin-polarization calculations were performed on several
configurations. We found that spin polarization usually low-
ers the formation energy by about 1.5 meV, which is well
within the numerical accuracy of the pseudopotential meth- Lateral interactions were modeled via cluster expansions,
ods. All total-energy calculations in this study were thereforeand the parameters in the cluster expansions were obtained
nonmagnetic. The accuracy of all the models and parametefeom a small number of first-principles calculations. The en-
used here have been tested and confirmed in previous studiergy of any configuration could then be computed using a
in our laboratory.32:33 cluster expansion. A detailed description of the cluster ex-

onfiguration.

B. Cluster expansion for lateral interaction parameters
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A second set of site operators is also used, as these enable
a more physical interpretation of the results. The occupation
variables of this se®;, have the value 0 when sités vacant
and the value +1 when the site is occupied. It is also called a
point variable’” In the case of only one adsorbed species
(oxygen atomgin the system, we can write the configura-
tional energy of adsorbed oxygen on fcc sites of1Rtl) as

E(P) = Wo+ 2 WP+ W, PP + 2 W PiPPy+ -
i ij i,j,k

(2)

where P;=1 (occupied and 0(vacanj, and where the\'s

are similar to the/’s of Eq. (1). HereW andV can be related

mathematically by using the relationship betwdgrand o;:
FIG. 2. Lateral interactions between and among oxygen atoms 1

adsorbed on Ptl111). Small circles represent oxygen atoms and Pi=3(1+0). 3

large circles represent platinum atoms. Details can be found in Inden and Pitsch pajet.is worth
pointing out that only thaV's in Eqg. (2) can be associated
pansion methods and the effect of truncating the expansiofith the interactions between oxygen atoms on the surface
can be found in a previous papétere we will only give a jllustrated in Fig. 2. Within this representation, we set the
brief summary of the cluster expansion used in this work. interactions between oxygen and vacancies and between va-
In order to specify a configuration, a site occupation vari-cancies and vacancies equal to zero. Thus, interactions rep-
able is assigned to each adsorption site on the surface. Angsented bywW's will be used to discuss and explain island
configuration is then represented by a vector composed of afbrmation on the Pt surface in Sec. Il B.
the site occupation variables. Different choices of the site
occupation variables are possible and two sets of the site
operators have been used in our study. C. Monte Carlo simulations
Each element in the first set of site occupation variables, As mentioned in Sec. Il B, lateral interactiols;, Vi ;
{0}, takes the value +1 if the site is occupied and -1 if apetween oxygen atoms on the(B11) surface for the first set
vacancy is at that site. These site occupation variables aigr site operators were used in grand canonical Monte Carlo
also c_alled spin variables, due to their correspondence witBimulations to compute the phase diagram of QIP1). The
the Ising mode®® It has been shown that the dependence ofyionte Carlo simulations were typically performed on a 30
any property of a configuration can be expanded exactly inc 30 two-dimensional lattice with periodic boundary condi-
terms of polynomials consisting of products of discrete sitgjons, which has been shown to be sufficient for the
occupation variables;, whereo;=+1.° For computational o /w(110) systemt’ A lattice with the size 66 60 was used
convenience, these occupation variables were used in thg check the finite-size effect on our Monte Carlo results. We
Monte Carlo simulations in our studies. A cluster expansioryg,nd that a 30x 30 two-dimensional2D) lattice is suffi-
of the energy, with the assumption that oxygen only adsorbgjent to simulate the surface phase diagram of the CLARY
on the fcc site on RIL1Y), then takes the following form: gy gtem in this study. Here 2000 Monte Carlo passes per lat-
tice site were performed for equilibration, followed by 5000
E(0) =Vo+ 2 Vigi + 2, Vjoio; + > Vijkoigjo+ -, Monte Carlo passes per site for sampling at each temperature
i B bk (T) and chemical potentidjw). The continuous phase transi-
(1)  tion boundaries between the ordered phase and disordered
phase were determined by connecting the positions at which
where all the coefficient§V's) are called effective cluster the heat capacity or susceptibility diverged at various chemi-
interactions (ECI's). The interactions up to third nearest cal potentials. At first-order phase transitigis the grand-
neighbors are illustrated in Fig. 2, in which the oxygen atomscanonical ensemble bulk properties such as the grand-
marked 1 are the first-nearest-neighbor atoms to the oxygetanonical energy or the covera@geygen concentratiorare
atom marked 0. Similarly, those marked 2 and 3 are theliscontinuous. However, the occurrence of hysteresis in nu-
second and third nearest neighbors to the oxygen atom @nerical simulations at first-order phase transitions makes a
Herev;; and v,y are pair and three-body interactions, re- precise determination of their location difficult. A reliable
spectively. Treating interactions up to three bodies and thirdvay of determining first-order phase boundaries is with the
nearest neighbors was found in our previous study to beommon tangent construction applied to constant tempera-
sufficient to model the system with a high degree ofture Gibbs free energy curves of the two phases participating
accuracy?* With the truncation, the ECl's were fit to first- in the transition(This is equivalent to determining the loca-
principles energies of different oxygen-vacancy arrangetion at which the grand-canonical free energies of the two
ments(Fig. 1) and were then used to calculate the formationphases competing for stability crosfn a composition ver-
energy of any configuration. sus temperature phase diagram, first-order phase transitions
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TABLE |. Formation energiegin meV) for O on Pt(111) for various coverage@ll of the configurations
can be found in Fig. L

Label Configuration Coverage of @IL) Formation energymeV)
a Clean P{111) surface 0 0.000
b (3% 3)-0 1/9 -107.670
c (3% 3)-202 2/9 -189.641
d (3%x3)-20° 2/9 -202.428
e (2%x2)-0 1/4 -245.525
f (\3x2)-0 1/4 -229.897
g (3% 1)-0 1/3 -233.265
h (V3x3)-0 1/3 -283.512
i (2%x1)-0 1/2 -340.318
j (V3% 2)-20 1/2 -326.729
k (3% 1)-20 2/3 -266.384
| (V3x3)-20 2/3 -318.790
m (2%x2)-30 3/4 -261.702
n (V3% 2)-30 3/4 -260.625
) (1x1)-0 1 0.000

at constant temperature appear as two phase coexistence odean surface and a surface with full coverage of oxygen at
gions. For any composition inside the two phase region, théhe same overall composition.
thermodynamically stable state consists of two coexisting Formation energies were determined by inserting DFT to-
phases. We obtained Gibbs free energy curves at constata energies of 15 configuratiorieefer to Table | and Fig.)1
temperature by integrating the chemical potential versusf oxygen adsorbed on P111) (with oxygen coverages
composition from suitable reference statg?’ ranging from 0 to linto Eq. (4). As plotted in Fig. 3, the
At very low temperatures, the flipping probability be- formation energies of all the configurations are negative. In
comes very small, and virtually nothing happens for a longorder to analyze phase stability at 0 K, we constructed the
time. Therefore, an event-driven algorithithe N-fold way  convex hull of the formation energies, as illustrated by the
Ref. 40 was used for the Monte Carlo simulations at tem-solid lines in Fig. 3. In general, phase stability is determined
peratures below 300 K. Thé-fold way algorithm is similar by the state with the lowest free energy. In a binary system,
to the kinetic Monte Carlo algorithm but without physically the common tangent construction determines phase stability
relevant rate constants: a list of all the events with their probwhen two phases can simultaneously coexist. At 0 K, the
abilities is built and updated during each step of the simulafree energy equals the energy and hence the convex hull can
tion, and a flip, determined by a random number, occurs abe viewed as a set of common tangents connecting the ener-
each step. At low temperatures, the net gain in performancgies of the most stable phases. At any composition between
of the N-fold way algorithm is dramatic, although each flip two stable phases connected by a line of the convex hull, the
takes a considerable amount of CPU time. thermodynamically most stable state consists of a phase
separation of those two phases. Typically the phases on the
Il RESULTS AND DISCUSSIONS convex hull remain stable as the temperature is increased,
though phases that are marginally stable tend to disorder at

A. Formation energies of oxygen adsorbed on Ril11)

t)

. S 0
For purposes of understanding phase stability, it is often’

50 | 0.2 0.4 06 0.8
convenient to consider formation energies instead of adsorp3 _,q, b
tion energies. The formation energy of a particular configu- € ., |
ration at a given coverag@) of oxygen on P{111) is de- 200 |

fined as
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whereEg.p; is the total energy for a configuration of oxygen
atoms adsorbed on Pt11) with the coveragd), Ep, is the

total energy for a clean R111) surface, andy(i.1).0 is the FIG. 3. Formation energies of adsorbed oxygen atoms on Pt
total energy of oxygen adsorbed on(P11) at full coverage.  (111) (the square point was not included in the fitting of the lateral
The formation energy clearly illustrates the stability of theinteraction parameters, but was used as a test for our cluster expan-
ordered oxygen configurations relative to a mixture of asion). Labels(a)—(0) correspond to those in Table I.

Coverage
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TABLE II. Fitted ECI's by using a cluster expansion with the first set of site operators for(OIBt

ECI’s meV

@ @ Voi 72.367

@ Vo2 12.345

® 0] Voz 2.936

3 Vou -0.684
(W

Voiz 4.664

. @ . Vo 1.501

low temperatures and may not appear at reasonable tempeft(111) is 0.47 eV8 Therefore, in the O/P111) system, the
tures in a temperature composition phase diagram. We finginding energy difference of an oxygen atom between fcc
that of the orginal 12 configurations considered, 5 appear oand hcp sites is much higher than the nearest-neighbor repul-
the convex hull. These stable phases @(2x 2)-O, with a  sjve interactions between adsorbed oxygen atoms on the
coverage of 1/4 ML,p(v3x3)-O, with a coverage of Pt(111) surface. This result is consistent with our assump-
1/3 ML, p(2x1)-O, with a coverage of 1/2 MLp(v3  tion that the occupation of hcp sites is not very important in
X v3)-20, with a coverage of 2/3 ML, ang(2x2)-30,  determining the phase diagram of O(Ft). It is also dif-

with a coverage of 3/4 ML. While the configuratign3  ferent from the O/R(0001) system, in which the hcp site is

X 3)-O has a formation energy close to the convex hull, itpreferred over the fcc site by 0.072 eV at the DFT-GGA
does not lie on the convex hull and, hence, cannot be eXevel of theory, much less than the first-nearest-neighbor re-
pected to be present in a temperature composition phase digulsion between oxygen atoms on hcp sit@27 e\).22

gram. At the end of this section, we will show thp(2 We emphasized in Sec. Il B that a straightforward physi-
X2)-O andp(2X 1)-O remain stable up to reasonably high cal interpretation can not be assigned to the interaction pa-
temperatures. rametersV, ; of Eq. (1), butW, ;, the coefficients of Ec(2),
can be physically interpreted. They are effective interactions
B. Lateral interaction parameters among atoms on a P11l surface. In Table lll, the lateral

interaction parameteid/ ; indicate that there exists a strong
repulsion between nearest-neighbor oxygen atoms

variable setand Table lli(point variable sgt As mentioned (0.237 e\J,' Let)latlvely strong _repulsions getweenk next
in the previous cluster expansion part, the spin variable set fdearest-neighbor oxygen ator(®.040 eV, and a weak at-

convenient for computational purposes, while the point vari{raction between third nearest neighbdrs.006 V. No
able set offers a more physical interpretation of the interacknown experimental energies of interactions for G121
tions. By using the mathematical relationship between thére available for comparison with our results here, but we
two sets of site operators, E@), the lateral interactiong; ~ can compare our results with those for O(B203), both of
for cluster expansion with the point variable set can be writ-which have triangular lattices in which adsorption occurs at
ten as linear combinations of thé ; corresponding to the Wwell-defined sites [fcc for O/Pt111) and hcp for
spin variable set. The interaction parametss and W, ; O/Ru000D]. The interactions determined by Pierey al.
have been shown to be consistent with each other in a prdor their best fit to the experimental O/R000]) phase dia-
vious study?* gram# are given in brackets in Table lll. The interactions
As shown in Table lll, the repulsion between the nearestlerived by Stampflet al. for O/Ru0001) from first-
neighbor oxygen atoms on Pit11) is about 0.24 eV. Lynch principles calculatiorf€ are given in parenthesis in Table Il
and Hu used the DFT and generalized gradient approximdt is found that the pairwise interactions that we obtained for
tion (GGA) computation and found that the energy differ- O/P{(111) are similar to both the experimental and theoret-
ence between oxygen adsorption at fcc and hcp sites oical interactions for O/R(©001).

The fitted interaction parameters for both sets of site op
erators described in Sec. II B are listed in Table(dpin
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TABLE lIl. Fitted ECI's by using a cluster expansion with the second set of site operators fo(1Q1Pt
In brackets, we list the interaction parameters fitted by Piet@/. from the experimental O/RQ001) phase
diagram(Ref. 14. In parentheses, we list the interaction parameters derived by Stemalfl from DFT
computations for O/R@®00)) (Ref. 22.

ECI’s meV
Wor 237.088 [230] (265)
© @
@ @ Woz 39.498 [69] “44)
W -5.808 -23 -25
@ @ 03 [-23] (-25)
3 Wout 12.914
OmO
OG0 Wois 29.567
0 Woriz 6.302
0, (2

The repulsions between the nearest- and next-nearestearest-neighbor Pt atoms, respectively, any coadsorbed oxy-
neighbor oxygen atoms on Pt1ll) can be explained by gen atoms which compete for bonding with the same Pt at-
bond-competition concepts, which have been applied t®ms should suffer an energetic penalty to adsorb, due to the
other systems previoush?#142The effects of the adsorbed repulsions to the already adsorbed oxygen atoms. On the
oxygen atoms on the projected density of stgH30S of  other hand, Table Il clearly shows an attraction between
their neighbor Pt atoms are illustrated in Fig. 4. The order othird nearest neighbors. We explain this using an argument
effects induced by the adsorbed oxygen atom to its neighbagimilar to that of Feibelman, who studied O adsorbed on
Pt atoms is the following: nearest Pt neighbbrsiext near-  Pt(111).*3 He showed that when an oxygen atgoxygena
est Pt neighbors> third nearest Pt neighbors. According to in Fig. 5) is adsorbed on an fcc site on @fL1), thed elec-
the bond-competition concept, if coadsorbed atoms have ttrons of its Pt nearest neighbait 1a, 1b, and 2 in Fig. 5)
compete with each other for bonding with the surface metahre “frustrated” by two incompatible demands. The first is to
atoms, it would be expected that the most stable adsorptioget as far away from the negatively charged O atom as pos-
configuration involves the minimum possible amount ofsible. The other one is to avoid weakening Pt-Pt bonds by
competition. Since the adsorbed oxygen atoms have a strorfigling antibonding d states. These two demands together
and reasonably strong effect on their first- and secondstrengthen the bond between Pt atonzsahd Z and the
bond between Pt atomsland D (refer to Fig. 5. There-
fore, the overall adsorption of the oxygen atom is strength-
ened. Similarly, in Fig. 5, the bond between Pt atorosidd
2c and the bond between Pt atomd and 2 are both

— - - — 1st nearest Pt atom \

Difference in pDOS (arb. unit)

WRIA
2nd nearest Pt atom \I’ v \ 1
——3rd nearest Pt atom v
-20 -15 -10 -5 0
Energy (eV)

FIG. 4. Comparison among the changes of projected density of
states(pDOS of Pt atoms at different distances from an adsorbed
oxygen atom(The differences are with respect to Pt atoms of the
same symmetry at clean surfages. FIG. 5. Side view of configuratiop(2 X 2)-O.
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FIG. 6. Phase diagram of O/RfL1): the solid lines denote continuous phase transitions and the dotted lines denote first-order phase
transitions.

strengthened. It turns out that these strengthening of bonds is At finite temperature, defects and antiphase boundaries

optimized forp(2X 2). can occur, and due to the symmetry @2 < 1), domains
having rows with different directions, which are rotated by
C. Phase diagram of O/P¢111) 120° with respect to each other, can coexsste the zigzag

o ) structure in Fig. J. Similar behavior has also been observed
The calculated equilibrium phase diagram of Q1Bf)  jn the STM study of other systems, such as the GORQY)

with oxygen coverages of up to half a monolayer is pre-system by Meinekt al. 2 and the Au111) system by Barth
sented in Fig. 6, where the solid lines are continuous phasgt al.4” but these were thought to be caused by a long-range
transition boundaries and the dashed lines signify the boundlastic lattice straifi® We attribute our zigzag structure to
aries of two-phase coexistence regiofisst-order phase sluggish “kinetics” in Monte Carlo simulations.

transitiong. It can be seen that chemisorption of oxygen at- Our phase diagram for O/@tL1) is quite different from
oms on P{111) leads to two ordered phases at temperatureshe O/Ni{111) phase diagram measured by Kortan and
between about 200 K and 700 K. They are th@x2)  Parki? Although both systems show(2Xx2) phases at a
phase, with an oxygen coverage of 1/4 ML, and @  coverage of around 1/4 ML, unlike the O/I4L1) phase

X 1) phase, with an oxygen coverage of 1/2 ML. The corre-diagram, our O/R111) phase diagram contains no stable
sponding configurations are shown in the insets in Fig. 6phase with a coverage of 1/3 ML — e,g,,pa\ﬁx \ﬁ§)_o

The presence of the two phases is similar to results in thghase at intermediate to high temperatures. Note that the
literature for O/R@0001).1?2 Also, similar to the experi- p(,3x 3)-O ordered phase is marginally stable at Gi%.,
mental and theoretical results of O/@®003),* the bound- it is on the convex hujl and therefore it should be observed
aries of both thep(2x2) and thep(2Xx 1) phases in our at sufficiently low temperatures. At a low temperature and
O/P{111) phase diagram denote continuous phase transivhen the coverage equals 2/5 ML, a small phase with a
tions. The order-disorder transition temperatures for the stoeontinuous transition boundary appears in our phase dia-
ichiometricp(2 X 2) phase ang(2X 1) phase are predicted gram. The order-disorder transition temperature of this phase
to be 670 K and 480 K, respectively. We note that automois about 250 K. In this phase, every twim2x1) oxygen

tive catalysts typically run at temperatures greater thamows are offset by an empty sitsee the inset between those
950 K and we would expect no ordered phases in thisfor p(2x 2) andp(2x 1) phases in Fig. 6 In other words, it
region. Kaburagi and Kanamori have studied the orderegs characterized by a unit cell which is a combination of
ground states of the triangular lattice and found thé2  p(\3x\3) and p(2x 1). Since it is hard to name it in a

X 2)-O can be stabilized iy, >5Vy,>0 which is exactly  conventional way, we denote this phase regioin Fig. 6.

the case in our systekmefer to Table 1).45:46 Note that we found that the cluster expansion used to calcu-
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FIG. 7. A sample configuration of the ordered
oxygen phase having the symmefpy2 X 1) on
Pt (111 with p(2x 1) rows rotated by 120° with
respect to each other.

0 | . $08880008080000000008800000000
-10 0

late the phase diagram predicts thephase to be on the tersection of boundaries of @2 X 2) phase region, a disor-
convex hull. Furthermore, clear thermodynamic discontinui-dered phase, and a mixed phase regiop(@xX 2) islands
ties were observed in the Monte Carlo simulations whersurrounded by the disordered phase, was found at the cover-
crossing from theX phase to the disordered phase or to theage of 0.18 ML, when the temperature is about 270 K. This
p(2x2) or p(2x 1) phases. Hence th¢ phase is a distinct is similar to the tricritical point{T=300 K, #=0.21 ML) in
stable phase. Pha¥eis an unexpected phase from our origi- the experimental phase diagram of O(Ni1).'° We attribute

nal formation energy curve, since we did not include anythe further stabilization ofp(2x2) oxygen islands to the
DFT energy for a configuration at an oxygen coverage equalattractions between the third nearest neighlg@fer to Table

ing to 2/5 ML in the fit of the cluster expansion. To prove llI). Piercyet al. compared the phase diagrams calculated via
that phase is a stable phase on the 2D lattice, we performedMonte Carlo simulations with and without attractive third-
a DFT computation with the same unit cell as marked in thenearest-neighbor interactions. They found thé&2 X 2) is-
inset configuration corresponding to the phasé Fig. 6.  lands grow at a coverage below 1/4 ML at low temperatures
The formation energy of the new configuration, marked as avhen an attractive third-nearest-neighbor pair interaction is
square in Fig. 3, does appear on the convex hull. This noincluded. Howeverp(2 X 2) islands do not form when the
only proves that the new configuration is a stable phase, bythase diagram was simulated without a third-nearest-
also shows that our cluster expansion is robust enough toeighbor attractive pair interactidfi.we found that as we
predict the energies for configurations that were not includedhcrease the oxygen chemical potential, @ X 2) phase

in the fit of the interaction parameters. Experimental efforttransforms to thé€2x 1) phase at low temperatures by first
around an oxygen coverage of 0.4 ML is suggested in ordgpassing through a coexistent region pf2x2) and X at

to confirm the DFT prediction of the stability of phake coverages between 0.26 ML and 0.37 ML, followed by a
In our O/Pt111) phase diagram, there are three regions

separated by first-order phase boundaries, which means this
those regions are two-phase coexistent regions. The first on
appears at low temperatures and low coverages, where
first-order phase transition occurs from {h& X 2) phase to
the disordered lattice gas phase. The coexistent region i
therefore characterized by a state wjif2 X 2) islands. A 15
typical p(2x 2) oxygen island configuration obtained from
Monte Carlo simulations at 100 K with a coverage of
0.09 ML is illustrated in Fig. 8. At 100 K, when the oxygen [
atoms adsorb with a coverage of 0.09 Mi(2 X 2) oxygen
islands with different sizes are predicted to form on the s
Pt(111) surfaces. This is in good agreement with the STM
study of Stipeet al, in which it was found that regions of
p(2x2) symmetry began to appear when the(Ptl) sur-
face was dosed at 82 K and then warmed to 15@&e Fig.
9).4 In Fig. 9, the island with the markp(2X 2) includes FIG. 8. Regions characterized p& X 2) oxygen islands in a
about 15 oxygen atoms, a size which is similar to those irsnapshot of a GCMC calculatiofT=100 K, ©=-979, and 6
our simulations. A tricritical point, corresponding to the in- =0.09 ML).
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2D lattice and incorporating up to next-next-nearest-
neighbor interactions that were determined from density
functional theory computations. Our results indicate that
oxygen atoms adsorbed on (RL1) form well-orderedp(2
X 2) (at 1/4 ML) andp(2x 1) (at 1/2 ML) phases with con-
tinuous phase boundaries. The order-disorder phase transi-
tion temperatures of these two phases are 670 K and 480 K,
respectively. Oxygen atoms are shown to cluster ipt®
X 2) islands at coverages lower than 1/4 ML at low tem-
peratures, which is in agreement with the STM experiments
of Stipeet al. The stabilization of oxygep(2 X 2) islands on
Pt(111) is a consequence of the attractive third-nearest-
neighbor interactions between the adsorbed oxygen atoms.
Other two-phase-coexistant regions are found to exist be-
FIG. 9. Oxygen on P(111) dosed at 82 K and warmed to tween coverages of 0.26 ML and 0.37 ML and between cov-
152 K. Bright atoms are Pt and dark atoms are O. 7070 A.  €rages of 0.43 ML and 0.5 ML. At temperatures lower than
250 K, a new stable phase at the coverage of 2/5 ML con-
sisting of two p(2Xx 1) rows offset by an empty site was
found. This phase has a continuous phase transition bound-
ary, and we designate it phaXe

Reproduced with permission from Ref. 4.

single phase regioK around 2/5 ML, and then another two-
phase region ofX and p(2x 1) at coverages higher than
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