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The interaction of neutral vacancies and interstitials with the clean Sis001d surface is studied using density
functional theory calculations within the generalized gradient approximation. We find both vacancies and
interstitials within topmost three subsurface layers are significantly stabilized by their strong interactions with
the surface. Their formation energies are predicted to be a few eV lower than those at the bulk. This study
suggests that a large fraction of neutral interstitials may reside in the subsurface layers. However, most
vacancies will eventually remain in the form of missing dimers due to their significant formation energy
difference. Along with structure and energetics, we analyze bonding of vacancies and interstitials based on
electron density and electron localization function topologies. We also show the diffusion pathways and
barriers of vacancies on the surface and at the subsurface layers.
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I. INTRODUCTION

The geometry, dynamics, and electronic structure of in-
trinsic defects in semiconductors have been studied exten-
sively because of their scientific interest and technological
importance. The defects not only exhibit interesting physics
of their own but also alter to a great extent the properties of
materials. It is well known that the electrical and optical
properties of semiconductors are governed by defects. In ad-
dition, surface chemical properties could be modified locally
by surface and subsurface defects as well.

Many experimental and theoretical studies have been un-
dertaken to understand the fundamental properties of vacan-
cies and interstitials on the surface and in the bulk. However,
little is known about the behavior of intrinsic defects at sub-
surface layers despite their importance particularly in better
understanding their surface annihilation mechanisms. The
Sis001d surface has been considered as an effective sink for
bulk vacancies, but a detailed study of defect-surface inter-
actions is still lacking. Surface annihilation of point defects
is of great interest in ultrashallow junction formation for ever
smaller semiconductor devices because it determines the
concentration distribution of defects in the vicinity of the
surface, which may, in turn, directly affect redistribution and
electrical activation of injected dopant impurities.

In this paper, we examine the interactions of neutral va-
cancies and interstitials with the clean Sis001d surface using
density functional slab calculations. First, we calculate the
structure, energetics, chemical bonding, and diffusion of neu-
tral vacancies on the clean surface and subsurface layers.
Then, we look at the structure, energetics, and chemical
bonding of neutral interstitials on the clean surface and its
subsurface layers. The quantum theory of “atoms in mol-
ecules” (QTAM) (Refs. 1–6) is applied to investigating the
bonding mechanism of these intrinsic defects.

II. COMPUTATIONAL DETAILS

All structures and energetics are calculated using the
plane-wave-basis pseudopotential method within the gener-

alized gradient approximation(GGA) (Refs. 9–11) to density
functional theory(DFT),7 as implemented in the Viennaab
initio Simulation Package(VASP).8 We use Vanderbilt-type
ultrasoft pseudopotentials.12 A plane wave cutoff energy of
150 eV is used. We use a 23231 mesh ofk points in the
scheme of Monkhorst-Pack13 for the Brillouin zone (BZ)
sampling.

The structures and relative formation energies of vacan-
cies and interstitials at subsurface layers reported herein are
calculated using the ten-atomic layers434d slab. The slab is
separated from its vertical periodic images by a vacuum
space ofø15 Å. We have checked carefully the convergence
of structure and energetics with respect to the slab thickness
and the surface unit cell size[by increasing the thickness to
thirteen layers and the surface cell size tos436d]. The com-
parison shows there is no significant change in structural
properties and energetics with the slab thickness. Regarding
the cell size, the difference between thes436d and thes4
34d surface cell for the relative energies of the surface and
the first subsurface vacancies is only about 0.05 eV(well
within the error of a DFT calculation), but the structural
properties remain virtually unchanged. The convergence test
confirms that ours434d model surface with ten-atomic lay-
ers is sufficient. The dynamics of vacancies on the clean
surface is investigated using a five-layers436d slab. The
bottom layer Si atoms are fixed at the bulk position and their
dangling bonds are passivated by H atoms. The remaining Si
layers are fully relaxed using conjugate gradient method to
minimize the total energy until all residual forces on the
atoms become smaller than 5310−2 eV/Å. Electron wave
function optimization at each ionic iteration is performed
using the residual minimization method(RMM) direct inver-
sion in the iterative subspace(DIIS), with a convergence of
10−5eV.

We calculate diffusion barriers and pathways using the
nudged elastic band method(NEBM).14,15 The NEBM starts
by setting a chain of geometries(replicas) (interpolated be-
tween two local minima). A spring interaction between adja-
cent images is added to true ionic forces, thus mimicking an
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elastic band. Then, projection(“nudging”) of each force in
the direction parallel and perpendicular to the path is per-
formed and only the perpendicular component of the true
ionic force and the parallel component of the spring force are
included to the total force. While initial and final configura-
tions are kept fixed the position of each intermediate image
is adjusted to minimize the total force acting on the images.
This allows a search for a minimum energy pathway between
two local minima without putting any constrain on the
atomic motion and without requiring any prior knowledge
about a potential energy surface.

We apply the quantum theory of “atoms in molecules”
(QTAM) (Ref. 16) to investigating the bonding mechanism
of defective systems. From an analysis of the topological
properties of electron densities, we could obtain an insight
into the nature of bonding. Along with a charge densityr and
its gradient¹r, the Laplacian¹2r provides a physical basis
for classification of atomic interactions. Particularly, the La-
placian maps show where electronic charge is locally con-
centrated, allowing one to identify bonding and nonbonding
regions. A pair of bonded atoms can be connected by a
unique line, along which charge density is maximal with
respect to any lateral displacement(from the bond path).
Such a line is referred to as the atomic interaction line(AIL ).
The local maxima of the −¹2r close to or far off AIL show
correspondingly bonded or nonbonded charge concentra-
tions.

Due to the lack of describing the Pauli exclusion prin-
ciple, the charge-density topology analysis alone cannot ex-
plain an additional decrease in the excess local kinetic en-
ergy density(resulting from formation of electron pairs).
Thus, the electron localization function(ELF) (Ref. 17) has
been also employed in studying bonded interactions. ELF
represents the electron pair localization in terms of the con-
ditional probability of finding an electron in the neighbor-
hood of another electron with the same spin. By definition,
ELF ranges between 0 and 1, with perfect localization cor-
responding to 1. Typically relatively large values of ELF
ù0.5 represent the regions of bonding and nonbonding lo-
calized electrons, whereas smaller values of,0.5 suggests
the regions of delocalized electrons. Thus, ELF isosurface
maps provide a clear picture for the positions of the bonding
and nonbonding regions of localized electron pairs.

III. RESULTS AND DISCUSSION

It is well known that the surface atoms of Sis001d are
dimerized to reduce the surface energy. At low temperatures
s,200 Kd, the dimers appear to remain alternatively buckled
along a dimer row, with antiphase correlation between dimer
rows, leading to the well-orderedcs432d structure. The an-
tiferromagnetic phase is widely accepted as the ground state
of Sis001d,18 although a controversy still remains.19 For the
cs432d state, our DFT-GGA calculation yields the bond
length of 2.31 Å and the buckling angle of 18.0°, in good
agreement with previous DFT calculations.20 In the follow-
ing sections, we will present the structure, energetics and
bonding of neutral vacancies and interstitials on the clean
Sis001d surface and its subsurface layers.

A. Neutral vacancies

1. Structure, energetics and chemical bonding

Figure 1(a) shows thecs432d reconstructed surface. Here
atoms 1–6 belong to surface layer, atoms 7–14 to the first
subsurface layer, atoms 15–18 to the second sublayer, and
atoms 19–21 to the third sublayer. In Table I we summarize
the change of total energy of the defective system with po-
sition of neutral vacancy. The total energy increases rapidly
as the vacancy is moved into a deeper subsurface layer, and
it levels off beyond the fourth subsurface layer. The large
energy difference of 2.4 eV between the surface and the
fourth layer vacancies suggests that neutral vacancies could
be trapped(annihilated) near the surface.

First, we look at the structure and bonding of single va-
cancies on the Sis001d-cs432d surface. The up- and down-
atom vacancies are constructed by removing the buckled up
and down Si atoms, respectively. Figure 1(b) shows the re-
laxed configuration of the up-atom vacancy at the neutral
state. For both the up- and down-atom vacancies, the second
layer atoms[indicated as 12 and 13 in Fig 1(c)] around the
vacancy undergo a significant inward relaxation to form the
weak 12-13 bond with a distance of 2.82 Å.

For the up-atom vacancy, the remaining atom of the “de-
fect” dimer moves upward by 0.39 Å. Thus, it appears that
three consecutive dimers(including the defect dimer) are ori-
ented in the same direction. The remaining atom is bonded to
two subsurface atoms. The 2-8 and 2-9 back-bondss2.34 Åd
are noticeably shortened relative to the back-bondss2.40 Åd
of an up atom on clean Sis001d. The centers of the ELF’s and
the Laplacian critical points are slightly displaced from the
straight 2-8 or 2-9 paths, indicating the back-bonds are
strained to some extent. Now we can expect that the remain-
ing atom has a lone pair of electrons.[Indeed, as shown in
Fig. 1(b), the ELF isosurface of nonbonding localized elec-
trons appears to be larger than that of an upatom on the clean
surface. Here, the value for all ELF isosurfaces is set to be
0.86.] The buckling of the next neighboring dimers gets
weaker; that is, the buckling angle reduces from 18° to 14°.
The buckling reduction leads to less charge transfer from the
down atom to the up atom, which is well demonstrated by
the reduced area of ELF isosurfaces for nonbonding local-
ized electrons(on top of the up atoms). The down-atom va-
cancy formation is accompanied by the flipping of the next
neighboring dimers, and thus five consecutive dimers(in-
cluding the “defect” dimer) are buckled to the same orienta-
tion. The down-atom vacancy turns out to be as stable as the
up atom vacancy.[The energy difference between them is

TABLE I. Relative formation energy of a neutral vacancy at
different subsurface layers with respect to the fifth layer vacancy
whose formation energy is set to be zero.

2 3

Layer 0 2A 2B 3A 3B 4 5

Total energy change, eV −2.4 −2.2 −2.0 −2.2 −1.5 −0.1 0.0
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only 0.03 eV pers436d surface cell, well within the error of
a DFT calculation.] We also check the effect of next neigh-
boring rows by comparing the energy difference between the
up and down atom vacancies from thecs432d and theps2
32d surface cells. The energy difference is estimated to be
less than 0.02 eV, suggesting the influence of neighboring
rows is insignificant. We also examine an outward relaxation
of the second layer atoms, as suggested by Lowet al.6 How-
ever, this configuration turns out to be 0.13 eV[per s436d
unit cell] less favorable than the up-atom vacancy.

We also calculate the formation energy of a single missing
dimer, which turns out to be 1.8 eV lower than two separated
surface vacancies. The energy difference is quite similar to
the energy gain by the vacancy-vacancy pairing in Si.21 In
fact, it is not surprising as the stabilization is mainly ascribed
to the reduction of dangling bonds. This result clearly dem-
onstrates that a single missing dimer is energetically far more
stable than two separated surface vacancies.

Second, we look at single vacancy formation at the first
subsurface layer22 by removing the atom 8. Upon geometry
optimization, the surface atom 1 slides down to the position
of the removed atom 8, leading to a surface vacancy. This
suggests that a vacancy at the first subsurface layer is un-
stable.

Third, we identify a very stable state(state 2A) of neutral
vacancies at the second subsurface layer. The vacancy is cre-
ated by removing the atom 16. Initially, four dangling bonds
are created(at the atoms 8, 12, 19, and 20, around the va-
cancy). Upon geometry relaxation, as shown in Fig. 1(c), the
surface atom 2 is greatly displaced downward. This leads to
the formation of weak 2-20 and 8-19 bonds with distances of
2.39 and 2.54 Å, respectively. The 2-9 bond is significantly
stretched to 2.47 Å(initially, 2.34 Å). As the atom 9 is
dragged towards the atom 3, the up atom 3 is moved down
and thus the 3-6 dimer is nearly symmetrized.

The atom 2 forms three covalent bonds with neighboring
5, 8, and 20 atoms that appear to exist nearly on the same
plane, and also it barely exhibits a fourth close-shell interac-
tion (with the atom 9). This suggests the surface atom 2 still
retains thesp2 hybridization. It is likely that some charge is
transferred from the down atom 2 to the up atom 5. The atom
12 shows a characteristic ofsp2 hybridization; that is, it
forms three covalent bonds that lie on a plane. A released
electron from the atom 12 is delocalized, populating more
negative charge at the adjacent dimers. The nonlocal effect
has been found to be significant along a dimer row. Indeed,
the sum of all bond angles of the up atom 5 is decreased
from 281° to 264°, implying that the mixing ratio of thes
orbital in the dangling bond is increased and the energy of
the occupied states is decreased.

The vacancy state is energetically only 0.2 eV[per s4
34d surface cell] less stable than the surface vacancy. We
attribute the stabilization to(i) reduction of dangling bonds
in the subsurface layers and(ii ) delocalization of electrons
on the local surface.

We also identify a metastable vacancy(state 2B) at the
second subsurface layer[Fig. 1(d)]. The 8-19 bond is now
broken, and the weak 19-20 bond is formed by the Jahn-
Teller distortion. The atoms 8 and 12 are three coordinated,

FIG. 1. (Color online) Top (top) and side(middle) view, to-
gether with ELF=0.86 isosurface maps(bottom), of surface and
subsuface vacancy defect structures.(a) cs432d reconstructed
clean Sis001d surface.(b) Up-atom surface vacancy: The atom 5
[from (a)] is removed. The bond lengths change tod12-13=2.82 Å,
d2-8=d2-9=2.34 Å, andd1-4=d3-6=2.32 Å. (c) Second layer va-
cancy at the state 2A. The atom 16 removed, resulting ind2-20

=2.39 Å, d2-5=2.36 Å, d2-8=2.33 Å, d2-9=2.47 Å. (d) Second
layer vacancy at the state 2B, withd19-20=3.87 Å, d1-4=d2-5

=2.39 Å. (e) Third layer vacancy at the state 3A.d2-16=2.43 Å,
d1-8=d4-12=2.25 Å. (f) Third layer vacancy at the state 3B, with
d1-4=d3-6=2.30 Å and the distance between two fourth layer atoms
(which were bonded to the removed atom 20) of 3.34 Å.

INTERACTION OF NEUTRAL VACANCIES AND… PHYSICAL REVIEW B 70, 045321(2004)

045321-3



exhibitingsp2 hybridization. The released electrons from the
atoms 8 and 12 are again delocalized on the local region,
which in turn lowers the total energy.

The vacancy(state 2B) is about 0.2 eV less favorable than
another(state 2A) second layer vacancy(vide supra). No
bond breakage is involved in the transformation from the
state 2B to the state 2A. Thus, the energy barrier is minimal
(vide infra). At elevated temperatures, we can therefore ex-
pect that the former can easily be converted to the latter.

Fourth, we look at vacancy formation at the third subsur-
face layer by removing the atom 20. The relaxed structure is
shown in Fig. 1(e) (state 3A). Initially, four dangling bonds
are created(at the atoms 16, 17, and two other atoms at the
fourth subsurface layer[not shown in Fig. 1(e)]). The surface
atom 2 is significantly displaced downward to form the 2-16
bonds2.43 Åd while pushing the atom 16 down. This in turn
leads to(i) breakage of 12-16 and 8-16 bonds and(ii ) for-
mation of bonds between 16 and fourth layer atoms(which
were connected to the removed atom 20). As a result, the
atoms 8 and 12 have a dangling bond, whereas the fourth
layer atoms are four coordinated.

The atom 2 now shows asp3 characteristic, rather than
sp2. The atoms 8, 12, and 17 exhibit three normal covalent
bonds that lie on a plane. The atom 17 also shows a fourth
weak close-shell interaction(out of the plane, pointing to the
center of the symmetrized 3-6 dimer.) It appears that released
electrons from the atoms 8 and 12 are delocalized on the
local surface. The 1-8 and 4-12 bond distances are about
2.25 Å, much shorter than 2.40 Å for corresponding back
bonds of an asymmetric dimer on the clean surface. The
stronger bonding interactions are well demonstrated by ELF
[Fig. 1(e)] and charge and Laplacian density topology maps
that exhibit more charge accumulation within the bonds. The
third layer vacancy turns out to be very stable; its formation
energy is only 0.2 eV larger than the surface vacancy and
about 2.2 eV smaller than the fifth layer vacancy(which is
assumed to be similar to a bulk vacancy).

We identify another stable configuration of neutral vacan-
cies at the third layer(state 3B). Again, the atom 20 is re-
moved. The relaxed structure is shown in Fig. 1(f). In this
case, the surface atom 2 is insignificantly displaced and

retains thesp2 hybridization. The 8-16 and 12-16 bonds are
preserved. The atoms 16 and 17 undergo significant outward
relaxation. The two fourth layer atoms(which were bonded
to the removed atom 20) form a weak bond with a distance
of 3.34 Å [not shown in Fig. 1(d)]. The 1-4 and 3-6 dimers
are symmetrized.

The atoms 16 and 17 exhibit three normal covalent bonds
that lie on a plane, and also show a fourth weak close-shell
interaction (out of the plane, pointing to the center of the
symmetrized 1-4 and 3-6 dimers, respectively). The p-like
interactions are likely to stabilize the defective system sub-
stantially. The formation energy of the third layer vacancy is
about 1.55 eV lower than that of the fifth layer one(which
exhibits large pairing Jahn-Teller distortions, similar to a
typical bulk vacancy23–28 resulting in two weak bonds be-
tween the atoms around the vacancy). However, the 3B va-
cancy state is energetically less favorable than the 3A state
shown earlier(in which the dangling bonds at the fourth
layer are terminated by the atom 13). The transformation
from the state 3B to the state 3A involves breakage of 8-16
and 12-16 bonds, leading to a relatively large energy barrier
of 0.6 eV (vide infra).

Finally, we look at a neutral vacancy at the fourth and
fifth subsurface layers. No significant changes arise in the
surface structure, suggesting the vacancy-surface interaction
is no longer significant. The fourth layer vacancy appears to
be about 0.2 eV more stable than the fifth layer vacancy. The
former exhibits theC2v-point symmetry while the latter ex-
hibits theD2d-point symmetry. Note that the symmetry of a
neutral vacancy at the bulk lowers fromTd to D2d by the
Jahn-Teller effect, although the change in formation energy
is insignificant.28 Here, theC2v symmetry at the fourth layer
is mainly due to the strain induced by surface reconstruction;
that is, the fourth layer vacancy helps to relieve the sublayer
strain to some extent, resulting in the formation energy low-
ering with respect to the fifth layer one.

2. Diffusion dynamics

In this section, we present the diffusion pathways and
barriers of a neutral vacancy on the clean surface and its
subsurface layers. First, we look at vacancy diffusion along a
dimer row using the NEBM method. Figure 2 shows the

FIG. 2. (Color online) Pathway and energetics for neutral va-
cancy diffusion along the dimer row.(a) Initial state(up-atom va-
cancy), (b) transition state, and(c) final state(down-atom vacancy).

FIG. 3. (Color online) Pathway and energetics for neutral va-
cancy diffusion into the subsurface layer.(a) Initial state(up-atom
vacancy), (b) intermediate saddle point,(c) transition state,(d) final
state(subsurface vacancy).
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initial (a), transition(b), and final(c) state configurations of
the diffusing vacancy between two adjacent surface sites.
The vacancy diffusion involves a consorted motion of two
surface atoms(4 and 12). In the transition state, the atom 12
moves outward to interact with the remaining atom 2 while
the atom 4 moves downward to form a weak bond with the
third layer atom 16. The diffusion barrier is calculated to be
0.3 eV. The relatively low barrier indicates that the surface
single vacancies are highly mobile at elevated temperatures.
Vacancy-vacancy pairing by surface diffusion appears to be
mainly responsible for single missing dimer formation,29

rather than the liberation of the remaining atom in the “de-
fect” dimer.

Second, we look at vacancy hopping between the up- and
down-atom site in the “defect” dimer. In the calculation, we
fix the x and y coordinates of the remaining atom at the
certain values and only allow thez coordinate to move. The
rest of atoms in the slab supercell are fully relaxed except the
bottom Si layer and hydrogen atoms(used for the bottom
layer passivation). The hopping barrier is calculated to be
0.4 eV.

Third, we calculate vacancy diffusion from the surface to
the subsurface. The barrier is estimated to be 0.8 eV, with a
return barrier of,0.6 eV. Figure 3 shows intermediate con-
figurations of the diffusing vacancy along the diffusion path-
way: (i) the surface vacancy(a) starts moving along the
(011) direction, (ii ) the vacancy passes through the saddle
point (b) of diffusion along a dimer row(as shown earlier),
(iii ) instead of hopping to the adjacent surface site, the va-
cancy continuously moves down to the subsurface, which
involves a consorted motion of the atoms 2 and 12. The atom
12 moves up to restore a dimer with the remaining atom 2
while the atom 2 sinks to form a bond with the atom 20. The
transition-state configuration is displayed in Fig. 1(c).

Since the diffusion will take place through the transition
state of surface diffusion, it is likely that a surface vacancy
mostly migrates to the adjacent surface site, rather than to the
subsurface by overcoming an additional relatively large bar-
rier of 0.5 eV.(Note that the barriers for vacancy diffusion
along a dimer row and to the subsurface are 0.3 eV and
0.8 eV, respectively.)

The complete energy diagram for vacancy diffusion up to
the fourth subsurface layer is shown in Fig. 4. From the
fourth to the third layer(state 3B), the diffusion barrier is
estimated to be 0.13 eV.(The return barrier is 1.5 eV.) The
diffusion shows a similar feature to the bulk diffusion.

Vacancy diffusion from the state 3B to the state 3A at the
third layer requires overcoming an energy barrier of 0.6 eV.
There is relatively large return barrier of 1.3 eV from the
state 3A to the state 3B. This suggests that at moderate tem-
peratures vacancies in the neutral state can be trapped at the
third subsurface layer(state 3A). The surface atom 2 moves
down and interacts with the atom 16. The atom 16 is dragged
and pushed down to the position of the removed atom 20 and
forms bonds with fourth layer atoms(which were originally
connected to the atom 20). At the same time, the 16-8 and
16-12 bonds are broken, largely responsible for the relatively
large diffusion barrier.

From the third layer site(state 3A) to the stable second
layer site(state 2a), vacancy diffusion takes place through
the metastable state(state 2B). The barrier of 0.4 eV from
3A to 2B may be associated with the breakage of the weak

FIG. 4. (Color online) Energetics(in eV) along the diffusion
pathway for a subsurface neutral vacancy. 0 denotes the surface
vacancy, 2A and 2B indicate the second sublayer vacancy at the
state A and B, respectively, 3A and 3B is the third sublayer vacancy
at the A and B state, and 4 and 5 are the vacancy at the fourth and
fifth subsurface layers.

FIG. 5. (Color online) Top (top) and side(middle) view, to-
gether with ELF=0.86 isosurface maps(bottom), of adatom and
sublayer interstitial defect structures.(a) adatom, indicated as 0,
d0-1=d0-2=2.40 Å (b) (110)i-split interstitial at the first sublayer.
d0-16=2.39 Å, d1-4=d2-5=2.45 Å,d1-16=d0-5=2.50 Å, d16-4=d0-2

=2.48 Å. (c) s110d'-split interstitial at the second sublayer,d0-20

=2.84 Å, d1-4=d3-6=2.38 Å, d0-9=d0-8=2.52 Å.
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16-19 bond. From the metastable to the stable state at the
second layer, the vacancy can easily jump across with a very
small barrier of 0.1 eV.(No bond breaking is associated with
diffusion.)

Since the energy barriers for jumping across from the sur-
face to the third layer are,1.0 eV and the formation energy
differences are,0.2 eV, we expect that neutral vacancies
will also be highly populated at the subsurface layers at mod-
erated temperatures. However, given the far smaller forma-
tion energy of missing dimers, most vacancies will eventu-
ally remain in the form of missing dimers.

B. Neutral interstitials

Table II shows the total energy variation as a function of
the distance of an interstitial from the surface. Here, we only
present the energies of the most stable state at each layer.
The total energy increases very rapidly as the interstitial is
moved into a deeper subsurface layer. The difference in for-
mation energy between the surface and the fourth layer in-
terstitial is about 3.13 eV, indicating that neutral interstitials
can be trapped(annihilated) at the surface, such as neutral
vacancies. The significant energy gain of 3.0 and 1.3 eV at
the first and second layers, respectively, with respect to the
fifth layer (in which an interstitial shows a similar feature to
bulk interstitials), is apparently ascribed to interstitial-surface
interactions.

For the sake of reference, we first calculate the relative
stability of bulk interstitials in the three different configura-
tions. The result shows that the(110)-split andH states are
energetically almost equivalent, and they are 0.29 eV more
favorable than theT state, in good agreement with previous
DFT studies.30,31

For an interstitial on the surface(i.e., adatom), the most
stable site is on the side of a dimer row(in between two
dimers) [Fig. 5(a)], consistent with previous DFT-LDA
studies.32 For an interstitial at subsurface layers, we consider
two stable configurations;(110) split and hexagonalsHd
states. Since surface reconstruction introduces the anisotropy
to the system, we identify two(110) split states:(i) parallel
to the dimer row, i.e., along the(011) direction[indicated as
s110di split] and (ii ) perpendicular to the dimer row, i.e.,
along the(011) direction[s110d' split]. The results are sum-
marized in Table II.

At the first subsurface layer, the(110)-split state appears
to be unstable due to strain induced by surface reconstruc-
tion. Upon geometry relaxation, with an initial position at the
(110)-split site, the interstitial slides to theH site at between
the first and second layers.

At the second layer, as shown in Fig. 5(b), thes110di-split
state turns out to be very stable. This state is only 0.2 eV less
favorable than the most stable adatom state and 1.0 eV more
stable than theH site in between the first and second layers.
At the state, two adjacent dimers, 1-4 and 2-5, are symme-
trized. Given such low formation energy, we expect that a
large fraction of neutral interstitials would stay at the second
subsurface layer as well.

At the third layer, thes110d'-split state appears to be
most favorable, about 0.8 eV more stable than theH state
(between the second and third layers). As shown in Fig. 5(c),
two Si atoms, 20 and 0(inserted interstitial), share a lattice
site while interacting with the second layer atoms 8, 9, 12,
and 13. The 16-20 and 17-20 bonds are broken and the atoms
16 and 17 undergo an outward relaxation. They are stabilized
by interacting with the symmetrized dimers 1-4 and 3-6, re-
spectively.

At the third and fourth layers, the surface effect dwindles
substantially. The difference in the relative formation energy
between the(110) split and theH state decreases to 0.2 and
0.06 eV at the third and fourth layer, respectively. The over-
all formation energies are very close to those at the bulk.

IV. SUMMARY

The structure, energetics, and bonding of neutral vacan-
cies and interstitials on the clean Sis001d surface and its sub-
surface layers are examined using first principles quantum
mechanics calculations(density functional theory and quan-
tum theory of “atoms in molecules”). We also present the
diffusion pathways and barriers of vacancies at the vicinity
of the surface.

We find that the formation energy of vacancies(intersti-
tials) at the surface is about 2.4 eVs3.1 eVd lower than that
at the fifth subsurface layer in which the intrinsic defects
show a similar characteristic to the bulk ones. It appears that
both vacancies and interstitials at the neutral state are un-
stable at the first subsurface layer such that they migrate to
either the surface or the second subsurface layer immedi-
ately. We identify the very stable states of vacancies at the
second and third subsurface layers, with the formation en-
ergy of only<0.2 eV greater than the surface one. Intersti-
tials are also found to exist very stably at the second and
third subsurface layers, with the formation energies of about
3.0 and 1.0 eV lower than the fifth layer one, respectively.
Beyond the third layer, the surface proximity effect dwindles
rapidly. The significant stabilization at the subsurface layers
is mainly attributed to(i) the reduction of dangling bonds in
the subsurface layers as a result of rearrangement of surface
atoms and(ii ) the delocalization of electrons on the local
surface. It is likely that the strain induced by surface recon-
struction plays a minor role in determining the relative sta-
bility of defects.

Our calculations also predict that the barriers for vacancy
diffusion across the surface and subsurface layers are less
than 0.4 and 0.8 eV, respectively. This suggests that neutral
vacancies can easily jump across in the vicinity of the sur-
face at elevated temperatures. Given the relatively small dif-
ference in formation energy between the surface and the sub-

TABLE II. Relative formation energy of a(various-state) neutral
interstitial at different subsurface layers with respect to the fifth
layer H-interstitial whose formation energy is set to be zero.

Layer 1 2 3 4 5

s110d' −1.3 −0.3 −0.06

s110di −3.0 −0.5 −0.06

H −1.9 −0.4 −0.3 −0.2 0.0
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surface layers, we expect that a large fraction of neutral
vacancies would remain within the third subsurface layers
until they form far more stable missing dimers.

In this study, we only consider intrinsic defects at the
charge neutral state. We suspect the behavior of charged de-
fects would be different from the neutral ones.
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