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The influence of the charge transfer between metal and oxygen atoms on the EELS integrated cross sections
has been studied experimentally and theoretically in titanium and manganese oxides of different valence. It is
demonstrated that the behavior of the metalL2,3 integrated cross section can be connected with the formal
valence of the compound. The charge depletion is most noticeable in the energy-loss region 10–20 eV above
the threshold while, at greater energy windows, the increasing contribution of continuum states masks the
effect of the charge transfer. This contribution of continuum states is independent of the local chemical
environment and can be calculated in a free atom model. Complementary, the integrated cross section near the
threshold can be reliably calculated by the LAPW method provided that the simulation of EELS accounts for
the matrix elements and angular dependence of the scattering. The LAPW method is successful near the
threshold, however, at higher energy-losses, the standard LAPW basis set is insufficient with respect to the
continuum states. Extending the basis set with extra localized orbitals allows one to account partially for the
contribution of the continuum states and therefore to enlarge the applicability range of the LAPW calculations.
The created core hole might noticeably affect the intensity scale of integrated cross sections but this can be
modeled by introducing a core-hole in calculations also. Finally it is demonstrated that the effect of charge
transfer on EELS cross sections is adequately reproduced by the LAPW calculations.
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I. INTRODUCTION

The bonding trends in the formation of a compound from
pure elements can be understood in terms of the redistribu-
tion of the electron density. Namely, the energy distribution
of the density of statessDOSd around each atom changes and
some portion of the electron charge can be transferred from
one atom to another. The information about the unoccupied
DOS is readily accessed by analyzing the fine features in
electron energy loss spectrasEELSd or x-ray absorption
spectrasXASd. However, it is more difficult to establish a
clear connection between the charge transfer and the EELS
or XAS in different compounds. Theoretical considerations
suggest that the charge transfer might affect the integrated
area of EELS or XAS cross sections but the effect is hard to
measure experimentally. In the present work, the charge
transfer effect will be considered with respect to EELS ion-
ization edges although all major conclusions should also be
relevant for XAS.

The measurement of absolute EELS integrated cross sec-
tions is not practical as the total signal depends on numerous
experimental parameters such as the beam current, probe
size, and specimen thickness. Only relative changes in the
cross section are commonly measured based on the fact that
the scattering on a given atom becomes less dependent on its
local chemical environment with increasing energy-loss.1–5

In this approach, the EELS near-edge cross section is nor-
malized to a scattering level far above the threshold. How-
ever, the precision of such measurements is in most cases
insufficient because the normalization window should be
chosen at high enough energy-loss where the errors arising

from imperfect background subtraction and the effect of plu-
ral scattering become significant. As a result, experimental
studies typically report changes in the EELS cross sections
close to the error bar and the overall effect of the charge
transfer on EELS is questionable. In a few rare cases, the
charge transfer can be visualized in the appearance of new
features at EELS edges. The classic example is the absence
of the white line in metallic Cu while this line appears in
CuO oxide due to the partial emptying of the Cud-band.6

Even in this(rare) case, the presence of the charge transfer
can be doubted as the sharp white line in principle might be
formed by the fusion of a few broad peaks present at the
edge of metallic Cu.5

The effect of the charge transfer on the integral cross sec-
tions is essential for elemental analysis of compounds with
EELS. Suppose, for instance, that a metal Me forms an oxide
MexOy. The composition can be measured by relating the
integrated intensitiesIMe and IO of two EELS edges:

IMesDEd
IOsDEd

=
x

y

sMesDEd
sOsDEd

, s1d

whereDE is an energy window in which the integration is
performed andsMe andsO are the cross sections of Me and
O atoms, which are supposed to be constants. The question is
how significantly the valence state of a Me atom could affect
its cross sectionsMe?

In the present paper, the influence of the charge transfer
on EELS integrated cross sections is measured experimen-
tally and compared with theoretical predictions in the series
of Ti and Mn oxides. In order to avoid complication from the
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orientation dependence of scattering, both experimental and
theoretical spectra are averaged over random crystal orienta-
tions. In the experiment, the focus is on a comparison be-
tween the cross sections in oxides of different valence,
namely II and IV valence oxides. Instead of using the high
energy-loss normalization window,1 the experimental metal
L2,3 integrated intensity is divided to the OK one in the same
energy window near the threshold. In other words, we de-
duce directly theIMe/ IO value, thus errors from background
and plural scattering are minimized. The difference between
these two normalization methods is outlined schematically in
Fig. 1. Provided that two edges are recorded from the same
place and with the same beam intensity and the composition
of the oxides is exactly known, the cross sections ratio can
be precisely deduced. For very small windows our normal-
ization procedure might result in oscillation of the Me cross
section due to the fine structure of the OK edges, however,
this oscillation quickly damps out with increasing window
width.

The calculation of the integrated cross section for analyti-
cal purpose is conventionally performed within an atomic
model,7,8 which apparently cannot account for the charge
transfer. The charge redistribution is readily accessible inab
initio band structure methods, which have been applied for
calculating the energy-loss near edge structuresELNESd. Al-
though the relative intensities of different ELNES features
are reproducible by these methods, the comparison of inte-
grated cross sections in different compounds is not secure, as
the resulted intensity scale is arbitrary. However recent de-
velopments in the calculation of the EELS dynamic form
factor accounting explicitly for the matrix elements and an-
gular dependence of scattering9,10 in principle allow one to
put the calculated cross section of different materials on the
same intensity scale. In the present work, theab initio lin-
earized augmented plane wavessLAPWd method is used and
demonstrated to reproduce reliably the EELS integrated
cross sections. In the Appendix it is shown that the internal
computational parameters in LAPW when chosen in a rea-
sonable range do not significantly affect the calculated EELS
cross section for a given compound. Special attention is paid

to the energy range of applicability of the LAPW method and
the reasons why it is less reliable at high energy-losses where
the simpler atomic calculations work better.

II. DETAILS OF CALCULATIONS AND EXPERIMENT

A. Experiment

Both investigated oxide series consist of at least two ox-
ides of different valence. For quantification purposes the
composition of each oxide must be exactly known. The IV
valence MnO2 and TiO2 oxides—rutile and anatase—and
also the II valence MnO oxide perfectly satisfy these criteria.
In the case of II valence TiO oxide, the situation appears to
be more complicated. This oxide(NaCl-type structure) might
exhibit a noticeable deviation from the 50:50 composition in
both directions due to vacancies at the titanium or oxygen
sites.11,12 According to Andersson,11 the oxygen content in
TiO correlates linearly with the lattice parameter. In our case,
the cubic lattice parameter was measured by x-ray diffraction
to be 0.472 nm, which corresponds to a composition of
TiO1.2.

11

A Philips CM30 transmission electron microscope operat-
ing at 297 kV and equipped with a GIF200 for EELS analy-
sis was employed. In order to avoid the influence of chan-
neling the orientation of each crystal was kept away from
any exact zone orientation. The spectra were observed in
diffraction mode with collection and convergence angles
equal to 3.75 and 2.2 mrad, respectively. The energy resolu-
tion was 1.2 eV. The probe size varied from 10 to 30 nm and
the typical acquisition time was 5 s. The good reproducibil-
ity of fine features in EELS suggests that the beam damage
was minor in all cases. For each spectrum, the low-loss spec-
tra were automatically acquired before and after the charac-
teristic high-loss one with a minimal pause among acquisi-
tions ensuring that the probed region remains the same. In
the cases when the probe was contaminated or the sample
was drifting in the course of acquisitions, the initial and final
low-loss spectra differed from each other and the whole mea-
surement was discarded.

The background was removed by extrapolation of the pre-
edge region to the higher energies as a power-law. The pro-
cedure is not quite reliable when two edges partially overlap
as in the case of OK and TiL2,3 edges in titanium oxides. To
extract accurately the oxygen count it is additionally as-
sumed that the profile of the Ti edge at high energies follows
closely the free-atom scattering curve. As will be demon-
strated in Sec. III B, this assumption is valid for energy-
losses higher than 70 eV above the Ti threshold and there-
fore is accurate in the region of the OK edge. The plural
scattering was removed by Fourier-ratio deconvolution13

with the low energy-loss spectrum obtained from exactly the
same region in the sample, as described above.

B. Calculations

Band structure calculations were performed using the full-
potential linearized augmented plane wave codeWIEN2K

(Ref. 14) with the generalized gradient approximation
sGGAd for the exchange-correlation functional. The code is

FIG. 1. Comparison of the normalization method after Pearson
et al. (Ref. 1) with the method employed for normalization of the
L2,3 edge counts in the present work.

POTAPOVet al. PHYSICAL REVIEW B 70, 045106(2004)

045106-2



based on density functional theorysDFTd and uses a mixed
basis set consisting of linearized augmented plane waves
sLAPWd and augmented plane waves plus local orbitals
sAPW+lod. The APW+lo set uses fixed energies for radial
basis-functions and resembles LAPW rather than the old
Slater APW approach, so, for brevity, we will further call the
method LAPW. EELS was calculated by determining the
dynamic form factor in the first Born approximation and in-
tegrating it over the momentum transfer to take the collection
and convergence angles into account in the formalism de-
scribed by Nelhiebelet al.9 and Hébertet al.10 No orientation
dependence of EELS was considered, i.e., the cross sections
were averaged over all possible directions of the scattering
vector with respect to the crystal.

MnO2, TiO2 rutile and anatase exhibit a tetragonal lattice
(c/a,1 for MnO2 and rutile andc/a.1 for anatase). The
NaCl-type lattice was adopted for both MnO and TiO1.2. Al-
though in reality the latter possesses vacancies at Ti sites, the
perfect TiO-structure was used in the calculations assuming
that the chemical environment for O atoms only changes
negligibly comparing with the ideal NaCl-type lattice. For
calculating the EELS of pure metals and intermetallics, the
modifications with the simplest lattice were chosen, namely,
fcc for Mn, hcp for Ti, CsCl-type for NiMn and TiNi. All
lattice parameters were optimized to achieve minimal forces
at the atoms, except for the case of Mn metal and MnO2
oxide. In the latter materials, optimization yielded cross sec-
tions inconsistent with experiment, possibly because mag-
netic effects were not considered in the present work. Thus,
the experimental lattice parameter for MnO2 and for high
temperature paramagnetic fcc Mn was taken without optimi-
zation.

For Mn and Ti the 1s, 2s, and 2p states, for Ni 1s, 2s, 2p,
and 3s, and for O the 1s state were considered as core elec-
tron states and calculated self-consistently, fully relativisti-
cally and numerically in the spherically averaged crystal po-
tential. The basis cutoffRKmax (i.e., the product of the
smallest muffin tin radius in the system and the length of the
maximumk-vector of the interstitial plane wave basis) was
typically 7–8. The convergedk-meshes consisted of
1000–2000k-points in the full Brillouin zone. Core hole
calculations were performed in supercells consisting of 2
3232 simple unit cells, containing 64 atoms in the case of
MnO and TiO, and 48 atoms for MnO2 and rutile TiO2.
Evidently, smallerk-meshes were used for core hole calcu-
lations.

The atomic calculations were performed by the standard
routine using the Gatan EL/P software. The Hartree-Slater
cross sections were calculated based on the tabulation of
generalized oscillator strength following the approach of
Leapmanet al.7 and Ahnet al.8 Account for the finite col-
lection angle was made after Egerton13 and for convergence
angle after Kohl.15

III. RESULTS

A. Extracting experimental cross sections:
Evidence of charge transfer

Figure 2 shows the experimental EELS of several Mn and
Ti oxides with different valence. Each compound exhibits its

own specific energy-loss near-edge structuresELNESd and
slightly varying onset position. In the present work we will,
however, focus on the edge area integrated over a certain
energy window. Provided that the one-event ionization
counts are accurately isolated from the background and
stripped off plural scattering, the integrated area yields infor-
mation about the number of atoms in the probe and their
EELS scattering cross section. The latter relates with the
number of empty states in the valence bands available for
transition. Due to the transition selection rule(which our
calculations suggest to be valid for the examined materials
and present experimental conditions) these arep-like for the
K edge andd-like for the L2,3 one. Since the atomic ratio
between metal and oxygen is exactly known for each oxide,
the experimental ratio between the metalL2,3 and oxygenK
cross sections can be deduced in any energy window. If the
charge transfer effect on EELS is negligible, the metalL2,3
cross sections normalized on the OK ones are supposed to
be the same for oxides of different valence. However, if the
concept of charge transfer is relevant in EELS, the normal-
ized metalL2,3 cross sections should change when going
from the II valence to the IV valence oxide. Namely, a
smaller charge around a metal atom in the IV valence oxide
would imply the deficiency of electrons in the conduction
band and therefore a higher number of empty states available
for the transitions, i.e., a higher EELS cross section. The OK
cross section in such a simple intuitive picture should not
vary as the excess charge in the IV valence oxide is distrib-
uted over the double amount of oxygen atoms.

Table I lists the experimental Mn and TiL2,3 cross sec-
tions integrated in different energy windows and normalized
on the OK ones taken in the same windows. In all cases, the
metalL2,3 cross sections are smaller in II valence oxides than
in IV valence ones, which is consistent with the expectation
of the charge transfer. The difference is most pronounced for
the 20 eV window and decreases with increasing energy
window. At the same time, the Ti oxides of IV valence, rutile
and anatase, show almost identical cross sections in all en-
ergy windows.

These data correlate with the previous results of Kurata
and Colliex,2 who reported an about 60% increase of the
MnO2 cross section with respect to MnO. They interpolated

FIG. 2. Overview of the experimental EELS in the examined
oxides.

EFFECT OF CHARGE TRANSFER ON EELS… PHYSICAL REVIEW B 70, 045106(2004)

045106-3



the white lines by a Lorentzian curve and normalized to the
continuum following Pearson’s method. However, the nor-
malization method employed in the present work suggests
rather a 30% increase of the MnO2 cross section in the 20 eV
window, which captures the region of the white lines. The
difference is believed to come from the reduced errors in
background subtraction and plural scattering deconvolution
when the improved normalization method is used(see Intro-
duction). In the following sections, it will be shown that our
numbers agree much better with the LAPW calculations than
the numbers reported by Kurata and Colliex.2

B. LAPW vs atomic calculations of EELS cross sections

LAPW calculations typically work well only in a limited
range of the energy-loss. The situation is illustrated by Fig. 3,
where the experimental profiles of Ti and NiL2,3 and OK
edges are plotted together with those calculated by LAPW
and a free-atom model. The energy broadening of the LAPW
calculated profiles are fitted to match closely the width of
peaks observed in the experimental curves. In such compari-
sons, the absolute intensity scale is arbitrary but analyzing
the ELNES profile suggests that LAPW fits experiment ac-
curately near the edge threshold while it tends to progres-
sively underestimate the scattering intensity with increasing
energy. Essentially this LAPW trend is independent of the
chosen compound. Complementary, the simpler model of a
free atom, which assumes scattering from the localized inner
shell into the continuum states works well at high energies
but of course fails to reproduce the EELS profile near the
edge threshold.

In both the LAPW and atomic methods, the integrated
cross section is calculated in the first Born approximation
and within the one-electron picture yielding

s =
4g2

a0
2

k

k0
E 1

q4o
i,f

ukf ueiqr uilu2dV, s2d

wherei stands for initial core,f for all available final states;
k0 and k are initial and final wave vectors of the incident
electron whileq is their difference, called the scattering vec-
tor; V is the solid angle,a0 is the Bohr radius, andg is a
relativistic factor. As the initial core wave functions entering
the formula(2) are insensitive to the chemical environment,

all the changes in cross sections relate solely to changing the
final valence states.

In atomic calculations,7,8 the final states are assumed to be
continuum states, i.e., states found by solving the radial
Schrödinger equation for a free atom with the positive
eigenenergies falling into the continuum range. The effective
potential in this case can be represented as a Coulomb central
field, thus no self-consistent calculations are needed. Greatly
simplifying the computation, the atomic approach does not
take the band structure into account leading to a significant

TABLE I. Experimental Mn and TiL2,3 cross sections normal-
ized on the OK ones. The cross sections are extracted from the
edge intensities and accounting for the nominal stoichiometry of an
oxide.

Energy
window

(eV)

sMn L2,3d / sO Kd
cross section

sTi L2,3d / sO Kd
cross section

TiO2

MnO MnO2 TiO Rutile Anatase

20 2.44 3.16 7.28 9.28 9.08

40 2.02 2.31 5.26 6.26 6.10

70 1.96 2.00 4.36 4.96 4.78

FIG. 3. Experimental, LAPW and atomic calculated EELS of(a)
Ti L2,3 and(b) Ni L2,3 edges in TiNi and(c) O K edge in TiO. In(a)
and(b), the experimentalL3/L2 branching ratio was introduced em-
pirically into both LAPW and atomic calculations. The LAPW
curves are broadened with energy-dependent broadening parameters
(Ref. 16).
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deviation from experiment in the case of sharp bands like a
d-band in transition metals.

In LAPW methods, the states are projected on the wave-
function basis set consisting of plane waves in the interstitial
region between the atoms, augmented by radial functions
times spherical harmonics inside muffin tin spheressMTd.
These radial functions are solutions to the radial Schrödinger
equation at a fixed energy. Self-consistent solution of the
Kohn-Sham equations yields the ground state density of
electrons and allows one to calculate unoccupied Kohn-
Sham states. As DFT is a ground state theory, strictly speak-
ing these states do not correspond to elementary excitations
of the real system. However, using Kohn-Sham states as final
states in formula(2) is usually a good approximation when
assuming that the self-energy of excitations varies slowly in
the considered energy range.3 More importantly, there is a
practical limitation of LAPW methods for calculating the
high-energy states as the standard LAPW basis set is chosen
to be economic, i.e., combining the accurate description of
the crystal potential with reasonable computing time. In the
case of LAPW, the set is constructed by linearization
scheme, which employs derivatives around some reference
eigenenergy usually taken in the center of the valence/
conduction band. Reproducing accurately the occupied elec-
tronic states in the band and therefore calculating well the
crystal potential, LAPW can cause a noticeable deviation
from the exact solution for energies far above the Fermi
level. The systematic underestimation of the scattering level
at high energy suggests that the basis set is indeed insuffi-
cient in this region, i.e., there are states that are orthogonal to
all the basis wave functions and that are missing in the cal-
culations. At the same time, the success of atomic calcula-
tions in the same region indicates that the missing states have
primarily a continuumlike character.

The impact of the insufficiency of the LAPW basis set on
the simulated EELS spectra in each specific case depends on
the ratio between the bound and continuum states. The Ti
L2,3 edge[Fig. 3(a)] is dominated by the strong contribution
of the unoccupiedd-band, thus missing some of continuum
states is not strongly noticed. In the case of NiL2,3 edge[Fig.
3(b)], thed-band is almost filled, thus the contributions from
the bound and continuum states are comparable and missing
a major portion of the latter is important. In the OK edge
[Fig. 3(c)], the bound states are associated with the 2p band
having little holes and the contribution of continuum states is
again significant.

In an attempt to improve the applicability of the LAPW
methods for the high energy final states, we extended the
standard basis set. Namely, additional localized orbitals were
introduced in the energy region of 30 eV above the Fermi
level. The introduced additional basis functions tend to im-
prove the fit with the experiment confirming our suggestion
about the insufficiency of the standard basis set at high en-
ergies. With the new extended basis set, the TiL2,3 edge was
described nearly perfectly up to the energy of 50 eV, as seen
in Fig. 3(a). In the case of NiL2,3 and OK edges[Figs. 3(b)
and 3(c)], the description of EELS spectra is noticeably im-
proved although some of the continuum states seem to be
still missing. Unfortunately, the possibilities of adding local-
ized orbitals are currently limited in the LAPW implementa-

tion that we used, preventing a more systematic investiga-
tion. It might look surprising that introducing local orbitals
describes well the contribution of continuum states in EELS
despite the fact that these orbitals are localized inside the MT
spheres and do not resemble the shape of delocalized con-
tinuum states. However, only the part of continuum wave
functions within the MT spheres is important for EELS,
while the part leaking out from the spheres is described by
interstitial plane waves and does not directly influence the
EELS cross sections, since it does not overlap with the core
orbitals.

C. Extended-basis LAPW calculations of EELS cross sections

Figures 4(a) and 4(b) show the calculated spectra(aligned
to the threshold) in examined Mn and Ti oxides together
with the spectra of pure metals and some intermetallic com-
pounds. In all cases, the ELNES near the threshold shows the
fine features characteristic to each material. However, the
integration of the cross section in windows greater than
5–10 eV washes out the individual peaks and reveals gen-
eral trends independent of the specific shape of ELNES. Fig-
ures 4(c) and 4(d) show the integrated cross sections as a
function of the energy window as started from the threshold.
To track better the trends in changing cross sections, theL3
edge is not superposed with theL2 one. Similar to experi-
ment, theL3 cross sections in the IV valence oxides are
always higher than those in the II valence oxides. The effect
is clearly seen in the 10–15 eV windows and the difference
between cross sections is stabilized as of 15 eV. Beyond
15 eV, all integrated cross sections grow proportionally al-
though some small oscillations around the mean are visible.

It is further noted that the integrated cross sections of
rutile and anatase are almost the same indicating that their
behavior relates mainly with the valence IV of the TiO2 ox-
ides but not with their particular ELNES. On the other hand,
the difference between cross sections of metals(pure or in-
termetallic) and II valence oxides is minor again confirming
the relationship between the formal valence and the inte-
grated cross section.

As seen from Figs. 5(a) and 5(b) the ELNES of OK edge
is much more extended than that in theL3 one due to the
larger width of the oxygen 2p band. The corresponding cross
sections[Figs. 5(c) and 5(d)] show the local oscillations,
which are expected to get washed out when applying the
energy-dependent broadening as we did ad hoc in Fig. 3(c) to
mimic lifetime effects. Neglecting these oscillations, the
cross sections increase almost linearly from the start to the
entire energy-window range[Figs. 5(c) and 5(d)], which jus-
tifies the procedure of normalization on the OK cross sec-
tion used in Sec. III A. Note that, on average, the integrated
O K cross section in IV valence oxides seems to stay slightly
below than that in II valence ones. This may indicate a slight
increase of the electron charge around the oxygen atom in
oxides of higher valence, which goes beyond the intuitive
picture described in Sec. III A.

D. Influence of core hole

The calculations described in the previous chapter were
done in the sudden approximation, i.e., considering the
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ground state of the system. It has been pointed out that an
EELS ionization event relates rather with the excited state, in
which a hole at the core shell is created by the incident
electron. As a response to the creation of the core hole the
electron system relaxes causing redistribution of DOS and
therefore changes in the ELNES. The DFT, employed in the
present calculations, is essentially a ground state formalism,
which is not exact for an excited state. Nevertheless, differ-
ent approximations for treating the excited state as a quasi-
stable one have been explored in the framework of DFT. The
earliest, so-called “Z+1 approximation,” replaced the scat-
tering atom for the next one in the periodic table partially
imitating the compression of the electron orbitals due to the
core hole but neglecting the difference between, e.g., a core
hole in theK and L shells. A more sophisticated approach
directly introduces the frozen hole in the inner orbital and
puts the excess charge as an extra electron in the valence
band or smears the charge uniformly over space. In some
cases, as the case of metallic Cu, introducing half a core-hole
(i.e., the core level half occupied with an electron) fits better
the experimental ELNES than the full core-hole
approximation.17 The half-hole method is consistent with the
Slater’s transition state theory and reproduces more accu-
rately the binding energies for EELS thresholds.18 All those
approaches require much computation time because the self-
consistent calculations should be performed in the extended
unit cell (supercell) in order to exclude nonphysical interac-
tions between the neighboring holes. In practice, the choice

for one particular flavor of the core hole is most often made
by comparison with experimental spectra.

In the present work we will estimate the effect of the core
hole on the intensity scale of the calculated cross sections
rather than on the changes in the ELNES, which are aver-
aged when integrating over the energy window. Figure 6(a)
demonstrates that account for the core hole affects signifi-
cantly the intensity scale of the OK edge of TiO2 rutile and,
to a smaller extent, theL2,3 one [not shown in Fig. 6(a)].
However, as seen from Fig. 6(b), the ratio between theL3
integrated cross sections in TiO2 rutile and TiO is quite simi-
lar to that in the ground state calculations[Fig. 4(d)]. The
major effect of the core hole is introducing an intensity scal-
ing factor, which is almost independent of the chemical en-
vironment of an atom.

As seen in Fig. 6(a), the intensity scaling factor depends
crucially on the specific method of accounting for the core
hole. In the standard full- or half-core hole approximation,
both initial core and final states are calculated with a poten-
tial perturbed by the core hole in the one-electron formula
(2). Considering the many-body problem Stern and Rehr19

showed that this approach is reasonable for transition metals
with almost emptyd-band, as in the case of Ti. Note, how-
ever, that formula(9) in Ref. 19 includes the core orbital in
theunperturbedpotential. Contrary to the standard core hole
calculations, taking the initial states with the ground state
potential and final states with the perturbed one(the “mixed”
approach) results in an increase of the intensity scaling factor

FIG. 4. LAPW ground state calculated(a,b) ELNES and(c,d) integrated cross sections of the(a,c) Mn L3 and(b,d) Ti L3 edge in different
materials.
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[Fig. 6(a), upper curve] while the ELNES is almost un-
changed comparing with the standard approaches. For metals
with a half filled d-band, as Mn, the one electron picture is
less confident as multielectron excitations might be not
negligible.19

E. Calculating ratio between OK and Me L2,3 cross sections

The comparison between theoretical and experimental
cross sections can be made by relating the calculated inten-
sities of Me(metal) L2,3 to the OK edges. One difficulty is
the influence of the core hole discussed in the previous sec-
tion. Although the effect of the core hole seems to be inde-
pendent on the chemical environment of a given atom, it
might result in different intensity scales whendifferentatoms
are compared. As the intensity scaling factor is different for
K and L2,3 edges, the choice of the particular method for
accounting for the core-hole would affect the O to Me ratio.
The best fit with the experimental MeL2,3 to O K ratio is
obtained when the final states are calculated with a potential
perturbed by a full core hole while the initial states are taken
from the ground state. The calculations reveal that this
“mixed” approach results in a 25% –30% increase of the O
to Me edge ratio when compared with the ground state ap-
proximation. In the case of Mn oxides, the “mixed” approach
cannot be justified as multielectron effects are expected to be
strong;19 however, as will be seen further, a fit with experi-
ment is surprisingly good in the Mn series.

Another difficulty arises when summing the totalL2,3
edge from the partialL3 and L2 contributions. As a LAPW
method is a one-electron approach, it predicts the statistical
(2:1) branching ratio between the intensities ofL3 and L2
edges. In reality, the experimental ratio is always less than
1.0 for the TiL2,3 edges and more than 2.0 for the Mn ones.
Only approaches involving explicitly many-body
effects, for instance the time-dependent local density
approximation,20 can reproduce the correct branching ratios.
The many-body effects redistribute intensity between theL3
andL2 edges but are unlikely to affect the integral over the
total sL3+L2d cross section. This was demonstrated by the
atomic multiplet theory—the simplest method accounting for
many-body effects, which provides realistic branching ratios
in transition metals21,22 but still results in the integratedsL3
+L2d cross section exactly equal to that in the one-electron
description.23,24 Since the present calculations are kept
within the one-electron picture, the branching ratio of 2:1
might cause errors at energy-losses comparable with the
value of theL3–L2 splitting. Fortunately, in the case of Ti,
the error is negligible because of the smalls5.8 eVd splitting
value while the most interesting energy region for the study
of charge transfer is 10–20 eV. In the case of Mn, the split-
ting is about 10.5 eV but the experimental branching ratio is
not much different from the statistical value and again the
one-electron description is reasonable.

Figure 7 shows the ratios between the OK and MeL2,3
edges intensities calculated by LAPW within the “mixed”

FIG. 5. LAPW ground state calculated(a,b) ELNES and(c,d) integrated cross sections of the OK edge in(a,c) the Mn oxides and(b,d)
the Ti oxides.
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core hole approach and measured experimentally. Unlike
Table I, the nominal ratio between the numbers of oxygen
and metal atoms is not accounted for, thus this plot is ex-
pected to reflect the stoichiometry of oxides. “Mixed” core
hole LAPW calculations reproduce adequately the experi-
mental O/Me ratio at small energy windows while slightly
underestimating it when increasing the window above
40–50 eV. Apparently this relates with the underestimation
of continuum states in the OK edge as mentioned earlier
[see Fig. 3(c)]. Figure 7 also displays the calculations in the
free-atom approach, which implies the cross sections inde-
pendent on chemical environment; thus all differences in the
intensity ratios relate solely to the different stoichiometry of
oxides. The atomic calculations fail completely at small en-
ergy windows and predict the wrong direction of change of
the ratio with increasing window width. Due to the wrong
energy dependence they can be compared with the experi-
ment only at windows larger than 70 eV, where both atomic
calculated and experimental ratios become quasi-
independent on energy. Note that the experiment fits approxi-
mately the LAPW calculations at low energy-losses and the
atomic calculations in the large energy windows, which con-
firms the complementarity of these two approaches discussed
in Sec. III B.

To elucidate the changes in the cross sections, the O/Me
ratio in the IV valence oxide is divided by that in the II
valence ones and plotted in Fig. 8. In the absence of charge

transfer, the result must only reflect the stoichiometry of the
compared oxides regardless of the energy window used. That
should be 2.0 for MnO-MnO2 series and 1.66 for TiO1.2-
TiO2 series. The ELNES variation might affect the result
although its effect is expected to be random and quickly
damping with increasing energy window. However, Fig. 8
reveals that in both the Mn and Ti oxides series, the experi-
mental curves systematically deviate tolower values from
2.0 and 1.66 expected respectively for Mn and Ti. The de-
viation is quite pronounced in the 10–20 eV windows and
dampens out with increasing energy window. Both the
ground state and core-hole LAPW calculations reproduce
this trend and agree quite reasonably with experimental num-
bers. As seen from Figs. 4(c) and 4(d), the effect originates
mainly from the changes in the metalL3 and L2 cross sec-
tions in the 10–15 eV windows, which extends to 10–20 eV
when accounting for theL3–L2 splitting. It should be noted
that, although the ground state approach underestimates the
O to Me edge ratio, the errors are cancelled out by dividing
the two O/Me ratios by each other and the results of ground
state and “mixed” core hole calculations look comparable in
Fig. 8.

IV. DISCUSSION

Prevalence of the continuum states at high energy makes
the integrated cross section independent on chemical envi-
ronment of a given element. This property is essential for the

FIG. 6. Effect of the core hole on the LAPW(a) O K integrated
cross sections in TiO2 rutile calculated with different approaches
and (b) the Ti L3 integrated cross sections in rutile and TiO calcu-
lated in the standard full core hole approximation.

FIG. 7. The ratios between the OK and MeL2,3 edge intensities
along with the theoretical values calculated by LAPW(“mixed”
core-hole approach) and by an atomic model.
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elemental analysis with EELS when the cross sections are
calculated in the atomic model. However, as seen from Table
I and Fig. 7, the assumption of an environment-independent
cross section is approximately correct only when large en-
ergy windows are used. In many cases, e.g., in the case of
energy-filtered transmission electron microscopysEFTEMd,
smaller windows are employed to maximize the signal-to-
noise ratio. Still, the elemental analysis is possible provided
that the integrated cross sections are calculated by LAPW
with several precautions outlined in Secs. III B–III E and the
Appendix. These LAPW calculations allow us to avoid com-
plicated(and in many cases impossible) experimental mea-
surements of high precision. As seen from Fig. 7, at high
energies, LAPW is consistent with the atomic calculations,
i.e., a smooth connection between these two approaches is
obtained.

It should be clearly realized that the charge transfer might
have a strong impact on the EELS cross sections in the en-
ergy region close to the threshold. As a consequence, the Me
cross sectionsMe in formula (1) is biased by the valence
state and the Me integrated intensityIMe is not proportional
to the numbers of Me atomsx anymore. Fortunately, the
present results suggest that the charge transfer effect roughly
correlates with the formal valence of the oxide as seen from
Figs. 3(c) and 3(d). In metals, the integrated cross sections
follow very similar curves almost independently of the spe-
cific chemical environment and show no noticeable charge

transfer, which supports the concept of EELS local charge
neutrality in metallic systems.25 Taking into account these
regularities, the relationship between the composition and
the OK /Me L2,3 intensity ratio can be interpolated for any
Me by calculating few reference oxides in the given Me-O
system. Furthermore, as seen from Fig. 8, the general trends
of changing the cross sections with valence are similar for
different oxides families. In principle, Fig. 8, which charac-
terizes the charge transfer between II and IV valence oxides,
can be utilized as a basis for parametrization of the cross
section vs the valence state.

V. CONCLUSIONS

The electron charge transferred from metal to oxygen
atom in the course of oxidation affects noticeably the experi-
mental EELS integrated cross section in Mn and Ti oxides.
The charge transfer effect is most pronounced at 10–20 eV
above the threshold and fades with increasing energy-loss
due to the increasing contribution of continuum states.

The LAPW method can successfully calculate the contri-
bution of bound states in the EELS integrated cross section
including the effect of the charge transfer. The resulted inte-
gral cross section is mainly controlled by the formal valence
rather than the specific ELNES of the compound. The calcu-
lated integrated cross sections are in a good agreement with
the experimental ones. Continuum states are less success-
fully reproduced by LAPW and simpler atomic calculations
are still more efficient there.
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APPENDIX: IMPORTANT PARAMETERS IN LAPW
CALCULATION OF EELS INTEGRATED CROSS SECTION

A crucial parameter in the LAPW calculations is the muf-
fin tin radiussMTRd. Since the muffin tin is an entirely tech-
nical concept, while the cross section is a physical value, the
latter should not depend on MTR. From formula(2) it is seen

TABLE II. MTR dependence of the TiL2,3 cross section in hcp
Ti.

Muffin tin radius Extra localized Energy window

(a.u.) orbitals 20 eV 40 eV 70 eV

1.4 No 88.14 118.58 155.12

2.0 No 89.31 115.03 136.84

2.4 No 87.54 107.56 122.41

1.4 Yes 88.24 119.37 159.79

2.0 Yes 89.90 121.04 160.34

2.4 Yes 89.85 120.86 159.39

FIG. 8. The experimental and LAPW(ground state and “mixed”
core-hole approaches) calculated O/Me ratio in the IV valence ox-
ide divided by that in the II valence oxide in(a) manganese and(b)
titanium series, revealing a charge transfer from a metal atom to an
oxygen atom during progressing oxidation from the II valence to
the IV valence oxide.
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that the cross section is essentially an overlap integral of
initial and final state wave function. The strong localization
of the core orbital provides a natural radial cutoff for calcu-
lation of this integral. Since, for computational reasons, the
muffin tin has always to be larger than the core orbitals,
artificial dependence of the cross section on MTR is not ex-
pected.

However, when using the default LAPW basis we do ob-
serve strong MTR-dependence of the high energy part of the
spectrum(energy windows 40 eV and higher), resulting in

lower integrated cross sections for larger MTR(see Table II).
The default LAPW basis set is intended for the description of
bound states only, while the continuum states are less well
described in large MTR calculation yielding a lower DOS at
high energy. The description of the continuum states by the
muffin tin basis is getting worse as one goes away from the
nucleus. As seen from Table II, the addition of local orbitals
to a basis set raises the continuum DOS for large muffin tin
spheres and makes the EELS cross section quasi-independent
of MTR.

Secondly, the collection and convergence angles have to
be explicitly taken into account to simulate experimental
EELS cross sections. The collection angle is accounted for
by numerical integration over the distribution of allowed
scattering vectors. As seen from Table III, this integration is
converged by using a sufficiently dense mesh ofq-vectors.
In the present work, a mesh of 75 points was chosen for all
calculations. The influence of convergence angle is minor at
the experimental conditions used, and these small corrections
were accounted for empirically after Kohlet al.15
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