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We have calculated the electronic band structures and charge densities near I' for the
Hgy.,Cd,Te alloy system using the empirical-pseudopotential method. We find that the energy
gap varies linearly with x, with the semimetal-semiconductor transition occurring at x =0.165.
We have calculated the total electronic charge densities of HgTe and CdTe by using a weighted
sum of the charge densities at a few symmetry points in the Brillouin zone and for the non-
symmetry point used by Baldereschi. We show that for a large class of semiconducting com-~
pounds the total electronic charge density can be obtained to a very high degree of accuracy

using these representative 2 points.

I. INTRODUCTION

The two zinc-blende compounds HgTe and CdTe
form a continuous series of alloys'~® denoted by
Hg,.,Cd,Te, where x is the mole fraction of CdTe
in the alloy. This alloy system has been of great
interest in recent years because of the wide range
of its physical properties. These alloys are a
mixture of a semimetal (HgTe) with a semicon-
ductor (CdTe); the energy gap E in the alloys
varies continuously* ® between the — 0. 30-eV®
“negative” gap found in HgTe to the 1.60-eV"® gap
found in CdTe. Narrow-gap semiconducting al-
loys in this system have proved useful as infrared
detectors. ®

Interest in the band structures of the Hg,_,Cd,Te
alloys has been concentrated mainly in the region
of the Brillouin zone near I'. It is in this region
where the band structures change most with alloy-
ing. The band structures for HgTe and CdTe were
previously obtained™ by using the empirical-
pseudopotential method. !* In this paper we present
detailed results of our calculations of the band
structures of the Hg,_,Cd,Te alloys along symme-
try directions near I'. The calculation is de-
scribed briefly in Sec. II and the band structures
are discussed in Sec. III. The charge densities
for the I'g and T'y levels as well as the total va-
lence-band charge density near I'" are discussed
in Sec. IV. The way in which the position of the I'g
level affects the total charge density at I'" is also
discussed in Sec. IV. In Sec. V we show how the
charge density at a few symmetry points can be
used to calculate the total electronic charge den-
sity for each band in a crystal. The accuracy of
the charge density obtained using representative
k points in this way is discussed in Sec. VI. In
this section we also present the results of our cal-
culation for the total electronic charge densities
of CdTe and HgTe obtained by the approximation

l<a

method described in Sec. V. The results for CdTe
are compared with a previous calculation®? using
a large number of points in the Brillouin zone.

II. BAND-STRUCTURE CALCULATION

Our calculation of the band structures of the
Hg,..Cd,Te alloys is based on the empirical-
pseudopotential method!! and the virtual-crystal
approximation. The pseudopotential form factors
for HgTe and CdTe were previously® obtained by
fitting the theoretical optical-reflectivity spectra
to the experimental data. In the present calcula-
tion we have used the same form factors for HgTe
as in our previous work.'® The form factors for
CdTe have been modified slightly because we have
increased the number of plane waves used in the
expansion of the wave functions. This was done in
order to have the same number of plane waves for
CdTe as for HgTe. The new form factors for CdTe
were constrained to give nearly the same energy
differences at I'; X, L, and K as in our previous
work. The symmetric and antisymmetric form
factors (in Ry) for CdTe used in the present cal-
culations are Vg(iG1%=3)=-0.234, V¢(8)=-0.042,
Vs(11)=0.041, V,(3)=0.151, V,(4)=0.068, V,(11)
=0.005, and V,(12)=0. Spin-orbitinteractions were
included in the calculationusing the Weisz scheme® as
modified by Bloom and Bergstresser.* Thetwo spin-
orbit parameters were constrained to have the same
ratio as the splittings in the free atoms, leaving
only one spin-orbit parameter. The spin-orbit
parameter'®:!® was set equal to 0.0011 Ry for
CdTe. This gives Ag=E(T'g) — E(I';)=1,02 eV and
Ay=E(Ly,5) —E(Lg)=0.6 eV. The band structures
were calculated by taking 59 plane waves into ac-
count exactly while treating an extra 54 plane
waves through the Lowdin perturbation scheme.
The size of the matrix was 118x 118 (i.e., 59 plane
waves for each spin).

The pseudopotentials for the alloys were taken to
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be the average of the HgTe and CdTe pseudopoten-
tials. The averaging included the spin-orbit com-
ponent of the Hamiltonian, The pseudopotential
form factors were scaled for the small changes in
the lattice constant. The lattice constants adjusted
to 0°K are 6.45 A for HgTe and 6.48 A for CdTe.
The lattice constant changes almost linearly with
x. 16

The band structure of HgTe has also been cal-
culated by Bloom and Bergstresser, Overhof,
Herman et al., and Cardona.'

III. BAND-STRUCTURE RESULTS

The calculated variation of the energy gap de-
fined as E;=E(T) - E(T'g) was found to be linear
with x at 0°K. The energy gap changes sign when
x increases from 0. 16 to 0.17. The energy gap is
-0.01 eV at x=0,16 and is +0,01 eV at x=0. 17.
The exact value of x at the semimetal -semiconduc-
tor transition point is temperature dependent. For
both HgTe and CdTe |E;| decreases with tempera-
ture®!® thereby lowering the value of x at which
the transition occurs at higher temperatures, The
calculated value of x at the transition point is x
=0.165 at 0°K. This value is in excellent agree-
ment with indirect measurements of the energy
gap at low temperatures using magnetoreflection
experiments, ! and with the value obtained from the
temperature dependence of the Hall constant,
For a highly homogeneous sample with x=0. 161
+0,003, Groves, Harman, and Pidgeon®® report
E;=-0.01eVat T=~25°K and E;=0.01 eV at
T=~90°K. Vérie® estimates x=0.160x0.005 for
the transition point at low temperatures.

The calculated variation of the energy gap E;
and the spin-orbit splittings A, and A; are shown
in Fig. 1, where it is seen that all these energies
vary linearly with x, In Fig. 2 we show the band
structures for the top two valence bands and the
first conduction band for HgTe, CdTe, and two al-
loys near the transition point. The band struc-
tures extend from I to |kl =0.18(27/a) in the A
and A directions., Near the transition point the
variation of energy with wave vector is almost
linear in the region near I" for the I'g level and for
the I'y light-mass band. This is in agreement with
the band structure obtained from the Kane secular
equation®! for the case when E;~0.

IV. CHARGE DENSITIES NEAR T’

The alloys Hg;_,Cd,Te have an inverted band
structure similar to that of grey tin for x<0. 165
(Fig. 2). It is interesting to see how the position
of the I'g level with respect to the degenerate I'g
levels affects the electronic charge density near
T'. Figures 3 and 4 show the charge densities of
the I'g and I'g levels for HgTe and CdTe. The
charge density has been evaluated at about 1600
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FIG, 1. Variation of the energy gap Eg and spin-orbit
splittings at T' and L with alloying for Hg; . ,Cd,Te alloys.

points in a (110) plane which contains both the

Hg Cdand Tesites inthe primitive cell. Thecharge
density has been normalized to 2¢/§, where Q is
the volume of the primitive cell. The charge den-
sities of the I'g and I'g levels in HgTe are nearly
the same as the corresponding charge densities in
CdTe; i.e., the I'g and I'g levels have retained
their identity regardless of whether they are part
of the valence or conduction bands.

In Fig. 5 we show the charge densities for the
sum of the valence bands near I" for HgTe, CdTe,
and the alloy Hgg,g33Cdy, 16; T€ near the transition
point. The charge densities for HgTe and CdTe
have different characteristics. For HgTe, the
maximum of the charge distribution occurs exactly
at the Te site while for CdTe the maximum is
shifted toward Cd. The difference in charge den-
sities is directly related to the position of the I'g
level in these compounds. In CdTe only the lowest
valence band has largely an s-like character, but
in HgTe the s-like character of the I'g valence band
has been added to the s-like character of the lowest
valence band and one of the p-like I'y bands has be-
come the first conduction band. This difference in
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charge densities persists in the alloys Hg;_,Cd,Te,
the charge density being nearly identical to the
HgTe or CdTe charge densities depending on the
position of the I'g level. Also shown in Fig. 5 is

the charge density for an alloy with a very small
positive energy gap. Because of the large mixing
of wave functions at I" for this alloy a charge den-
sity whose characteristics are intermediate be-

HgTe /
TOP VALENCE BAND AND
BOTTOM CONDUCTION BAND (I3)

Near (0,0,0)
2 416 810 @
Hg
2
N\

HgTe /
VALENCE BAND (I3)
Near (0,0,0)

FIG. 3. HgTe charge densities near I for the I'g conduction and valence levels (top), and the I'g valence level (bottom),
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FIG. 4. CdTe charge densities near I' for the I'y conduction level (top) and the I'g valence level (bottom).

tween those of HgTe and CdTe has been obtained.
The charge densities of the sum of valence bands
for HgTe and CdTe are shown in Fig, 6. These
charge densities were calculated using an approxi-
mation scheme described in Sec. V. The total va-
lence-band charge densities of HgTe and CdTe
show a greater similarity to each other than the
corresponding charge densities calculated near
T (Fig. 5). Although for HgTe the maximum in the
charge density is still at Te, the difference be-
tween CdTe and HgTe is less than is implied from
the charge distributions near I' (Fig. 5), where the
T's level has greatly influenced the HgTe charge
distribution.

V. CALCULATION OF CHARGE DENSITIES FROM A
FEW REPRESENTATIVE POINTS IN THE BRILLOUIN
ZONE

We can ask the question whether it is possible to
obtain a good approximation to the charge density
by using the charge densities of a small number
of points in the Brillouin zone., Baldereschi? has
recently proposed using only one k point to cal-
culate the average charge density. For fcc crys-
tals the coordinates?®! of this point are (21/a) (0.622,
0.295, 0). We will show a general method of ob-

taining the charge density of semiconducting crys-
tals by using the charge density calculated for a
few points. We also obtain the representative
point chosen by Baldereschi (referred to here as
the Baldereschi point) for fcc crystals when only
one point in the Brillouin zone is used for the
charge-density calculation. The accuracy of this
method in obtaining the charge density is dis-
cussed in Sec. VI,

The procedure is to express the wave functions
and charge densities in terms of the Wannier func-
tions. For a given band we can express the Bloch
functions in a given band in terms of the Wannier
functions for that band:

- 1 7 -
- ik*R,
‘pi(r)”\/‘ﬁ % e Fm q(r -R,),
where the band index has been suppressed, ﬁm is
a lattice vector, and a(r - R,) is a Wannier func-
tion centered on ﬁm . The charge density asso-
ciated with this wave function is

p;(F) = 3 (7) 45 (F)

5 @ikt (BB ar -R,) @ -R,). Q)

2]
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FIG. 5. Sum of valence-band charge densities near I' for HgTe, Hgy, 433Cd,167Te, and CdTe.

The total charge density for the given band is

p(5)=2;4 p;(r)=2J |a(x -R,)|%. @)

The expression for Pz (7) in (1) can be written in
the following way:

.1 « sz lsus em
p;(r)—N§[a(r R,)| +N? %e J

Xa(;—ﬁm) a*(;+ﬁj—ﬁm) ’ (3)

where the prime in the sum over j means that the

term with R, =0 is not included in the sum. The
first sum in (3) is proportional to the total charge
density for the given band and is actually the av-
erage charge density of an electron in that band.
Our purpose is therefore to try to minimize the
second sum in (3). To do this, consider the set
of wave vectors obtained from a general wave
vector k= (1 ks ky) by performing all possible per-
mutations and sign changes on the components.
We can generate up to 48 different k vectors from
a given one using these operations, which will be
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specified by T. The charge densities p;(r) asso-
ciated with each one of these wave vectors can be
calculated easily once the charge density for one
of them is known by using the symmetry opera-
tions of the Hamiltonian. The sum of charge den-
sities obtained in this way from the charge density
p;(?) is given by

) - 1
Z @3 T3 lalr-Ry)|?

+J% DL eiTo R, a(® —ﬁm)a*(F+§, -R,) .
i m

T
4)
The first term in (4) is independent of any sign
changes and permutations of k so the sum over T
just multiplies this term by 48. Let F(T) be the
second sum in (4); then F(T) can be expressed in
the following way:

- 1 «— 2R
F(r)=ﬁ 25 e™Ry 2

i m

27 a(;—ﬁm)a*(;+Tﬁj -R,).
T
(5)

For any given R,, TR, is a lattice vector of the
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same magnitude as R,; therefore the sum

SF)=2327 alt -R,) a*(@+ TR, -R,,) (6)
m T
in (5), for a given ﬁ,, remains constant under all
permutations and sign changes of R ;- The condi-
tion that F(r) be zero can be fulfilled if we require
the wave vector k to satisfy the following set of
equations:
2 e®F=0,
lel=cm

m=1,2,3,... (7)

where c,, is the mth nearest-neighbor distance. In
the case where two lattice vectors, such as ﬁl
=(2, %, )aand R,= (2, 2, 0)a in the fcc structure,
have the same magnitude but the coordinates are not
related by any permutations or sign changes, Eq.
(7) must be satisfied for each set of lattice vectors
separately.

For the fcc crystal structure, letting k=(2/a)
(By, kg, k3), the equations to be satisfied are of the
following form for the first three nearest neigh-
bors:
cos ky COS ky+COS ky cOS kg +CcOS ky COS k=0,

(8)

HgTe
SUM OF VALENCE BANDS

CdTe
SUM OF VALENCE BANDS

FIG. 6.

Total valence-band charge densities for HgTe and CdTe,

These charge densities have been normalized to

8¢/Q. For CdTe, the pseudopotential form factors of Ref. 12 have been used.
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c0S2ky + COS2k, + COS2k3=0 , (9)
cos2k, cosk, cosks + COSky COS2k, COSks

+cosky cosk, cos2k;=0 . (10)

The point (27/a) (0.622, 0.295, 0) proposed by
Baldereschi satisfies (8) and (9). It is possible to
show that for the fcc crystal structure there is no
k which will satisfy (8)-(10) simultaneously. We
can, however, use more points in the Brillouin
zone in order to satisfy a greater number of the
conditions of (7). In fact we can use the weighted
sum of the charge density at a few points in the
Brillouin zone to do this, If the charge density is
going to be approximated by

p(r)=23 23 a,prp (¥) (11)
T =1 4

then the conditions, similar to those in (7), to be
satisfied are

n - -
27 20 ae®®=0,

i=1 1R11=cm

m=1,2,3... (12

where » is the number of points being used and as
before c,, is the mth nearest-neighbor distance.
We must also require

f?a. L (13)

in order to have the proper normalization for the
charge density. The conditions (12) are most
easily satisfied by symmetry points. For example,
the three symmetry points I, X, and L can be
used in this way to calculate the charge density.
The charge den/sity is then given by

.0(-{‘) = % Pr(;) +%‘ Px(;') + %PL (;) ’

where by py(r) and o, (T) we mean the symmetrized
charge densities at these points [i.e., py(T)

=% 31 Pra,0,0,(F), T being the set of 48 permuta-
tions and sign changes of the coordinates of a gen-
eral wave vector]. The symmetry points r,

X, L used in this combination satisfy the condi-
tions (12) for the first three nearest neighbors and
should therefore give a better charge density than
the Baldereschi point; furthermore, the calculation
of wave functions and charge densities is simpler
for symmetry points than for general points. A
much better scheme with three symmetry points
that satisfy Eq. (12) for the first seven near-
est-neighbor distances is obtained by using a
weighted sum of the symmetrized charge densities
at k;=(0.5,0.0), k,=(1.0,0.5,0), and k= (0. 5,

0.5, 0) with the weighting factors a,=%, a,=1%,
and a3=3, respectively.
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V1. ACCURACY OF THE REPRESENTATIVE k-POINT
SCHEME FOR CHARGE DENSITY

The scheme outlined in Sec. V for the calcula-
tion of charge densities from a few representative
points in the Brillouin zone is clearly valid only
for completely filled bands and therefore is not
very useful for metals. It will give accurate re-
sults when the Wannier functions representing the
bands are well localized. The magnitude of the
error in the charge density is given by F(T) in (5).
This error will decrease rapidly when the condi-
tions (7) or (12) are satisfied beyond the nearest-
neighbor shells in which the Wannier functions
are well localized. The Wannier function for a
band is not unique; it is related to the Bloch func-
tions in the band by

a(f)=2 y;(r) e*®® (19)
k

where the 0(k) are arbitrary real numbers. The
localization of the Wannier function a(?) depends
on the choice of the 8(k). The localization of the
Wannier functions for the one-dimensional case

has been treated by Kohn® and the general case

has been treated by Blount. #

We have used the approximation schemes de-
scribed in Sec. V to calculate the electronic charge
densities for HgTe, CdTe, and some other semi-
conductors. A comparison of our results for the
sum of the valence-band charge densities of CdTe
with previous calculations!? using a large number
of points in the Brillouin zone shows excellent
agreement between the two. The total charge den-
sities for CdTe and HgTe were calculated in two
different ways: first by using the Baldereschi
point (27/a) (0. 622, 0.295, 0) and then by using a
weighted sum of the charge densities at (27/a) (0.5,
0,0), (2r/a)(1.0, 0.5, 0), and (27/a) (0.5, 0.5, 0),
as described in Sec. V. For CdTe the total charge
densities obtained in these two ways were found to
agree with one another and with the 71-point cal-
culation'® to about +1%. The sum of the valence-
band charge densities for HgTe and CdTe obtained
in this way is shown in Fig. 6. Spin-orbit inter-
actions were neglected when using representative
k points to facilitate comparison with previous
calculations. 2

The accuracy of the approximation schemes is
less for the individual valence-band charge densi-
ties than for the sum of the valence-band charge
densities (degeneracies sometimes cause compli-
cations). The scheme using the weighted sum of
charge densities at (0.5, 0, 0), (1, 0.5, 0), and
(0.5, 0.5, 0) (in units of 27/a) gives individual va-
lence-band charge densities to an accuracy of +5%
for many crystals. The accuracy of the Balder-
eschi point is lower than the three-point scheme as
may be expected. The reason why the total charge
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density turns out to be more accurate than indi-
vidual-band charge densities is that even though the
Wannier functions for the individual bands may not
be localized, we can construct a set of composite
Wannier functions from these bands such that they
are more localized and such that they will give the
total charge density. For » interacting bands we
can construct » composite Wannier functions:
- 1 SN - -
a;0) == 2723 U, ®) 9y, n(F), i=1,...,m
‘/_N k m=1 (15)
with the requirement that U(K) be a unitary matrix
for each k. These Wannier functions are con-
structed from a combination of Bloch functions
from different bands m, and satisfy the usual prop-
erties of Wannier functions. The Bloch wave func-
tions can be expressed in terms of these composite
Wannier functions:

b5, )= 757 21 zu £ @ etFiaf-R,) .

-

(16)
The sum of the charge densities of the » bands
is then given by

3T k) wg,m(?>=§ ‘jE la,G-R)|*. an

m=1 &

This expression is similar to (2) with the exception
that in (17), a,.('f) does not represent the Wannier
function of any given band. There is considerably
more freedom in constructing the composite Wan-
nier function (15) than the simple Wannier functions
(14). These extra degrees of freedom can be used to
make the composite functions very localized par-
ticularly if the bands from which they are con-
structed do not interact strongly with other bands.
The approximation schemes described in Sec. V
can be easily extended to these new Wannier func-
tions for the calculation of the total charge den-
sity. The representative points in the Brillouin
zone giving the total charge density are again found
to satisfy the conditions (7) or (12). These local-
ized Wannier functions provide at least some ex-
planation for the fact that the calculation of the
total valence-band charge densities using only a
few representative points turns out to be so accu-
rate.
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