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%'e describe a Schottky-barrier electroreflectance (ER) technique for making high-resolution optical
spectroscopic measurements on semiconducting materials. %'hen combined with recent line-shape theories

of low-field ER spectra, the method provides order-of-magnitude improvement in resolution of structure

and accuracy in the determination of critical-point energies and broadening parameters as compared to
previous spectroscopic work on higher interband transitions. The Schottky-barrier technique is applied to
GaAs, ~here separate critical-point contributions of I and 5 symmetry in thekz triplet areresolved
for the first time, together with all members of the quadruplet at X. %'e find the values of
critical-point energies F. , and broadening parameters I for the following transitions at 4.2'K (all

energies are in meV): Eo(1517.7 + 0.5, & 0.3); Fo + 60(1859+1,6+ 2).„E,(3043.9+ 1, 28+ 1);
F. , + 5,(3263.6+ 1, 38+ 2); E' triplet, I symmetry: (4488+ 10, g 40+ 5), (4659+ 10, 30+5},
(5014+15,47+ 10); Fo triplet, M, transitions, I symmetry: (4529+ 10, & 36+ 5) and

(4712+ 10„34+5); E, complex, X: (5137+ 10, 104+ 10); E, complex, X quadruplet:
(4937 + 10, 47 + 10), (5014 + 10, 47 + 10), (5339 + 10, 48 + 10}, (5415 + 15, 50 + 15). These values

enable us to determine the following spin-orbit-splitting energies: ho = 341+ 2 meV, 5, = 220+ 2

meV, ~0(at I) = 171+ 15 meV, ~ 0(at 5) = 183+ 15 meV, and 5, = 77+ 10 meV. The splitting of
the lower conduction bands at X due to the antisymmetric potential is 5; = 402+ 10 rneV. The Eo
transitions of 5 symmetry are sho~n to lie about 10% of the way from I to X. By comparing the

period of the large number of Franz-Keldysh oscillations observed at the E, + 5, transition with those
of the F.o+ 60 transitions observed in the high-field measurements, we determine a value

p, z ——(0.055+ 008)me for the transverse reduced mass at F. , + 6, ~ These results are compared to
previous experimental measurements and to calculated energy-band structures for GaAs. The
determination of critical-point symmetry in surface-barrier geometries in terms of the transformation

properties of the third- and fourth-rank low-field ER line-shape tensors is also discussed. Finally, the

vanishing of an ER spectrum at a hyperbolic critical point, a reduced-mass effect predicted by the
general theory of the Franz-Keldysh effect, is observed for the first time.

I. INTRODUCTION

Since the discovexy of the electroreflectance
(ER) effect in 1964, numerous forms of modulation
spectroscopy have been developed and great pro-
gress has been made in optical spectroscopy of
solids. As a result, much information has been
obtained about the energy band structure and criti-
cal-point spectra of a wide variety of materials. @

Recently, it has been shown that the sharp and
richly structured ER spectra obtained at sufficient-
ly low values of the modulating field arise from
highly resonant fourth-rank-tensori". 1 field-induced
changes in the linear dielectric function. 4' These
line shapes are closely related to the third deriva-

tive of the unperturbed dielectric function, ' and
thus are more directly suitable to high-resolution
spectroscopy than other forms of modulation spec-
troscopy vrhich yield broader first-derivative spec-
tra.

Since low-field ER line shapes simply scale
quadratically in the applied modulating field, de-
pletion-barrier modulation is particularly well
suited to high-resolution spectroscopy of semicon-
ducting materials. In addition to minimizing field-
inhomogeneity effects, ' the quadratic field de-
pendence can be combined with the square-root de-
pendence of the field on modulation potential in a
fully depleted (nonequijibrium) space-charge region
to yield spectra which are linear in the applied po-
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tential, rather than the field, and thus are rigor-
ously independent of modulation waveform and dc
bias effects. The metal-semiconductor (MS) or
Schottky-barrier ER configuration is ideal for this
purpose, possessing distinct advantages with re-
spect to other surface-barrier techniques using
p-n junction, heterojunction, electrolyte, metal-
oxide-semiconductor (MOS), or field-effect con-
figurations. Schottky diodey are majority-carrier
devices relatively insensitive to surface states, are
particularly easy to fabricate, can be appbed to a
wide variety of semiconducting materials, and per-
mit ER measurements to be made over wide ranges
of temperature and wavelength.

It is the purpose of this paper to discuss the
Schottky-barrier technique as a means of obtaining
high-resolution ER spectra, and to apply it to
GaAs. Despite intensive investigation of metal-
semiconductor junctions as rectifying contacts for
use in electrical devices and optical detectors,
the Schottky-barrier configuration has been used
only occasionally in electroabsorption'~'3 and its
application to ER appears to be new. The primary
reason for this appears to be due to the commonly
accepted belief that quantitative ER spectra can
only be obtained by modulation from the flat-band
or zero-surface-field condition, because of the
strongly nonlinear dependence of ER spectra on the
modulating field. The flat-band condition cannot
be obtained in a Schottky diode due to the internal
barrier potential and the majority-carrier nature
of the device. The proof that quantitative ER spec-
tra can be obtained without the need for modulation
from flat band, which provided the justification
needed for the use of this configuration, has only
recently been given.

In this paper, we shall concentrate on a single
material, GaAs, in order to discuss the technique
and analysis of Schottky-barrier ER spectra.
GaAs lacks inversion symmetry and therefore has
a much more richly structured ER spectrum than
group-IV materials such as Ge or Si. Moreover,
the various types of optical spectra of GaAs have
been well studied, ""which allows us to make a
direct and revealing comparison of the Schottky-
barrier ER technique to other forms of optical
spectroscopy. We shall show that the order-of-
magnitude improvement in resolution attainable at
higher interband transitions with this technique en-
ables us to obtain a wide variety of new informa-
tion. For example, we have identified and mea.-
sured critical-point energies and broadening pa-.
rameters for a number of transitions never before
resolved, and have also measured the transverse
mass of the Eq+Az transition.

The outline of the paper is as follows: In Secs.
IIA and II 8, experimental details of sample prep-
aration, measurement techniques, and data pro-

cessing are discussed. Section GC deals with
electrical properties. In Sec. IID, symmetry
analysis is discussed in terms of the transforma-
tion properties of third- and fourth-rank tensors
in diamond and zinc-blende crystals. The data
are presented and analyzed in Sec. DI, with the
main spectroscopic results being summarized in
Table II. Finally, in Sec. IV we compare our re-
sults to other measurements and calculations of
the energy-band structure of GaAs. Relevant
equations are summarized in the Appendix.

H. EXPERIMENTAL

A. Sample Construction

The Schottky-barrier ER technique depends on
the formation of a Schottky barrier or MS diode
when a thin, semitransparent metal film is depos-
ited on the front or reflecting surface of the semi-
conductor. Schottky barriers can be formed on a
wide variety of semiconducting materials, as tab-
ulated in Sze. Since the metal film must be
semitransparent, the choice of metal is dictated
in part by the requirement that it be relatively
inert (not readily oxidized or corroded) under am-
bient conditions. We have found Au and Ni to be
particularly well suited for ER applications. Al-
though Ni tends to oxidize in air, its relatively uni-
form transmittivity over a wide spectral region
gives it an advantage over Au from a spectroscopic
point of view, since Au has substantial structure
in its optical spectrum around 2. 5 eV.

Samples used in these experiments consisted of
n. -type single crystals of GaAs of carrier concen-
tration of the order of the optimum value of 10'6
cm . The back surface of the samples was sand-
blasted or mechanically abraded in order to intro-
duce recombination centers and eliminate the pos-
sibility of back-surface specular reflection below
the fundamental absorption edge, which can result
in spurious signals in modulated ref lectivity spec-
tra due to electroabsorption effects. Electrical
contact was made to this back surface by rhodium
plating. This contact was durable, strain-free,
Ohmic, and showed negligible resistance (& 1Q)
under all measurement conditions reported herein,
indicating contact was being made directly to the
semiconductor with no intervening high-resistivity
oxide layer being present. A highly specular,
relatively damage-free front surface was obtained
by Syton" polishing. The sample edges were
masked and the metal film was deposited over an
area of roughly 5~9 mm in the pressure range of
3&&10 6Torr as soon as possible following polishing
in order to minimize the thickness of the natural-
surface-oxide layer. 44 The metal thickness was
monitored by measuring the resistance between two
contacts at the ends of a quartz slide adjacent to
the sample, and evaporation was terminated at a
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measured resistance of 1000 Q/CI. The single-
pass transmittance of Ni films prepared in this
manner was typically of the order of V5-50%%uo, cor-
responding to a calculated thickness of about 3. 5
nm. The completed samples were therefore es-
sentially laminar structures consisting of a back
contact, the semiconductor crystal, a very thin
natural-oxide layer on the semiconductor, a semi-
transparent metal film, and a thin metal-oxide
layer adjacent to the ambient. The existence of
the natural-oxide layer between the semiconductor
crystal and metal film could be inferred from
pumpdown time delays in the fabrication process,
known growth rates of semiconductor oxides under
atmospheric conditions, and the observation of
Ohmic behavior ( 1000 + cm ) of the diode under
large forward bias. @ In contrast to the MOS
ER technique, this oxide was sufficiently elec-
tricaQy transparent so as not to influence the basic
metal-semiconductor nature of the junction. The
existence of a thin nickel-oxide film on the ambient
side of the Ni film was suggested by the observa-
tion that the resistance of tbe equivalent Ni film
deposited on the quartz slide always increased
mhen the slide mas exposed to air. While the nick-
el oxide had no detectable deleterious short-term
effect on the electrical or optical response of the
MS diodes, oxidation obviously progressed slowly
since diodes prepared with Ni films generally be-
came unusable aftex several weeks.

8. Measurement Techniques

Electrorefleetance spectra were measured with
standard optical and phase-sensitive electronic
detection equlpxnent using techniques well docu-
mented in the literature. ~ The optical system for
measurements above 2 eV consisted of an Illumina-
tion Industries model XBO-'75 xenon short-arc
lamp, a Jarrell-Ash 1-m monochromator, an Air
Products LT-3 cryotip refrigerator for sample
mounting and temperature control, an RCA V200
photomultiplier, and a Kepeo model BHK-2000-
0. 1M power supply electronically x egulated with a
0. 3-sec time constant to maintain 100-p,A average
current flow at the photomultiplier anode. For
lower-energy measurements, the light source and
detector were replaced with a Sylvania PCS quartz-
halogen lamp and an RCA C31025C GaAs-cathode
photomultiplier regulated to 5-p,A average anode
current. Polarization measurements mere made
with a calcite polarizer or Polaroid HNB'P unsup-
ported uv polarizing film. The sample was mount-
ed on the cold finger of the cryotip with silver
paint applied uniformly over the back contact.
This technique provided a good electrical ground
and a good thermal contact mhile inducing virtually
no strain in the sample. This was verified (some-
what to our surprise) by observing the extremely

sharp and strain-sensitive g = 1 exeiton line in
GaAs at 1513.5 + 0. 5 meV, in excellent agreement
with transverse exciton polariton peak at 1514.8
meV reported by Sell etsL in measurements on
high-purity rigorously strain-free, epitaxially
grown samples (the 1-meV discrepancy is due pri-
marily to impurity effects36 in our less pure bulk
samples). The dc bias and 150-Hz square-wave
ae modulation voltages mere added potentiostati-
cally and applied to the semitransparent metal
layer by means of a thin mire attached to the metal
film with a dot of silver paint.

The detection and data-processing system in-
cluded a Princeton Applied Research model HR-8
phase-sensitive detector, a Hewlett-Packard model
5480 signal averager, a Hewlett-Packard model
2114 computer, and a Sykes model 100 cassette
recorder. The system operated as follows: The
opex'ator provided the low- and the high-energy
limits of the desired spectrum as input data. The
computer divided the specified energy range into
249 equal-energy increments, corresponding to the
energy separation between pairs of the 250 data
points spanning tbe spectrum. The computer then
drove the monocbroxnator by means of a stepping
motor to the wavelength corresponding to the high-
energy end point of the spectrum (the wavelength-
energy conversion factor 1.239513eV pwasused 6).
When this wavelength had been reached, the mono-
chx omator halted and the signal averager began
sampling the output of the phase-sensitive detector
mith the wavelength held constant. The sampling
was typically done at a 1350 point-per-second rate,
until the number of 250-point sampling sweeps pre-
set by the operator (usually between 2 and 2 ) had
been accumulated. The time constant of the phase-
sensitive detector mas usually set at 100 msec, so
that signal-to-noise enhancement mas performed
by the signal averager rather than by the phase-
sensitive dector. When the signal averaging was
completed at the given wavelength, the computer
stored in memory the data point thus obtained,
cleared the signal averager, and drove the mono-
chromator to the wavelength corresponding to the
energy of the next data point in the spectrum. The
process was repeated until the complete spectrum
had been obtained. These spectra were stored on
magnetic tape for later data processing on the com-
puter, if desired. We have found this technique to
be significantly better than the usual method, mhere
tbe monochromator wavelength increases at a con-
stant rate while the output of the phase-sensitive
detector is plotted by an x-y or strip-chart re-
corder, fox a number of reasons. First, when the
monochromator wavelength is incxeased at a con-
stant rate, there is always a compromise between
the rate of change of the average detectox' output
due to spectral features and the amount of signal
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~ ( eVexglAT

.5,= (2sNg) /eo) (- Vg, t —V,„g —kT/e)

C = (2/e apNg))( Vg, g
—V,-„t —kT/e)

(2. la)

(2. lc)

where Z is the current density, V„, is the exter-
nally appbed potential, Jo is a coefficient which is
a function of V,„, and T but which varies slowly with
respect to the exponential term in Eq. (2. la), 8,
is the surface field, N~ is the electrically active
carrier concentration {which is frequency dependent
in compensated crystals or crystals with deep im-
purity centers"), &0 is the static dielectric con-
stant, V„, is the internal barrier potential, and C
is the space-charge capacitance per unit area. In
Eqs. (2. lb) and (2. lc), V,„,« —V„„—kT/e. The
coefficient Zo in Eq. (2. la) is determined primarily
by majority-carrier flow over the barrier with a
small contribution fx om minority carriex's generat-
ed either by optical or thermal excitation in the
space-charge region or by diffusion-limited flow
from the bulk. Thus, as long as any insulating

averaging obtainable from the time constant of the
phase-sensitive detector. Too fast a scanning rate
can result in a severe distortion of spectra due to
the "memory" effect of the RC averaging circuits
of the phase-sensitive detector, while too slow a
scanning rate wastes time and results in an exces-
sive amount of noise on the spectra for a given
measurement period. By using the signal averager
rather than the phase-sensitive detector to perform
the signal-averaging function in the incremental-
wavelength-advance technique used here, spectral
distortion is completely eliminated while signal en-
hancement .is utilized fully. Second, spectra linear
in energy are obtained directly. Third, it is pos-
sible to average digitally a series of spectra taken
under the same conditions, and thus eliminate the
judgment factor in smoothing experimental curves. 49

C. Determination of Modulation Conditions

For quantitative interpretation of experimental
data, it is necessary to know the conditions under
which the ER spectra are obtained. Thus it is nec-
essary to determine the surface field, the spatial
homogeneity of sample doping, whether a fully de-
pleted barrier is actually formed, and whether
nominally low-field spectra are really low-field
spectra, that is, scale quadratically with the ap-
pbed field. We briefly discuss these points in this
section.

The existence of a fully depleted barrier and an
indication of the sample impurity concentration and
surface field can be determined from the equations
describing the electrical properties of an ideal
fully depleted (nonequilibrium) space-charge region
formed in conjunction with a rectifying contact on
an n-type semiconductor. ' These equations are

film between the metal and semiconductor is elec-
trically thin [(back resistance)/(forward Ohmic re-
sistance) = figure of merit» 1], the Schottky diode
and the resultant ER spectrum are both exception-
ally stable with respect to changes in temperatuxe,
illumination intensity, etc. Our samples satisfied
this criterion; the figure of merit was at least
1000, showing good rectifying properties. As men-
tioned before, the observation in our samples of
Ohmic behavior with resistance of 1000 Q cm
for strong forward bias, together with the observa-
tion of negligible back contact resistance, provided
proof " of the existence of a thin oxide layer of
moderate resistivity {10 Acm =10 Ax10" 0 cm),
which could be ignored for measurements in the
reverse-bias direction.

The existence of a depletion region can be shown
in the usual manner by measuring the capacitance
as a function of reverse bias. When plotted as
C vs —V„„Eq. (2. lc) shows that a straight-line
results, whose slope in principle gives the impu-
rity concentration N& . These plots were obtained
for our samples by means of a high-frequency
square-wave technique, operating at 500 kHz.
At both room temperature and 4. 2 K, good
straight-line dependencies of C" vs —V„~ were ob-
tained, with barrier heights - 0. 9 V (zero-bias sur-
face field-50 kVcm ). However, it was found
that the carrier concentration N~ calculated from
these slopes did not yield values of the surface
field, through Eq. (2. lb), consistent with the re-
sults obtained from two independent ER phenomena
to be discussed in Sec. III: the period of the inter-
ference oscillations between the space-charge re-
gion and the bulk at the wavelength of the direct ex-
citon at the Eo edge, and the period of the subsidi-
ary Franz-Keldysh oscillations at the Eo+ 60
transition. The field determined by capacitance
measurements was usually of the order of 40%%uo low-
er than the corresponding ER values. This dis-
crepancy is easily explained by the frequency de-
pendence of N~,

5 since fewer deep-lying donor
states should contribute to the 500-kHz capacitance
measuxement than to the 150-Hz ER measurement
in these partially compensated materials. Conse-
quently, for high-field results we quote field values
appropriate to the ER frequency. %'e note that it
is not usually possible to determine ND by capaci-
tance measurements below 10 kHz, due to in-phase
conductance currents, and thus the ER effect offers
a means of determining this parameter in normally
inacessible frequency ranges.

For low-field ER measurements, characterized
by a linear dependence of the modulated ref lectivity
on the modulating potential, accurate surface-field
values are not important for energy gap and life-
time broadening measurements. '3' The low-field
limit of the modulation potential was determined
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for each transition either by a visual observation
of the linear range of the real-time response,
4R(t)/R, measured by the signal averager for tri-
angular-wave modulation, or else by applying a
small fixed modulation voltage and varying the dc
bias until signal degradation occurred. Samples
were also checked for uniformity of doping and sur-
face fields in the low-field range by scanning the
focused output beam from the monochromator over
the active region of the MS diode. The samples
which we used exhibited no observable spatial de-
pendence of the response, indicating a uniform
doping and also no observable transverse voltage
drop in the semitransparent metal films.

D. Symmetry Considerations: Optimum Sample Orientation

Schottky-barrier ER spectra were obtained only
for the (110) surface of GaAs. It is easy to show

by very general symmetry arguments that this sur-
face yields all the information obtainable about
quadratic low-field ER spectra in a surface-bar-
rier measurement on crystals of diamond or zinc-
blende symmetry. At sufficiently low fields, ER
spectra can be represented in general as third-
rank-tensorial (linear-ER"'") and fourth-rank-
tensorial (quadratic-ER ) nonlinear optical sus-
ceptibilities of the form

bA/R = Re(0 [n,n&S~~;» (Ru)+npy8agrX&ga& (~&)}}

(2. 2)
where b,R/R is the measured modulation spectrum,
C is a slowly varying complex function of I, n& is
the ith component of the unit polarization vector 9
of the incident radiation, S~ is the 0th component
of the externally applied electric field g, and

y,»(K&@) and X,», (S&u) are components of the third-
rank, second-order and fourth-rank, third-order
nonlinear optical susceptibility tensors y' ' (~; 0, ~)
and X '(v;0, 0, z), respectively. Explicit expres-
sions for C and y&z»(I&) are given in Eqs. (A2c)
and (AS) of the Appendix. The tensor indices j, j,
k, and I in Eq. (2. 2) are summed over the three
Cartesian axes x, y, and g, measured with respect
to the crystal. In crystals of zinc -blende symmetry
there is only one nonvanishing third-rank and three
nonvanishing fourth-rank components of the form

~g = X)~, and X„„=Xgt, X„~„=X, cg, and X„„„=X44,

respectively. Crystals of diamond symmetry
differ only in that X&=— 0. Thus the most general
low-field ER response in a crystal of diamond or
zinc-blende symmetry can be written

bR/R = Re(C(2xz&(R&o) (n„n„8,+ n~n, 8„+n,n„8„)

+ yn (n'„8„'+n„'8„'+ng8g)

+X [n„'(8„'+8,')+n„'(8,'+g„')+n, (8„+8„)]

+2y«(n„n„8„8„+n„n,g„g, +n,n„g,g„)}) . (2 2)

Note that the quadratic terms have formally the
same structure as encountered in the theory of
piezoreflectance, "' with the dyadic vector prod-
uct 8,8& taking the place of the second-rank
strain-tensor component e,&. Thus, an analysis
of the symmetry properties of quadratic low-field
ER spectra, completely equivalent to Kane's anal-
ysis' of piezoreflectance, can be given. The
above treatment is also similar to treatments of
the symmetry problem in ER on the basis of the
general Franz-Keldysh equations.

To show that a (110}surface is the optimum sur-
face for measuring the quadratic ER effect in any
surface-barrier configuration, we show first that
there exists no condition which enables all three
fourth-rank tensor coefficients X», yq2, and X44 to
be separately determined in a surface-barrier ER
experiment. We square the defining condition of
surface-barrier ER to find

(n 8)'= 0

+2(n„n„8„8,+n„n,8,8, +n,n„8,8„) . (2.4)

Equation (2. 4) shows that the tensorial functions
multiplying the coefficients y„and y,4 in Eq. (2. 3)
are always equal and opposite in sign in a surface-
barrier geometry. Therefore, X» and X44 can be
determined only in the linear combination y» —X,4
in a surface-barrier configuration. The optimum
surface is next obtained by evaluating Eq. (2. 3)
for the three simplest crystallographic orienta-
tions. The results are shown in Table I. For
(100}surfaces, the isotropic component of nR/R
comes entirely from the fourth-rank coefficient
X~~, while the polarization dependence arises en-
tirely from the linear term X&23. Thus, surface-
barrier measurements on (100}surfaces provide
an alternate to harmonically analyzed transverse
ER (TER) measurements~~ in determining the line
shape of the linear component. ~'" For f110}sur-
faces the Qneor contribution is identically zero,
and the polarization dependence arises from the
quadratic coefficients in the irreducible combina-
tion y„-X44 and y&I. 4R/R for (111}surfaces con-
tains both linear and quadratic contributions and
shows no polarization dependence. Since no gen-
eral theory for the syectral dependence of the
linear term X~~g (h&) is yet available, we have re-
stricted our measurements reported here to the
(110) surface.

III. RESULTS

A. E0 and Eo + b,o Transitions

Schottky-barrier ER spectra obtained in the re-
gion of the Eg and 80+40 transitions are shown in
Fig. l. These are typical 4. 2'K spectra, here
taken with the barrier under forward bias with the
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FIG. 1. Schottky-barrier ER spectrum of the E0 and

Ep+ transitions of GaAs, taken under conditions de-
scribed in the text. Inset: expanded view of the exciton
structure associated with the ED+60 transition.

150-Hz square-wave voltage levels at + 1.4 and
+5. 5 V. The more positive voltage results in a
substantial current flow and appears as IR voltage
drops in the circuit, rather than across the space-
charge region. The value +1.4 V corresponds
roughly to the lowest practical characterized sur-
face field which could be obtained on this sample.
The appearance of subsidiary oscillations at ener-
gies above the dominant structure for both transi-
tions indicates that even for these low fields, the
modulation was effectively high-field modulation.
This is simply due to the small broadening param-
eters of these transitions.

The E, spectrum is dominated by the transverse
exciton-polariton structure at 1513.5 + 0. 5 meV in
this sample. Since only one such structure is ob-
served at an energy which agrees well with the
value 1514.8 meV measured in a high-purity epi-
taxial film by Sell et ul. , this indicates that the
sample was essentially strain free, as mentioned
in Sec. II. Using the calculated value of the exci-
ton binding energy, 4. 2 meV, yields the critical-
point energy E~= 1517.V meV. The observed width
of the peak, 21'= 0. 6 meV [full width at half-maxi-
imum (FWHM)], is determined by the resolution of
the monochromator and is not characteristic of the
actual broadening of the transition, which is much
less. 3~ The results are given in Table II, along
with those of other relevant experiments.

The entire exciton structure seen in ER at the Eo
edge is strongly voltage dependent. Measurements
of the differential reflectance change as a function
of bias voltage for any fixed wavelength in the vi-
cinity (a 25 meV) of the peak energy at 1518.5 meV
yield a series of oscillations which decrease in
amplitude as the depletion bias is increased.
These oscillations are shown in Fig. 2. This type
of interference phenomenon is well known in ER
and arises from an optical mismatch between the
space-charge region and the bulk, which may be
caused by a variety of factors such as free-car-
rier absorptione' or, as is the case here, by exci-
ton dissociation in the field of the space-charge
region, as has been seen previously in CdS by
Tyagai et al. The decrease in amplitude of the
interference oscillations with increasing reverse
bias, evident in Fig. 2, is simply due to the in-
crease in total optical absorption of the reflected
beam as the space charge region extends deeper
into the bulk.

It is interesting to note that the residual optical
absorption in the space-charge region is strongly
influenced by the barrier field. This follows di-
rectly from the experimental observation that the

TABLE I. Explicit form of the linear term and sum of quadratic terms in the bracketed part of Eq. (2.3) for the
three simplest crystallographic orientations in a surface-barrier geometry for crystals of zinc-blende symmetry. The
unit field vector g is normal to the surface, and the unit polarization vector n lies in the plane of the surface. 8 is the
polarization angle of the incident radiation measured with respect to the crystallographic reference direction indicated.
For crystals of diamond symmetry, X&23 0.

Surface (100) (110)

g

n

Reference direction
for 8

Linear term

(1, o, o) 0., 1,o)/&2

(0, sin8, cos 8) (sin8/~2, —sin8/~2, cos 8)

X g23 sin28

(1,1,1)/~3

(cos8/A+sin8/v S, —cos8/~+sin8/&, -2sin8/~

8-y)/D

—2X~23/~3

Sum of
quadratic terms (Xu -X44)»n'8+kX12&i+«s'8) ((Xu -X44) +2Xt2)/~
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envelope of the interference effect is larger (of the
order of 25/q) for light polarized in the [110]direc-
tion than in the [001]direction under conditions of
equal illu1111nRtloll 1ntensl+, together with tile CR1-

culation by Keldysh eI;al. of polarization anisot-
ropies in electroabsorption which arise from the
degeneracy-induced warping of the upper valence
bands in diamond and zinc-blende semiconductoxs.
We find from Eg. (48) of Ref. 63 that the polariza-
tion-dependent prefactox for the electric-field-in-
duced absorption coefficient below the fundamental
absorption edge can be written

= 3..25 —0.44 sin~8,

Q

Q I
C4

~M

I I
e88
C&~~

Q~~
PUP

using the I uttinger Hamiltonian parameters y3
= 2. 41 and y3 = 3.28 as calculated for GaAs by Law-
aetz. Here, 8 is the angle between the polariza-
tion vector and the [001]reference axis; as used
in Table L It is evident from Etl. (3. 1) that the
total absorption coefficient of the space-charge re-
g1011 silollld be gl'eatel' fol' polRI'lzati011 Rlollg [001]
(8= 0 ) than along [110](8 = 90') if an electro-
absorption component is present. This is in agx'ee-
xnent with oux' results and has also been verified
by Serozashvili et cL in a direct electroabsorption
measurement. Since the space-charge fieM is
spatially dependent and since excitonic effects in-
fluence the magnitude of the electroabsorption pre-
factor, " it is not feasible to analyze this effect
quantitatively. %'6 note, however, that the magni-
hlde of the R11lsotropjj glv811 In Eq. (3.1) ls easi13T

GRAS-4. 2 K

h(g) = )5)3.8 NGV

Q
~A

ce 1
~ICq ~

M

g
Q

Cd

~ w (L}
m

Cd

Q Q

0) I
Q Q I

~fag

~~

V (V)

FIG. 2. Interference oscillations in the real-time rela-
tive refiectivily change ~( }/BIdue to exciton quenching
in the space-charge region. Experimental conditions:
vravelength constant, corresponding to 8w =1513.5 meV;
150-Hz tr1angolar modUlatlon fro01 —11~ 3 to +7» 6 Ve
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capable of producing the experimentally observed
anistropy ratio in view of the approximate depth
of the space-charge region.

The Eo+ho transition exhibits two anomalous
breaks in the otherwise smoothly varying ER spec-
trum, at 1850 and 1861 meV, as shown in the inset
in Fig. 1. We attribute these features to the m=1
exciton at this threshold, which influences the ER
spectrum by means of the same interference phe-
nomenon causing the sharp exciton structure at the
Eo threshold. The structure here is significantly
weaker due to the increased lifetime broadening
and absorption coefficient appropriate to the high-
er-energy transition. The exciton contribution in
the inset is evidently of the form of the dispersion
curve rather than the Lorentzian line shape of the
corresponding structure at the Ep+ 4p transition.
This line-shape difference is simply due to the fact
that the dissociation fields for the two excitons dif-
fer by nearly an order of magnitude, whence the
effective boundary between space-charge region
and bulk for the Ep+ Ap exciton interference effect
is much closer to the surface than for the Eo exci-
ton. From the characteristics of the dispersion
curve, Re[(E-E„+iT)'], we calculate the n=1
exciton energy E,„and broadening parameter I'
to be 1855 a 1 and 6 a 2 meV, respectively, for this
transition at 4. 2'K. This is in agreement with the
wavelength-derivative reflectance (WDR) measure-

ments by Sell and Stokowski. ' The spin-orbit
splitting ho can be calculated accurately from the
above data and the value of the m=1 binding energy
at the Ep+ 6p transition, which can be obtained
from the effective-mass approximation. Using the
effective-mass values m,*=0.067m, and m,*,
=0. 15m, givenby Lawaetz, 'together with the static
dielectric constant of 13.5 for QaAs, we find 3.4
meV for the binding energy. Thus Ao= 341+2 meV
at 4. 2'K. These data are also given in Table II.

The threshold energy values obtained by Sell
et al. ' for the Eo transition are more represen-
tative of pure QaAs simply because the epitaxial
samples used in the WDR measurement were sub-
stantially purer (Nn- 10" cm i) than the bulk sam-
ples used in the Schottky-barrier ER measure-
ments (ND-10 ~ cm i). The 1-meV shift of the
exciton line shape to lower energies in our mea-
surements is a result of this higher impurity con-
tent. 3 The WDR data are compatible with the ER
data at Ep+ ko, as seen in Table II.

B. E& and E&+6& Transitions

At large values of lifetime broadening, ER is
clearly the optimum modulation technique. Schott-
ky-barrier ER spectra obtained in the region
of the E& and E&+bz transitions are shown in Fig.
3. The top set of curves shows three representa-
tive low-field curves, two corresponding to the

I
I

I
I

e II [OOI]
————ell [AO],SHOWN x 3.22

KYSER —REHN, SHOWN x 0.53
(LOW FIELD)

K
K
C)

m
Q 8'4

20—

E)+5

GaAs -4.2 K

ell [ooi]
[iT0]

0 ku/cm

FIG. 3. Schottky-barrier ER spectra
for GaAs at 4.2 'K, taken at low and
relatively high values of the surface
field in the energy range of the E~ and
Ef + 4f transitions, for the two princi-
pal polarizations on the (110) surface.
The low-field spectrum obtained with
n II [110]has been scaled by 1.22 as
shown in order to bring the positive ex-
trema into coincidence. The TER data
of Ref. 25, taken at 85'K, has been
fitted similarly with a scaling factor of
0.53, and has been superimposed on
the surface-barrier spectra for com-
parison.

-20—
I

3.0 Aced (ev)
I

3.2
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same low-field conditions, .8,-20-30 kVcm, at
4. 2' K in the Schottky-barrier configuration but for
the two principal orthogonal polarizations, nil [110]'
and n il[001], and the third, with h, =28 kVcm ',
taken by Kyser and Rehn in the TER configuration.
The TER and A II [110]curves have been scaled by
factors of 0. 53 and I.22, respectively, to bring all
positive E& extrema into coincidence. The bottom
pair of curves show the Schottky-barrier ER spec-
tra for the two principal orthogonal polarizations
taken at a relatively high field, 210 kV cm . The
field-induced broadening of the high-field spectra
with respect to the low-field results is. evident by
inspection.

We consider first the determination of the band
structure parameters E», I', and d & for the transi-
tions E& and Ez+2 j. This procedure differs from
that used for the Eo and Ep++0 spectra, because
no discrete exciton structure is present. The
broadening energy I' and the critical-point energy

E» can be determined most accurately from the
low-field curves of Fig. 3. It is known from band-
structure calculations ' that p~«j pl, l, i. e. ,
that for most calculations these transitions can be
represented adequately as two-dimensional critical
points. However, a recent analysis on low-tem-
perature ER measurements in Ge has suggested
that each of these critical points obtain contribu-
tions from three-dimensional critical points of
types Mo, located at the J. point, and M&, located
somewhere within the zone along the A symmetry
axis. Accordingly, we have calculated E» and F
for both transitions by least-squares fitting both
three- and two-dimensional-model low-field line
shapes, given by Eqs. (A8) and (A9) of the Appen-
dix, over a 60-meV interval centered on the domi-
nant structure. We find E is the same (+ 0. 5 meV)
for both model densities of states for both transi-
tions, as expected from an analysis of the proper-
ties of the general class of complex resonance
line shapes. ' However, the best-fit broadening
parameters differ by about 20%%uo, being larger for
the intrinsically sharper two-dimensional (2D)
structure. Since the 2D line shape contains inher-
ently more structure, we have used EZ. (AS) to de-
termine the parameters of these transitions listed
in Table II. Also given in Table II are the values
obtained by applying the same analysis to the TER
data taken at 85'K by Kyser and Rehn, ' shown
superimposed on the low-field data of Fig. 3, and

values quoted from other representative experi-
ments in the literature.

We consider next the implications of the very
good agreement between the 85 'K TER spectrum
of Kyser and Rehn, ' and our 4. 2 K Schottky-
barrier ER spectra, as shown in Table II and Fig.
3. Although the former data were taken at a higher
temperature, it is not so high that either E» or I'

2n, 2ied
n(& —&,) c (3.2)

which, for typical metallic values for E results
in an extra phase shifts in C~ which enhances the
positive peak at the expense of the negative peak,
exactly as an increase in the strength of the elec-
tron-hole interaction in the contact exciton ap-
proximation. This can-be seen clearly in both Eq
and E&+6& transitions in Fig. 3.

We consider next the polarization effects seen in
Fig. 3, In the low-field spectrum, a factor of
1.22+0. 02 is sufficient to bring the spectra of the
two principal orthogonal polarizations of the (110)
surface into coincidence, except for a small dis-
crepancy in the low-energy side of the E~ struc-
ture. The high-field spectra show somewhat less

has changed appreciably; the intrinsically sharper
Ej spectrum shows a slightly larger broadening at
the higher temperature, as could be expected. All
spectra were taken at essentially the same values
of surface field; optical attenuation accounts for
nearly all of the scaling factor used in Fig. 3.
The good agreement in broadening parameters
shows directly that surface normal fields in this
TER measurement were small compared to the
value of 23 kVcm"' given in Ref. 25 for this spec-
trum. Any surface normal field exceeding the low-
field value would cause field-induced broadening
of the type obvious in the lower pair of spectra in
Fig. 3. The upper limit on "low" fields can be ob-
tained from the broadening parameter in Table II
and Eq. (A1h), together with the condition SQ & —',I',
provided the transverse mass p, ~ = p„ is known.
From the value of the conduction-band transverse
mass at I given in Ref. 69, together with the equa-
tion of Ref. 73 and the critical-point data in Table
II, k ' p perturbation theory predicts p, &

= 0.086m,
for this transition. Thus we calculate that field-
i.educed broadening should begin to be observable
at surface fields 8, -30 kVcm . This value is in
reasonable agreement with our experimental ob-
servations. Therefore, surface normal fields in
the TER data of Ref. 25 are probably negligible.

The difference in asymmetry between the TER
and Schottky-barrier ER line shapes in Fig. 3 is
a result of the effect of the Ni film on the Seraphin
coefficients, which acts to modify the phase of the
the complex Seraphin coefficient, C~, in Eqs. (AS)
in exactly the same manner as an increase in elec-
tron-hole interaction strength affects the complex
coefficient C,„. The extension of the complex
Seraphin coefficient to describe n-phase laminar
systems is straightforward and will be given else-
where. ' For a thin intermediate metallic phase
of the thickness d and dielectric function & be-
tween a crystal described by e=n and an ambient
described by E, =n„ it can be shown that
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(hR/R)toot& 4 1+ IJ,r/2PI,
(bR/R)neo] 3 1+Pr/Pz,

(3.3)

and thus the anisotropy ratio should approach 1.33.
This discrepancy could be due to a finite value of

p~, measurements at a field value exceeding the
low-field limit, deviations from the simple par-
abolic model, excitonic interactions, critical
points being located slightly off the (111) symmetry
axes, or electric field effects on the momentum
matrix element. The latter two effects have been
proposed by Fischer to explain similar anomalies
in the TER spectra of the E~ and E&+6, transitions

amplitude anisotropy than the low-field spectra,
but show in addition a dependence of linewidth on
polarization not present in the low-field results.
The high-field anisotropies can be understood
easily by the following qualitative arguments:
Given the (111)symmetry of the eight equivalent
critical points contributing to the Ez transition in
the unperturbed crystal and the [110]direction of
the applied field, the critical points divide into two
groups: one consisting of the directions (lf1),
(171), (111), and (111), where the symmetry axis
is perpendicular to the field, and the other con-
sisting of the directions (111), (111), (111).and
(lil), where the symmetry axis makes an angle
of 35. 3' to the field. Equations (Al} and (A3) of
the Appendix show that the first, or perpendicular,
group has a polarization dependence of the form
3 (4 +4 cos 8}, with p j[ = pr and the second has a
polarization dependence —,'(12 -4 cos 8), with p„

3 p g + & p,I, where 8 is the angle of the polarization
vector measured with respect to (001). Since I p~ I

» p, ~, the mass ratios show that the characteristic
energy SQ is substantially larger for the perpen-
dicular group than for the second, and thus the ER
spectra from the first group should be larger and
should show greater field-induced broadening than
those from the second. From the polarization de-
pendences, it is seen that the transitions in the
perpendicular group contribute much more strongly
for light polarized along [001]. This is in agree-
ment with the results shown in Fig. 3. The fact
that the high-field amplitude anisotropy is less
than that for the low-field spectra is due to the sat-
uration of the amplitude dependence of the elec-
troreflectance response functions with increasing
field. Thus the qualitative behavior of the high-
field spectra can be explained completely within
the classical generalized Franz-Keldysh theory.

The observed magnitude of the polarization an-
isotropy for low fields, 1.22+. 02, is substantially
lower than the value predicted on the basis of a
two-dimensional model in the low-field and effec-
tive-mass approximations. From Eq. (A5), for
eight (111)critical points in a [110]field, we find
that

in Ge. It is unlikely that either a finite value of
p~ or critical points off the (111)symmetry axes
provide the explanation. Equation (3.3) shows that
a mass ratio p~/gr =+17 would be required to give
the experimentally observed anisotropy ratio 1.22
for critical points on the symmetry axis, while an
evaluation of the polarization factor in Eq. (AV)
shows that it would be necessary to move ideal
two-dimensional (pz, =~) critical points off the
symmetry axes by 13' toward the (100) axes in
order to achieve the same result. We point out
that the anisotropy ratio is a very slow (cos 8)
function of the angle 8 between the critical points
and the symmetry axis, so that a substantial mo-
tion of the critical points off (111)must occur be-
fore any effect is seen in the anisotropy (1/g

change for a 5' angle). Concerning the calculated
mass ratio, the magnitude is reasonable but the
sign is not, since it corresponds to an Mo critical
point and therefore implies an Mz critical point at
higher energy which is not seen. In order to inves-
tigate this further, room-temperature low-field
measurements were performed and were found to
yield an anisotropy ratio 1.32+ 0.03, within experi-
mental accuracy of the expected value. Since the
broadening at room temperature was substantially
higher (1"= 61+ 3 meV, E,= 2921 + 5 meV for the E,
transition; 1"=72~3 meV, E, =3135+5 meVfor the
Eg+ 6f transition), "low-field" measurements could
be made at higher applied fields at room tempera-
ture than at low temperatures. Since one would not
expect matrix element effects to be particularly
temperature dependent, the above results appear to
rule out a strong contribution from this source. We
believe the discrepancy is probably due to a com-
bination of excitonic effects and deviations of the
actual band structure from idealized parabolic
models, both of which should become more impor-
tant as the temperature is lowered.

The increased resolution obtainable with the
Schottky-barrier technique enables us to resolve a
large number of subsidiary oscillations of the
Ez+ 6, transition, as shown in the upper curve of
Fig. 4. Also shown in Fig. 4 are the subsidiary
oscillations of the Eo+ 60 transition, taken under
identical conditions. Since the Eo+ 40 critical
point is of type three-dimensional (3D) Mo with a
well-known reduced mass, this allows an indepen-
dent estimate of the field magnitude to be obtained.
The reduced mass of the E&+ 6, transition can also
be obtained by comparing the oscillation period of
these spectra with those of the Eo+ 60 transition.

The asymptotic expressions describing the sub-
sidiary oscillations are easily obtainable in closed
form for one-dimensional (1D) and 3D Mo critical
points from the explicit analytic functions of the
broadened Franz-Keldysh effect. " If d= 1, 3 rep-
resents the dimension, then to within a multiplica-
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where 8 is a phase factor depending on electron-
hole interaction strength, dimensionality, and
short-range scattering processes. Let [(dA/R)„,
E„]represent the amplitude and energy position of
the vth extremum of the sequence of subsidiary
oscillations. Since successive extrema represent
a change of m in the argument of the cosine term,
we may write

vv=e+-,' (@(u -E,)„/equi »e, (3.5)

where the phase factor 8 and characteristic ener-
gy SQ can be obtained from the intercept and slope,
respectively, of a plot of (h(u -E,)„/ vs v. The
resulting value of 50 defines a relationship be-
tween field magnitude and reduced mass. A sec-
ond condition is obtained via the attenuation of the
peak amplitudes. From E(1. (3. 5),

hm {eV)

FIG. 4. Franz-Keldysh or subsidiary oscillations of
the E0+ {lower curve) and E~+4~ {upper curve) transi-
tions taken on the same sample under identical modula-
tion conditions at 4.2 'K. The critical point energy is
located by an arrow in each case.

ln [(h(u E)„(hR/—R)„]= —I'[(hu) —E,)'/']„/(hA)' '/.

(3.V)
Therefore, a plot of in[(I(u E,)„(r(R-/R)„] vs
[(ifu) —E,) / ]„yields a relationship between I' and
Q.

Figure 5 shows the results of plotting our data
in the manner described above, for both the Eo
+ 60 and the E&+6, transitions. In all four cases,

tive constant the oscillations take the asymptotic
form

(g E ) (I+1)/4

2 (If(u -Eg +el' r
( 1) (3 4a)

3& SA 4

E ~.-(e+1)/4 & (r) ~el
(~~)

2 g(g
x cos —

@~
——(d —1) . (3.4b)
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We have not been able to verify this form explicit-
ly for the 2D case (d= 2), but by direct inspection
of calculated curves for a two-dimensional criti-
cal point it is seen that the subsidiary oscillations
maintain the same period in the asymptotic limit,
regardless of dimension. Surprisingly, the period
appears to be maintained even in the presence of
the Coulomb interaction, except for an increase in
the period of the first several oscillations not de-
scribed by the asymptotic expressions. Thus, we
take as a working. model of the subsidiary oscilla-
tions the expression

00
I I I

10 20 0 2 4 6 8
($~- Eg) (gmeV j u (extremum number)

FIG. 5. Fit of the asymptotic form of the Franz-
Keldysh oscillations, given by Eq. {3.5), to the experi-
mental data of Fig. 4. Right side: {5'co-E~) ~ vs v, in-
dex number of local extrema. Note zero offset for
E~+ 4~ data. Energies given refer to values of SQ deter-
mined from the slopes of the straight lines. Left side:
ln [(8'~-E~)~/RJ vs {Scu-E~) . Ordinate zero is ar-
bitrary. Energies given refer to values of I' determined
from the slopes of the straight lines.
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very good straight-line fits are obtained with the
exception of the first several points, where exci-
tonic effects are presumably strong and there also
exists some interference from the subsidiary
oscillations of the E0 and E1 transitions. The po-
larization direction for the E1+61 spectrum was
chosen in order to maximize the contribution from
the four equivalent critical points perpendicular to
the field. Since SA is significantly less for these
critical points, they are expected to dominate,
particularly in the region of the subsidiary oscilla-
tions. The absence of irregularities in amplitude
and peak position indicates that this is the case.

The slope of the right-hand curves in Fig. 5
yields 45. 2+1 and 42. 6+1 meV for 50 for the
E0+ +0 a d E1+~1 transitions, respectively. Using
the value p,„„=0.046m„we calculate from the
former value that 'g, = 210 kV cm '. This compares
well with the value, g', =196 kVcm 1, estimated
from the period of the interference oscillations in
Fig. 2, and is substantially larger than the value,
.8, = 130 kV cm obtained by using the smaller val-
ue of N& calculated from high-frequency capaci-
tance measurements, as was anticipated in Sec.
II C.

The value of the reduced mass of the E1+A1 tran-
sition can be obtained independently of the field
from Eq. (Alh) by calculating the cube of the ratio
of the two values of SQ obtained in Fig. 5 and using
the known mass, p,, =0.046m„of the E0+ h0 tran-
sition. We find

E0+ 40 and E1+d1 transitions, respectively. These
values are far in excess of the values, 1"= 6+2
meV and l" = 38 meV, obtained from low-field elec-
troreflectance analysis, thus suggesting that the
theory is lacking in some important detail. Field
inhomogeneity effects do not appear to be the
cause; an application of inhomogeneous perturba-
tion theory to a linear field profile appropriate to
this crystal (depletion depth 1 p, m) using Eq. (3. 5)
to describe hR/R yielded at most a few percent
increased in attenuation rate with parameters from
Table II. Another alternative lies in the possible
dependence of the phase factor 6 in Eq. (3. 5) upon
field and photon energy. The long-range scattering
property of the Coulomb potential could combine
with band nonparabolicity effects to produce a, vari-
able phase factor. It is expected that the envelope
of the oscillations would be much more sensitive to
these effects than the period. The present theory
is not adequate to resolve these questions.

C E0 Eg Transitions

Typical spectra in the energy range 4. 2-5.6 eV,
which contains the E0 and E& transitions, are shown
in Fig. 6. The upper curves represent low-field
spectra for the two principal polarization direc-
tions. The lower spectra were taken at relatively
high values of the surface field. All data in Fig.
6 correspond to a temperature of 4. 2'K.

(gr)s, ~ /p„= 1.195+ 0. 18 (3.Sa)

I I

GaAs-4. 2 oK

(p, &)&,.~, = (0.055 +0.008)m, (3.aS)

This value is about 30% below the value of 0.086m,
estimated from k p theory. '

This discrepancy cannot be resolved completely
at this stage. We believe the most likely explana-
tion is that the k p theory is not exact. Interac-
tions with higher bands are ignored in the theoreti-
cal expression, which suggests that the k p
mass should be considered only as an approxima-
tion. However, alternative explanations which
should be considered include nonparabolicity and
Coulomb effects. For instance, nonparabolicity
effects may reduce the band curvature at several
hundred meV above both critical point and thus
raise the value of hogg masses, bringing the ratio
into better agreement. Nonparabolicity effects
along the longitudinal symmetry axis may also sub-
stantially alter Eq. (3. 5), particularly with re-
spect to the amplitude dependence of the subsidiary
osciDations, which might be expected to decay fast-
er for nonparabolic bands. There is some experi-
mental evidence for this effect: If Eq. (3.7) is
used to calculate I' from the slope of the lines in
Fig. 5, we find 1 =86. 5 and 119 meV for the

o &o-
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r r
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I'IG. 6. Schottky-barrier ER spectra for GaAs at
4.2 K, taken at law and relatively high values of the sur-
face field in the energy range of the Eo' and E2 transitions,
for the two principal polarizations on the (110) surface.
The energies of the critical points of symmetries shown
are obtained as discussed in the text.
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FIG. 7. Approximate band structure for GaAs {after
Ref. 69), showing the proposed location of critical points
giving rise to the low-field structure of Fig. 6. The ef-
fect of the k-linear terms near 0 =0 has been exaggerated
for clarity.

We discuss first the Eo transitions near 4. 5, 4. ]I',

and 5. 0 eV. It is generally accepted that these
transitions are due to critical points at or near the
center of the Brillouin zone, between the spin-or
bit-split upper valence band and the spin-orbit-
split second conduction band. Before proceeding
further, we emphasize that both the upper valence-
and upper conduction-band pairs involved in these
transitions are degenerate at 0 = 0, with terms
linear in k being present due to the lack of inver-
sion symmetry of the crystal (see Fig. '7). Thus,
critical points in the vicinity of the zone center are
expected to be relatively complicated, and any
analysis in terms of simple parabolic models must
necessarily be approximate. Nevertheless, the
low-field data in Fig. 6 represent over an order-
of-magnitude improvement in resolution as com-
pared to previous work, which enables us to obtain
some new and definitive conclusions about these
transitions despite the use of approximate model
densities of states.

The general conclusions can be summarized as
follows: First, at very low values of the field, the
lower two members of the Eo triplet are each ob-
served to consist of two distinct transitions.
These are the pairs labeled I' and 6 in Fig. 6, for
reasons which will be discussed shortly. This re-

suit is significant, for Rehn and Kyser ' recently
observed 6 symmetry behavior in TER measure-
ments on the Eo transitions of GaAs, but were un-
able to resolve the separate I' components and
hence postulated that the entire Eo structure was of
6 origin. The Rehn-Kyser interpretation conflict-
ed with energy band theory, where contributions of
I' symmetry are also expected, and also with mea-
surements of the Eo transitions of Qe, where only
I' contributions are observed. ' The observation
of the doublet nature of these transitions resolves
the discrepancy. Secondly, by comparing the low-
and high-field spectra, we are able to obtain the
approximate location of the 6 critical points along
(001) axes, showing that they occur away from I'
by about 10% of the I' -X separation. Thirdly, the
b component is observed to vanish in the lowest
transition for light polarized in the [001]direction.
This is not due to an optical selection rule, as is
usually the case in optical spectroscopy, but in-
stead is due to the vanishing of the ER response of
a hyperbolic critical point when the field is oriented
along an infinite-mass direction. This effect had
been predicted in the generalized theory of the
Franz-Keldysh effect ' but has never been pre-
viously observed.

We consider first the symmetry assignment for
the transitions in the Eo triplet based on the polar-
ization dependence in Fig. 6, and the general re-
sult Eq. (AV). The transitions labeled I' show vir-
tually no polarization dependence, as expected for
a single isotropic critical point, with the possible
exception of the transition near 5 eV for reasons
discussed below. Fischer and Bottka also report
no polarization effects in surface-barrier ER mea-
surements on the Eo transition of Qe, which also
involves a degenerate valence band. We therefore
assign these transitions to the zone center, as in-
dicated in Fig. V. The k-linear terms will move
these critical points off I' to locations along the
(111) symmetry axes, as indicated schematically,
but this effect is expected to be small. The criti-
cal point energies and broadening parameters for
these transitions can be obtained from the low-
field spectra by means of the curve-fitting analysis
discussed in connection with the E& transitions.
The results are summarized in Table II. Since the
band structure is complicated, nonparabolicity ef-
fects probably influence the values obtained. Note,
for instance, that the broadening parameter for
the lowest I' transition is substantially larger than
that for the intermediate I" transition, contrary to
expectations based on recombination probabilities
of excited states of similar symmetries. Note al-
so that this is the Only allowed I' transition to the
nondegenerate second conduction band, which is
also the only conduction band which reverses its
curvature at 4 = 0, exhibiting a maximum rather
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near the zone center. Band nonparabolicity due to
two nearly confluent critical points of this type al-
ways widens the resonant line shape, 3 making the
broadening appear larger than it actually is.
Thus, the value of F for the lowest E0 transitions
(both I' and b, ) should be regarded as upper limits
only. (The error limits on these specific numbers
refer only to the curve-fitting procedures. ) We

note that the critical point energies themselves
are probably determined fairly accurately, since
the broadening introduced by the nonparabolicity
tends to be symmetric. The spin-orbit splittings
at 1" can thus be obtained, and we find for the upper
conduction band, b,0=171+15meV, and for the va-
lence band, 60=355+20 meV. The latter number
is somewhat larger than the more accurate value,
341+2 meV, obtained from direct measurements
of the E0 and E0+ h0 transitions, a discrepancy
which is due to the overlap of the second transition
at X (Xs- X7; see below}. The generally good
agreement of the valence-band spin-orbit splittings
tends to support the symmetry identification of
these transitions, as does the general 4.:2: 1 am-
plitude decrease with increasing energy, which is
also seen for Qe.

Vfe consider next the transitions labeled 4 in Fig.
6, which are characterized by a polarization de-
pendence so strong that the lower 6 transition is
completely absent for light polarized parallel to
the [001].direction. The symmetry analysis can
be performed with the help of Eg. (AV}. We con-
sider only the high-symmetry critical points of
type (100j, (110], and (111]; since it is unlikely
that such strong polarization effects could be
achieved at points of lower symmetry. Assuming a
single (positive) transverse mass component p„
and a longitudinal component p~, we find for a sur-
face-barrier ER measurement on the (110) surface
where g= (x+g}//M2 and n= [(&-y)/M2]sin 8+ 0
x cos8 that the change in ref lectivity, bR/R, will
have the polarization dependences

1- —(1 —cos28)
&100) I T

+—
—. + (2+ cos28) y

(2 9a)1 1 1
Pr Pr,

+ (1+ cos8)
2

&110) PI, P T

+ — + (5 —cos28), (S.9b)
1 3 1
8 pr pL

c (3+cos28)
(111& 3P T

+ — + —(5-cos28), (2 9c)2 1 2

Pr PI.

for (100), (110), and (111)critical points, respec-

tively. Note that in no case will ER/R vanish, for
any value of 8, unless pz & 0 (M~ critical point).
Thus, a vanishing structure cannot be due entirely
to optical selection rules, but rather to a specific
value of the reduced-mass ratio pz, /pr, and then
only if this ratio is negative. This is a purely ER
effect due to the requirement that the effective
mass appropriate to any critical point is that value
calculated in the direction of the electric field. ~~'

The mass ratios which cause the spectra to van:-.

ish for [001]polarization, in agreement with ex-
periment, are p~/pr= —1, —~, and --' for (100),
(110), and (111)critical points, respectively. Note
it is not possible to make a unique symmetry iden-
tification on the basis of polarization measure-
ments, as proven in See. IID. Accordingly, we
base the 5, symmetry assignment on two experi-
mental data: the TER measurements of Rehn and

Kyser, and the fact that, of the three symmetries
investigated above, the 4 critical points result in
a vanishing spectrum for [001]polarization with
the largest value of the (negative) longitudinal
mass. The additional symmetry information avail. -
able in the TER measurement, which can in yrin-
ciyle determine all three fourth-rank tensor coef-
ficients, is perhaps the strongest exyerimenial
evidence in favor of this assignment. Band-struc-
ture calculations~'6 also favor a 6 assignment,
providing a series of possible locations for (100)
critical points of these approximate energies.
These include the point of inversion of the singly
degenerate b,

& second conduction band very near
to A=O, indicated in Fig. 7, a possible pair of
critical points of type M~ near the pseudocrossing
of the 65 conduction bands about one-third of the
way from I' io X, and the transitions at the X point
themselves.

The behavior of the 1 -b, pairs at high fields in-
dicates that the critical points giving rise to the 6
structures are actually located very close to the
zone center, of the order of 10/o of the distance
from 1 to X. %'e obtain this result by the foQow-
ing argument. As the field is increased, the F —I
pairs begin to merge in the experimental spectra,
At a field of - 200 kV cm ', the I'-6 pairs have
completely lost their individual identity and appear
as shown in the lower curves in Flg. 6. Note that
there is no indication of two critical points in each
structure at these fields, and that the polarization
dependence which remains lies between that of the
individual I' and 6, structures, suggesting a weak-
er 4, symmetry. Thus at high fields the simple
parabolic models for the individual 1 and b tran-
sitions have broken down completely. The simple
parabolic models are expected to fail if the elec-
tron momentum under acceleration by the field
can change sufficiently within a scattering lifetime
v= 5/I' so that the electron can scatter through
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both critical points. Since E=e8 =@OK/b, T we
calculate for 8=200 kVcm ', 7=30 meV, that

4k/kg ——e Sao/2vI' = 0. 06 (3. 10)

where k~ =2m/ao is the length from 1 to X in the
Brillouin zone. Thus me conclude that the I'-6
critical point separation is of the order of 10% of
the I' -Xdistance, which indicates the 6 critical
points giving rise to the 6 structures in Fig. 6,
are near or part of the complicated band structure
near F. The strong polarization dependence of the
6 transitions is characteristic of a hyperbolic
critical point, which further suggests that these
structures ate due to M& critical points between
the nondegenerate second conduction band and the
light- and heavy-hole valence bands, located at the
inversion point of the second conduction band (see
Fig. 1 of Ref. 69). The interpretation also cor-
relates well with the results of Ref. 27, where an
Mq critical point is predicted along 6 20% of the
way from l to X. However, this interpretation
does contain some inconsistencies, namely, the
longitudinal mass of the higher-energy critical
point must be formed with the light-hole band and
therefore should be smaller, so".the polarization
dependence of the higher-energy 4 transition
should be stronger, contrary to experiment.
Nevertheless, an improved treatment would depend
on a detailed calculation of the band structure near
l, together with a complete treatment by either
the low-field or the Franz-Keldysh theories for
the nonparabolic band structure which results.
Nevertheless, the general conclusion of adjacent
pairs of I"-b, critical points appears to be sup-
ported mell even by qualitative arguments. The
assignment of the 6 transitions to the pseudocross-
ing point by Rehn and Kyser is difficult to justify
for a number of reasons: It is not clear that a criti-
cal point is formed here in the case of ihe lower
conduction band, due to the apparently monotonic
increase in the valence-conduction inierband ener-
gy from l to X for this band. Also, a critical
point formed by the upper band would be an Mo
critical point which would not have the strong po-
larization dependence seen in the lorn-field spec-
trum. We mention that the extremely weak struc-
ture in Fig. 6 at 4.4 eV correlates well with the
predicted 7 energy of the pseudocrossing Mo criti-
cal point to the upper valence band, if all energies
are shifted to bring the Mz critical point in Ref. 27
into agreement with experiment.

A number of additional structures also appear in
the spectra of Fig. 6. We emphasize again that
the surface-barrier configuration cannot provide
sufficient information for a unique determination
of symmetry from polarization measurements
alone, so the assignments which follow are made

primarily on the basis of energy separations and

consistency of polarization anisotropy. These as-
signments can, however, be examined by means
of Schottky-barrier piezoreflectance measure-
ments. The E~ transition centered about 513V eV
dominates the spectrum and includes contributions
from large regions of the Brillouin zone. The po-
larization dependence of this structure is weak and

opposite to that of the 6 transitions, consistent
with a Z symmetry assignment using reasonable
values of p~ and pr in Ecl. (AV). Both the magni-
tude of the structure and its anomalously large
broadening parameter, over twice those of transi-
tions at equivalent energies, give direct evidence
of contributions from extended regions of the Bril-
louin zone.

Four transitions in the upper curve of Fig. 6 are
identified with the transitions between the valence
and conduction bands at the X point, where both
valence and conduction bands are split by the anti-
symmetric potential. One of these transitions is
superimposed on the uppermost l transition of the
E,' triplet. These transitions are all of the same
order of magnitude, have essentially the same val-
ues of the broadening parameter, and, more im-
portant, occur in pairs where the splittings within
each pair are virtually equal. These structures
give the splitting of the valence bands at X as A~
= '77+10 meV. The splitting of the conduction
bands at X is therefore found to be 4&=402+10
meV. Besides the characteristic quadruplet pat-
tern, the polarization anisotropy of these transi-
tions is compatible with 6 symmetry if the longi-
tudinal mass is fairly large. This assignment is
further supported by Howe and t hristman, 34 whose
photoemission measurements indicate the onset of
X~- X6 transitions in the vicinity of 4. 9 eV at
room temperature.

IV. DISCUSSION

The main spectroscopic results of this paper are
summarized in Table II, together with data pre-
viously obtained with other modulation techniques.
In general, we have been able to determine known

critical point energies and broadening parameters
to a much higher degree of accuracy through the
use of the low-temperature Schottky-barrier ER
technique and by curve-fitting to simple lom-field
model line shapes. We have also been able to
determine these parameters for a series of transi-
tions which have not been resolved previously by
any technique.

It is of interest to compare our results with pre-
vious experimental work on GaAs. We have al-
ready mentioned that the WDR technique of Sell"'"
is comparable to the Schottky-barrier ER tech-
nique at the Eo transition. This is due to the ex-
tremely small lifetime broadening of the transi-
tion, and the fact that the dominant electric field
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effect here is the modulation of the n= 1 discrete
exciton line by means of the optical mismatch be-
tween the bulk and the space-charge region. Thus,
both the Schottky-barrier ER and the WDR tech-
niques are observing the same effect at the Eo
transition. The thermoreflectance (TR) results
of Matatagui et aL at the Eo transition do not com-
pare in accuracy to either the Schottky-barrier ER
or the WDR measurements.

Numerous experimental measurements have been
made to determine the critical point energies of
the Ej and Ej+hj transitions. Here, the most ac-
curate determination of critical point energies is
obtained by analysis of ER data. We note here that
essentially the same values of the critical point
energies and broadening parameters are obtained
from either the Schottky-barrier ER data reported
here or the TER data previously obtained by Kyser
and Rehn. ' This proves that the normal surface
fields were negligibly small in the TER experi-
ment, which indicates that there is nothing in
principle to prevent equally accurate spectroscopic
measurements to be made with TER, a geometry
which also has the added advantage that all three
independent complex tensor coefficients of
y' ' (~;0, 0, &u)canbedetermined. The TR andwave-

length-modulated reflectance (WMR) ' data in
Table II refer to energies of ref lectivity or modu-
lated ref lectivity peaks, and not to energies of the
critical points responsible for these transitions.
The amount of structure present in these first-de-
rivative line shapes is insufficient to enable the
broadening parameters to be determined easily
from the experimental data without additional dif-
ferentiation, ~ in contrast to ER spectra where the
lifetime broadening is simply related to the energy
separation of the extrema in the third-derivative
spectral line shape.

At sufficiently high fields, a series of subsidiary
oscillations is observed to extend about 0. 5 eV to
higher energy above the Ez+ 4& transition. From
a comparison of the period of the oscillations of
these transitions with those observed for the
Eo+ 60 transitions under identical experimental
conditions, we have obtained the first determina-
tion of the transverse mass of the E,+ 6, transi-
tions in GaAs, finding pr ——(0.055+0.008)m, .

Table II illustrates the resolution improvement
obtained with the Schottky-barrier ER technique
above the E&+b,

& transitions. The low-field ER
measurements reported here resolve for the first
time separate I' and 6 critical points in the Eo
triplet, and in addition resolve the quadruplet at
X in the Ez complex. The capability of determin-
ing broadening parameters also demonstrates con-
clusively that the lowest 1 transition of the Eo
triplet, and the peak Ez structure, are not due to
simple parabolic critical points because these

transitions are anomalously broad compared to
others in the same energy range. The separation
of the I' and 6 components in low-field spectra of
the Eo transitions allows us to determine the spin-
orbit splitting at I', which is b,o= 171+15meV.
This splitting is somewhat smaller than the value
at b,, which is 60 =183+15meV. Since the 4crit-
ical points are in close proximity to the zone cen-
ter, at high fields the 1 -6 pairs merge and the
spin-orbit splitting becomes more nearly the 6
value. The resolution of the individual members
of the X quadruplet also allows us to resolve the
splittings of the valence and conduction bands at
X under the action of the spin-orbit splitting and
the antisymmetric potential. %e find these values
to be 4~ = 77+ 10 meV and 6~ = 402+ 10 meV, re-
spectively. The splitting of the upper conduction
band is appreciably less than the commonly ac-
cepted photoemission value of 580+ 50 meV.
Our value of the X7- X6 energy separation 4938
+10 meV is in excellent agreement with the value
4. 9+0.1 meV obtained. by Rowe and Christman
from a reevaluation of these photoemission re-
sults. Finally, it is worth noting that the X6- X~
energy separation 402+10 meV is also in excellent
agreement with the value 0.43 eV obtained in 1962
by Qreenaway from an analysis of early reflec-
tivity data for GaAs.

Our measurements can also be compared to en-
ergy band structure calculations for GaAs. The
most recent calculation by Zucca etal. ' using the
empirical pseudopotential method yields results
which are, in fact, quite close to our values except
for being consistently low by about 200 meV. Of
particular interest in this calculation is the pre-
diction of M& critical points of 6 symmetry at
4. 38 and 4. 55 eV, about 20/& of the way from I' to
X, which presumably could correspond to the 6
structures which we observe at 4. 53 and 4. 71 eV,
respectively. It is of some interest to speculate
that the Mo transition predicted to be at 4. 23 eV by
this calculation may be responsible for the very
weak structure which we observe near 4. 4 eV, be-
low the onset of the lowest member of the Eo trip-
let. However, no values of the critical point en-
ergies at 1" or at X obtained in this calculation have
been published, so it is not possible at present to
comment further on this calculation.

The band-structure calculations by Herman
etaL show excellent agreement at I' (I",~=4. 6

eV; weighted experimental value with spin-orbit
splitting removed =4. 603 eV) but show a substan-
tially smaller band separation at X(X,"-Xf = 4. 21
eV; weighted experimental value with splitting re-
moved =4. 956 eV). The reasons for the relatively
large discrepancy at X are not clear. Also, the
calculations as given are not sufficiently detailed
to determine whether pairs of I"-6 critical points
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near the zone center, as seen by experiment, are
present in this band structure.

The k p calculations of Pollak et a/. show the
existence of the Mz critical points of 6 symmetry
very near the center of the Brillouin zone. The
energy separation, 0. 18 eV, is in excellent agree-
ment with our observations, but the actual separa-
tion of these critical points is too low by about
130 meV. The calculated X,"-X;energy separa-
tion is significantly lower (4. 36 eV) than our re-
sults indicate (4. 938 eV). Also, the X8-X7 split-
ting appears to be much too large, although no
numerical values are quoted.

We mention that the spin-orbit splittings 40 = 0.34
eV, ho=0. 19 eV, and 6&=0.09 eV calculated by
Wepfer etc'. ~ by means of a relativistic orthog-
onalized plane wave formalism using the Kohn-
Sham-Gaspar exchange are in excellent agreement
with our values of 341, 1V1, and VV meV, respec-
tively, for these quantities. This suggests that the
theoretical values should be accurate enough to be
useful in identifying the symmetry of transitions in
other materials on the basis of energy separations.

Finally, we have found the Schottky-barrier
technique to be extremely useful in applications to
other materials as well. The previous work on
Ge has already been mentioned. Measurements
on Si have yielded the first direct observation of
the Eo and Eo+ Ao transitions in Si, at threshoM
energies of 4185+ 10 and 4229 + 10 meV, respec-
tively. If ER spectra are intended only for the
measurement of threshold energies and broadening
parameters, it is even possible to relax the re-
striction of forming a fully depleted Schottky bar-
rier, and to make measurements on systems which
simply form nonohmic contacts. We have performed
measurements of this type on materials such as
epitaxilly grown GeSi alloys and pseudobinary
alloy films such as Ga„Al, „As. It therefore ap-
pears that the Schottky-barrier configuration
should be applicable to a large class of materials.
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APPENDIX: THEORY

In this Appendix, we list equations and define
quantities used at various points in the text. We
consider only the one-electron theory ' ' and
its low-field (third-derivative or resonant quadratic
electro-optic) limit, as extended by the treat-
ment of electron-hole correlation effects in the
contact-exciton approximation. All expressions
assume a single valence-conduction-band pair, de-
noted where necessary by the subscripts g and c,
respectively.

(i) General expression for the field-induced
change in dielectric function, intermediate-field
case (Franz -Keldysh theory)5'87:

4a;~(h(o, g) = &
q (h(o, g) —e "(8'(o)
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In Eqs. (Al), BZ refers to integration over the
Brillouin zone, P,„(k) is the momentum matrix
element between the ba,nd c and g at the point f,
5& is the photon energy, 1 is the phenomenological
broadening parameter, E,„(k) is the interband en-
ergy, and 50 is the characteristic electro-optic
energy expressed in terms of the externally ap-
plied electric field g and the second-rank recipro-
interband reduced mass tensor [p,,„(k)] . This
tensor has the scalar value I/p„ in the field direc-
tion. Ai(z) and Gi(z) are Airy functions of com-
plex argument. Summation over repeated tensor
indices, as in Eq. (Alg), is implied throughout.

(ii) General expression for the field-induced
change in the dielectric function, low-field case ':
lim b, a,~(fi(u, g)
g~0
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&.'.(k) I".,(k) [V,(Q '].
[E (k) -E.]' (A2c)

The quantity g,», is the complex fourth-rank qua-
dratic nonlinear optical electroreflectance tensor,
whose line shape is related to the third derivative
of the unperturbed dielectric function.

(iii} General expression relating the field-in-
duced change in the dielectric function to the ex-
perimentally measured relative ref lectivity change
~/frizz, z4.

~/R= Re [Cn)n~ bc)~(h(o, 8)] (ASa)

where g is the unit polarization vector of the inci-
dent radiation. The quantity 6 is a product of com-
plex functions, each weakly dependent on I&:

C= C, C.„C... (A3b)

where ' '
Cz=a —iP

= 2n, /n(a —e,),
2S =Ey 2=+a= &a

C.,=[l=g(. -I)]',
g = —m'P'(5&g) /(4w'e'h '),
C„=—2iKJ 'de e ' *[!8(z)/8(0)] .

(ASc}

(AM)

(ASe)

(ASf)

(A3g)

Here, P is the average momentum matrix element
and K is the propagation vector of light in the solid.
These expressions assume a scalar unperturbed
dielectric function, &. The subscript a refers to
the ambient phase. The function C~ represents the
Seraphin coefficients'4 a and P for a two-phase
system of solid and ambient, and it depends only
on the optical properties of the system. The func-
tion C„represents electron-hole effects in the con-
tact-exciton approximation. The function C„rep-
resents the effect of nonuniform modulating field
in a solid extending to g ~0; 8(0) is the value of the
surface field. Equation (ASg) is the simplified
form appropriate to the low-field equations (A2).

(iv} Line-shape and polarization functions, the ef-
fective-mass approximation in the low-field limit.
The fourth-rank tensorial form of Eq. (A2c) allows
the general expression for nest/R, Eq. (ASa}, to be
factored conveniently into lineshape and symmetry
parts for a set of equivalent critical points when-
ever the effective-mass approximation is applic-
able. Let the unit vectors parallel to the field and
polarization, and defined with respect to the crys-
ta) axes, be 8 and n, where 8 = 8 8. Let K, q

= A+q
be the vector defined with respect to the crystal
axes, locating the prototype critical point in the
BZ. The complete set of critical points is gen-
erated by applying the set of symmetry operations
of the crystal to K,&. Let X„be the &thunit vector

corresponding to the vth equivalent critical point in
in this set.

We now break up the integral over the Brillouin
zone in Eq. (A2c) into a summation of integrals,
each a local integral about one of the equivalent
critical points. In terms of local coordinates ap-
propriate to the critical point v,

(A4)

where k~ and kl. are the components of k-K,„per-
pendicular and parallel to K„, respectively. We
assume local rotational symmetry around E„for
simplicity, whence the interband reduced-mass
tensor has only two k-independent components in
the effective-mass approximation. Using Eq. (A4),
the contributions of the vth critical point to Eq.
(A2a) can be written

e'n'8'
«)g(@~, 8)=

4 z z@z J4m'm E,
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,,„&„ I-(8 If„)' (8 A„)'I
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where the matrix elements P" depend only on k
through the local optical selection rules (direction
of k„). In the most important high-symmetry
cases, the selection rule can usually be expressed
as transverse allowed, parallel forbidden, where

Combining the above results we write finally

x Ee+ '+ '-IN gr

(- -
)z]

—(8 A„)z (8 fC„)z

~ I P r Wr.

(A7)
where the first factor determines the line shape
and the second factor is geometric and determines
the polarization anisotropy. A phenomenological
discussion of polarization effects, applicable spe-
cifically to the surface-barrier FR geometry and
based entirely on the symmetry properties of these
tensors, is given briefly in Sec. IID.

The line shapes predicted by Eq. (A7) can be
evaluated by means of the following considerations.
If p~ is comparable to p, ~, the integral can be ex-
tended to infinity in all three dimensions, and we
obtain the three-dimensional low-field line shape
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~ loc

dsk. . . ~ 2~r 2!~L I
volving p,~ in the energy denominator. If KL is the
effective length, of the contributing region along
the symmetry axis, we obtain in this case the two-
dimensional line shape

(5&v E—~+i,i')

where I is the critical-point order (I= 0 if lL~ & 0,
l=1 if pL, &0). If g~ is extremely large, it is usu-
ally a better approximation to cut off the integral
in the longitudinal direction and delete the term in-

2 p, g —Eg
3 5 (h(o -E +iT)

(A9)
These results will be used to extract critical point
parameters from higher -energy critical- point
structure in ER spectra.
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The lattice thermal conductivity between 1.7 and 270 K is reported for single crystals of mercury
selenide having conduction electron concentrations from 2.1&(10" to 6.7)&10" cm '. The most striking

feature of the data for HgSe is the pronounced depression of the magnitude of the thermal conductivity

between 4 and 30 K, and this is attributed to the Wagner mechanism for third-order

phonon-annihilation resonance scattering of phonons. The data were analyzed by using the Callaway

formalism to determine the relaxation times for phonon scattering by normal and umklapp processes,

point defects, resonance modes, crystal boundaries, and conduction electrons. The resonance dip in

thermal conductivity was observed in variously prepared HgSe samples, including specially purified and

vapor-deposited crystals. Addition of sulfur impurity to HgSe apparently enhanced the resonance

scattering, but because sulfur considerably altered the normal and umklapp scattering it could not be

concluded if substitutional sulfur atoms were the resonantly scattering centers or if they only indirectly
afFected the resonance. The ionized defects in HgSe, in concentrations corresponding to as many as
3)&10" conduction electrons/cm', acted as point Rayleigh scattering centers, but there was no increase

in the Rayleigh scattering as the electron concentration was increased above 3)&10" cm '.

I. INTRODUCTION

Mercury selenide (HgSe) is a H-VI compound
with the same cubic zinc-blende structure as the
well-known DI-V semiconducting compounds. '
However, like ~-Sn' and HgTe, 3 it is a zero-gap
semiconductor or perfect semimetal by virtue of a
symmetry-induced degeneracy of the valence-band
maximum and conduction-band minimum. 4 ~ Be-
cause of this peculiar band structure, the zero-gap

semiconductors display a number of anomalous
features in their dielectric, transport, and
lattice dynamic behavior. ' To understand the pho-
non interactions and defect properties of these
structures, we have investigated the thermal-
transport properties of HgSe.

%e report here the thermal conductivity between
1.7 and 27G K of HgSe single crystals prepared in
different ways and subjected to various annealing
procedures. The low-temperature thermal con-


