# Stochastic Transport in a Disordered Solid. I. Theory 

H. Scher<br>Xerox Rochester Research Center, Xerox Square, Rochester, New York 14644<br>M. Lax<br>City College of City University of New York, New York, New York, 10031 and Bell Laboratories, Murvay Hill, New Jersey 07974<br>(Received 21 June 1972; revised manuscript received 30 November 1972)


#### Abstract

A general theory of stochastic transport in disordered systems has been developed. The theory is based on a generalization of the Montroll-Weiss continuous-time random walk. (CTRW) on a lattice. Starting from a general mobility formalism, specialized to hopping conduction, an exact expression for the conductivity $\sigma(\omega)$ for the CTRW process is derived. The frequency dependence of $\sigma(\omega)$ is determined by the Fourier transform of the zeroth and second spatial moments of the function $\psi(\overrightarrow{\mathbf{s}}, t)$, which is equal to the probability per unit time that the displacement and time between hops is $\vec{s}$, $t$. The conductivity corresponding to characteristically different types of hopping distributions is discussed, as well as the basic approximation in adopting a CTRW on a lattice to transport in disordered solids.


## I. INTRODUCTION

Charge conduction entirely by "free-carrier" band transport is the biggest casualty in going from an. ordered to a disordered solid. At present there is a great deal of interest in a wide range of nonbandlike means of transport of both charge and excitation in disordered or amorphous solids. ${ }^{1} \mathrm{Be}-$ sides having important applications to areas such as xerography ${ }^{2}$ and optical-memory devices, ${ }^{3}$ amorphous systems are a basic and natural exten'sion of the physicist's study of solids.

The lack of long-range structural order is the central essence of the problem; this lack of order causes a random potential to exist in the solid. The random potential can give rise to a distribution of localized electronic states ${ }^{4}$ as well as the extended bandlike states. ${ }^{5}$ Therefore, the nature of electronic transport can either ${ }^{8}$ be the more familiar band type (free-carrier motion with occasional scattering from potential fluctuations), with the localized states acting as traps, or there can be transport among the localized states. ${ }^{7}$

Carriers can move from one localized center to another by hopping. ${ }^{8,9}$ To describe hopping quantitatively, one must first know how the electron on one center communicates with another center. For this part of the problem one must know the electronic wave functions and from them calculate the transition probabilities between typical centers. The transition rate, in addition to depending on the parameters describing the wave functions, must depend on the spatial separation between the centers and on the energy difference between the initial and final state.
The second part of the problem involves the task of describing the site-to-site motion of the electron among the statistically distributed centers against
the background of the random potential, which causes fluctuations in the local energy levels. Since the transition rate is a sensitive function of both the local separation and local energy fluctuation, the hopping transport will depend critically on the details of the statistical distribution of these parameters. Therefore, even given a knowledge of the nature of the localized centers and their distribution, one has to deal with the difficulties associated with the stochastic aspects of the site-tosite transport. This must be solved in order to describe, quantitatively, time-dependent transport in amorphous materials, which is the main aim of the present formalism.

We offer a new approach to this problem: it is to study in detail a stochastic process that contains the essential elements of hopping transport and yet is entirely tractable to analysis.

The process considered is a generalization of the Montroll-Weiss ${ }^{10}$ model of continuous-time random walk (CTRW) on a discrete lattice. ${ }^{11}$ The central approximation we make in adopting this process to hopping conduction is justified by an analysis of the structure of an arbitrary "path" in the CTRW and comparing this to an analogous quantity in a configuration-averaged random walk (RW) on a random medium. In a system with a large number of hopping sites the difference in the two processes can be shown to be small.

The simplifications inherent in the structure of the CTRW model allow one to focus on the basic fluctuating quantity in hopping motion, that is, the transition rate between centers. The basic quantity that determines the conductivity is the characteristic function of a sum of transition rates, each treated as a random variable.
In Sec. II the relation between the frequency-dependent conductivity $\sigma(\omega)$ and a RW is established.

The formalism of this section is based on a generalized theory of mobility, ${ }^{12}$ which is specialized to hopping conduction. In Sec. III the generalization of the CTRW model of Montroll and Weiss is described. Stress is placed on the main mathematical results that are used in Sec. IV, wherein the frequency-dependent diffusion constant $D(\omega)$ of this stochastic process is calculated (exactly) and a number of representative examples are discussed $[\sigma(\omega)$ $=\left(n e^{2} / k T\right) D(\omega)$, where $n$ is the density of effective carriers]. One of the examples typifies the qualitative features for $D(\omega)$, observed in impurity conduction in semiconductors. In a following paper, ${ }^{13}$ hereafter denoted as II, a detailed application of the present theory is made to conduction among the impurity states in a semiconductor, which is the prototype of a disordered solid.
It must be emphasized at the outset that the transport theory developed in Secs. II-IV, as applied to impurity condition in $I I$, represents a dramatic departure from previous considerations of this problem (cf. references in II). Specifically, there are two basic parts to this new approach: (i) The key quantity to determine, in a calculation of the conductivity $\sigma(\omega)$, is a probability function $P(\overrightarrow{\mathbf{s}}, t)$. The function $P(\overrightarrow{\mathrm{~s}}, t)$ is the probability of finding a carrier at a point $\overrightarrow{\mathrm{s}}$ at time $t$ if it was at the origin $\overrightarrow{\mathrm{s}}_{0}=0$ at $t=0$. Starting with general linear response theory, ${ }^{12}$ it is shown (Sec. II) that $\sigma(\omega)$ is proportional to the product of $\omega^{2}$ with a weighted space average of the Laplace transform, $\tilde{P}(\vec{s}, i \omega)$ of $P(\overrightarrow{\mathrm{~s}}, t)$. In general, in calculating a quantity such as $P(\overrightarrow{\mathbf{s}}, t)$ one has to consider all the possible paths from $\vec{s}_{0}(=0)$ to $\vec{s}$ that the carrier can traverse in a time $\tau$ with $\tau \leq t$. One must consider $\tau<t$ because the carrier can arrive "earlier" than $t$ and "wait" there until, at least, $t$ before hopping away. Each of the paths must be "assigned" a "weighting" factor, i.e., a measure of its relative contribution in determining $P(\stackrel{s}{\mathrm{~s}}, t)$. This measure naturally reflects the probabilities for the hopping time for the displacement along each intersite "link" of the path. For a fixed path or fixed configuration of sites the hopping times vary over a wide range from site to site. It is important to reiterate that in order to contribute to $P(\overrightarrow{\mathrm{~s}}, t)$ the sum of all the hopping times over each path must be $t$. With these constraints each local configuration must be considered in the context of a total path. Now, in addition, one must not only take into account all the paths (with their proper weighting) on a fixed array of sites, i.e., a total set of impurities with a given location $\left\{\overrightarrow{\mathrm{s}}_{i}\right\}$, but one must average over all possible distributions of impurity locations. In other words, the probability of finding the carrier at $\vec{s}$ at time $t$ for a fixed array of sites at $\left\{\overrightarrow{\mathrm{s}}_{i}\right\}$ is $P\left(\overrightarrow{\mathrm{~s}}, t ;\left\{\overrightarrow{\mathrm{s}}_{i}\right\}\right)$. Since it is impossible to experimentally measure $\left\{\vec{s}_{i}\right\}$ for a given system (sample) one
must study the properties, in any theory, of an ensemble of these systems. Even for a given system, carriers initially at widely different locations experience different parts of the same fixed impurity site distribution. Thus, for a system with macroscopic spatial homogeneity (as considered in I and II), an average over the initial carrier locations is also contained in the ensemble average. Hence, the key quantity $P(\vec{s}, t)$ is equivalent to $\left\langle P\left(s, t ;\left\{\overrightarrow{\mathrm{s}}_{i}\right\}\right)\right\rangle$, where the average is taken over an ensemble of all the site locations $\left\{\overrightarrow{\mathrm{s}}_{i}\right\}$ weighted according to some assumed distribution law. The site-distribution law is almost always assumed to be a random distribution with the neglect of spatial correlations.

As the final step in calculating the conductivity $\sigma(\omega)$ one must take the Laplace transform of $P(\overrightarrow{\mathbf{s}}, t)$. Further insight into the dynamics of hopping transport can be obtained simply from the well-known properties of a Laplace transform. For an impressed frequency $\omega$, the main contribution to the Laplace transform $\tilde{P}(\overrightarrow{\mathbf{s}}, i \omega)$ comes from $P(\overrightarrow{\mathbf{s}}, t)$ with $t \leqslant \omega^{-1}$. Moderately high $\omega$ ( $\omega$ is usually referred to some maximum transition rate of the system) implies, therefore, short times. At short times, $P(\overrightarrow{\mathrm{~s}}, t)$ falls off rapidly for large $\overrightarrow{\mathrm{s}}$. Thus, moderately high $\omega$ implies hopping among all the sites (with total hopping times less than $\omega^{-1}$ ) within some effective radius $\bar{s}(\omega)$, i.e., only localized hopping. For $\omega \rightarrow 0$, the pertinent time domain of $P(\overrightarrow{\mathrm{~s}}, t)$ increases and thus $\bar{s}(\omega)$ increases. However, because $\sigma(\omega) \propto \omega^{2}\left\langle\tilde{P}\left(\overrightarrow{\mathbf{S}}, i_{\omega}\right)\right\rangle$ (where the angular brackets indicate a weighted space average), it is shown rigorously (Sec. IV) that for $\omega \rightarrow 0$, hopping transport confined to any localized region does not contribute to $\sigma(\omega)$. To reiterate, in the limit $\omega \rightarrow 0$, only nonlocalized hopping is significant.
(ii) A model stochastic process is used to calculate the hopping transport along all the paths contributing to $P(\overrightarrow{\mathrm{~s}}, t)$. In the model (Sec. III) the probability that the time between hops is in the interval $(t, t+\Delta t)$ and the displacement is $\overrightarrow{\mathrm{s}}$, is equal to $\psi(\overrightarrow{\mathbf{s}}, t) \Delta t$. The model process is a generalization of the Montroll-Weiss ${ }^{10}$ CTRW. The hopping is from any point on a lattice to any other with the displacement and time at each hop governed by $\psi(\vec{s}, t)$. In applying this process to impurity conduction one must consider hopping only between positions of the impurities which occupy a random selection of a finite (large) number of lattice points in some volume $V$. In II the function $\psi\left(\overrightarrow{\mathrm{s}}-\overrightarrow{\mathrm{s}}_{0}, t\right)$ is obtained by taking into account the transitions from a given site to the random array of impurity locations, in a definite configuration. The result is then averaged over all configurations holding $\vec{s}$, $\overrightarrow{\mathrm{s}}_{0}$ fixed. In addition, the calculation of $\psi\left(\overrightarrow{\mathrm{s}}-\overrightarrow{\mathrm{S}}_{0}, t\right)$ includes a factor weighting the probable occupancy of the lattice point $\vec{s}$. In Appendix B it is shown
that any arbitrary $n$-step path of a RW through the random medium of any configuration of the impurity positions $\left\{\overrightarrow{\mathrm{s}}_{i}\right\}$ has a one-to-one correspondence with a path in the CTRW. Further, it is shown that the essential difference between impurity hopping conduction, where the function corresponding to $\psi\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathrm{s}}_{0}, t\right)$, varies from site to site, and the CTRW lies in the procedure for performing the configuration average. For a system with a large number of hopping sites it is argued that this difference in the averaging procedures is small.
The basic result is in Sec. IV where it is shown that $D(\omega)$ is equal to a simple function of the zeroth and second spatial moment of the Laplace transform $\tilde{\psi}(\overrightarrow{\mathbf{s}}, i \omega)$ of $\psi(\overrightarrow{\mathbf{s}}, t)$.

## II. GENERALIZED THEORY OF MOBILITY

The starting point for our study of hopping conduction is a generalized theory of mobility, ${ }^{12}$ which in essence is the Nyquist formula ${ }^{14}$ relating admittance (mobility) and noise. This is a generalization of the Einstein relation between mobility and diffusion constant to nonzero frequency ${ }^{12,15}$ and can be given in the form

$$
\begin{equation*}
\mu(\omega)=(e / \kappa T) D(\omega) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
4 \operatorname{Re} D(\omega)=4 \int_{0}^{\infty} \cos \omega t\langle v(t) v(0)\rangle d t \tag{2}
\end{equation*}
$$

is the noise (velocity-fluctuation) spectrum at frequency $\nu=\omega / 2 \pi$ expressed by the Weiner-Khinchin theorem as the Fourier transform of the velocity autocorrelation. ${ }^{14}$ The conductivity is given by the usual relation

$$
\begin{equation*}
\sigma(\omega)=n e \mu(\omega) \tag{3}
\end{equation*}
$$

where $n$ is the density of effective carriers. The importance of (2) is that a knowledge of the fluctuations of the equilibrium ensemble in the absence of the electric field permits a calculation of the linear response of the system (mobility). The result is quite general and depends mainly on the tacit assumption of an average spatially homogeneous system.

The relation as it stands is inconvenient to use in a hopping model since it refers to velocities rather than positions. However, as shown in Appendix $A$, the relation can be rewritten in the form ${ }^{16}$

$$
\begin{equation*}
D(\omega)=-\frac{1}{6} \omega^{2} \int_{0}^{\infty} e^{-i \omega t} d t\left\langle[\overrightarrow{\mathbf{r}}(t)-\overrightarrow{\mathbf{r}}(0)]^{2}\right\rangle \tag{4}
\end{equation*}
$$

where $\omega$ is understood to contain a small negative imaginary component, which can be interpreted as a weak coupling of the system and the universe. ${ }^{12}$ The complex ac diffusion constant is now determined by the spectrum of the time-dependent meansquared displacement and Eq. (4) therefore is a suitable basis for a study of hopping motion.

The limitation of the system to hopping conduc-
tion comes in with the specification of the ensembl: average in (4). A system of sufficiently low density of centers (e.g., donors), between which hops take place, is considered such that the carriers can be considered localized. It is therefore reasonable to choose a set of orthonormalized local basis functions $\phi_{s}=\phi(\overrightarrow{\mathbf{r}}-\overrightarrow{\mathbf{s}})$, where $\overrightarrow{\mathbf{s}}$ is used both as a position vector, and as a name for a localized site, and for this low-density system it is reasonable to take

$$
\begin{equation*}
\left\langle\phi_{s}\right| \overrightarrow{\mathrm{r}}\left|\phi_{s^{\prime}}\right\rangle \simeq \overrightarrow{\mathrm{s}} \delta\left(\overrightarrow{\mathrm{~s}}, \overrightarrow{\mathrm{~s}}^{\prime}\right) . \tag{5}
\end{equation*}
$$

The approximate equality in (5) can almost be taken as the definition of localization for our system. Correspondingly the equilibrium density matrix is

$$
\begin{equation*}
\rho_{s, s^{\prime}} \simeq f(\overrightarrow{\mathbf{s}}) \delta\left(\overrightarrow{\mathrm{s}}, \overrightarrow{\mathrm{~s}}^{\prime}\right) \tag{6}
\end{equation*}
$$

where $f(s)$ is the equilibrium distribution function for the initial "carrier" position.

The density matrix in (6) now determines the ensemble average in (4) and one obtains

$$
\begin{align*}
\left\langle[\overrightarrow{\mathrm{r}}(t)-\overrightarrow{\mathrm{r}}(0)]^{2}\right\rangle & =\operatorname{Tr}\left[\left(e^{i H t} \overrightarrow{\mathrm{r}} e^{-i H t}-\overrightarrow{\mathrm{r}}\right)^{2} \rho\right] \\
& =\sum_{s, s_{0}}\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}_{0}\right)^{2} P\left(\overrightarrow{\mathrm{~s}}, t \mid \overrightarrow{\mathrm{s}}_{0}, 0\right) f\left(\overrightarrow{\mathrm{~s}}_{0}\right), \tag{7}
\end{align*}
$$

where

$$
\begin{equation*}
\left.\mathbf{P}\left(\overrightarrow{\mathbf{s}}, t \mid \overrightarrow{\mathrm{s}}_{0}, 0\right)=\left|\langle s| e^{-i H t}\right| s_{0}\right\rangle\left.\right|^{2} \tag{8}
\end{equation*}
$$

is the probability of finding a particle at site $s$ at time $t$ if it started at site $\overrightarrow{\mathrm{s}}_{0}$ at time $t=0, H$ is the Hamiltonian (divided by $\hbar$ ) describing its motion. The main purpose for introducing the local basis (5) can be seen in (7)-it breaks up continuous space into discrete denumerable "regions." The final form in (7) has a meaning which is intuitively obvious-the mean-squared displacement is simply a sum over all the "regions" of a product of the square of the distance between them, the probability for the carrier to be at $\vec{s}$ at time $t$ if it started at $\mathrm{s}_{0}$ at $t=0$, and the probability of being at $\mathbf{s}_{0}$ at $t=0[f(\overrightarrow{\mathrm{~s}})]$.

If (7) is now inserted into (4) we have our basic relation for the frequency-dependent diffusion constant

$$
\begin{equation*}
D(\omega)=-\frac{1}{6} \omega^{2} \sum_{s, s_{0}}\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}_{0}\right)^{2} \tilde{P}\left(\overrightarrow{\mathrm{~s}}, \omega ; \overrightarrow{\mathrm{s}}_{0}\right) f\left(\overrightarrow{\mathrm{~s}}_{0}\right) \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{P}\left(\overrightarrow{\mathrm{~s}}, \omega ; \overrightarrow{\mathrm{s}}_{0}\right)=\int_{0}^{\infty} e^{-i \omega t} P\left(\overrightarrow{\mathrm{~s}}, t \mid \overrightarrow{\mathrm{s}}_{0}, 0\right) d t \tag{10}
\end{equation*}
$$

is the Laplace or causal Fourier ${ }^{17}$ transform (FT) of $P$.
At this junction in the formal theory [(9) and (10)], one approach to take is to develop a transport equation for $P\left(\overrightarrow{\mathbf{s}}, t \mid \mathbf{s}_{0}, 0\right)$ and attempt an approximate (self-consistent) solution ${ }^{18}$ that would incorporate certain features of the low-density
system. Instead, an exact calculation of $P\left(\overrightarrow{\mathrm{~s}}, t \mid \overrightarrow{\mathrm{s}}_{0}, 0\right)$ [hence, $\left.\tilde{P}\left(\overrightarrow{\mathbf{s}}, \omega ; \overrightarrow{\mathbf{s}}_{0}\right)\right]$ is considered directly (without a transport equation) for a stochastic process that contains essential elements of the hopping problem but yet is entirely tractable. The importance of (9) and (10) is that a relation between conductivity and a stochastic process is established and one can then calculate $P\left(\overrightarrow{\mathrm{~s}}, t \mid \overrightarrow{\mathrm{s}}_{0}, 0\right)$ for a suitable process without reference to its formal definition in (8).

## III. CONTINUOUS-TIME RANDOM WALK

The stochastic process we wish to consider in detail is CTRW on a discrete lattice. Montroll ${ }^{11}$ and Montroll and Weiss ${ }^{10}$ (MW) in a series of papers have developed the theory of RW on lattices with the use of generating function techniques. In particular, MW have introduced an ingenious way of incorporating lattice walks with a continuous time variable into the basic theory.

We refer the interested reader to this excellent series of papers ${ }^{10,11}$ for the necessary background in RW on discrete lattices.
In this section, a generalization ${ }^{19}$ of the work of MW is presented. Let $R_{n}(\overrightarrow{\mathbf{s}}, t) \Delta t$ be the probability for a walker to just arrive at $\overrightarrow{\mathrm{s}}$ between time $t$ and $t+\Delta t$ in $n$ steps, if it started at $t=0^{+}$and $\overrightarrow{\mathrm{S}}_{0}=0$, where

$$
\begin{equation*}
\overrightarrow{\mathrm{s}}=s_{1} \hat{a}_{1}+s_{2} \hat{a}_{2}+s_{3} \hat{a}_{3}, \tag{11}
\end{equation*}
$$

with the component $s_{i}$ equal to an integer and the vectors $\hat{a}_{i}$, the unit primitive translation vectors of the lattice. The walks are restricted to be on infinite lattices or on finite lattices ( $N^{3}$ distinct points) with periodic boundary conditions. ${ }^{11}$ The set of functions satisfy the generalized recursion formula

$$
\begin{equation*}
R_{n+1}(\overrightarrow{\mathbf{s}}, t)=\sum_{\mathbf{s}^{\prime},} \int_{0}^{t} d \tau \psi\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{\prime}, t-\tau\right) R_{n}\left(\overrightarrow{\mathrm{~s}}^{\prime}, \tau\right) \tag{12}
\end{equation*}
$$

if $\psi(\overrightarrow{\mathbf{s}}, t) \Delta t$ represents the probability the time between steps occurs in the interval $(t, t+\Delta t)$ resulting in a vector displacement $\vec{s}$. A generating function is now introduced to solve the difference equation in (12):

$$
\begin{equation*}
R(\overrightarrow{\mathbf{s}}, t ; z)=\sum_{n=0}^{\infty} z^{n} R_{n}(\overrightarrow{\mathbf{s}}, t) \tag{13}
\end{equation*}
$$

Many of the results of immediate interest in the present paper can be obtained directly from $R(\overrightarrow{\mathrm{~s}}, t ; z)$, i.e.,

$$
\begin{equation*}
R(\overrightarrow{\mathbf{s}}, t ; 1)=\sum_{n=0}^{\infty} R_{n}(\mathbf{s}, t) \equiv R(\mathbf{s}, t) \tag{14}
\end{equation*}
$$

is the probability per unit time for a walker to just reach $\stackrel{\rightharpoonup}{\mathrm{s}}$ at time $t$ and

$$
\begin{equation*}
\langle n(\overrightarrow{\mathrm{~s}}, t)\rangle=\left.\frac{\partial R}{\partial z}(\overrightarrow{\mathrm{~s}}, t ; z)\right|_{z=1}=\sum_{n=0}^{\infty} n R_{n}(\overrightarrow{\mathrm{~s}}, t) \tag{15}
\end{equation*}
$$

is the mean number of steps per unit time to just
reach $\overrightarrow{\mathrm{s}}$ at time $t$, etc.
The restriction to the initial condition

$$
\begin{equation*}
R_{0}(\overrightarrow{\mathbf{s}}, t)=\delta_{\mathbf{s}, 0} \delta\left(t-0^{+}\right) \tag{16}
\end{equation*}
$$

is assumed and (12) is multiplied by $z^{n}$ and summed over $n$ to obtain

$$
\begin{array}{r}
R(\overrightarrow{\mathrm{~s}}, t ; z)-z \sum_{\overrightarrow{\mathbf{s}}^{\prime}} \int_{0}^{t} d \tau \psi\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}^{\prime}, t-\tau\right) R\left(\overrightarrow{\mathrm{~s}}^{\prime}, \tau ; z\right) \\
=\delta_{\mathbf{s}, 0} \delta\left(t-0^{+}\right) \tag{17}
\end{array}
$$

One now takes the Laplace transform of (17) to obtain

$$
\begin{equation*}
\tilde{R}(\overrightarrow{\mathbf{s}}, u ; z)-z \sum_{\overrightarrow{\mathbf{s}}^{\prime}} \psi\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{\prime}, u\right) \tilde{R}^{\prime}\left(\overrightarrow{\mathrm{s}}^{\prime}, u ; z\right)=\delta_{\overrightarrow{\mathbf{s}}, 0} \tag{18}
\end{equation*}
$$

where

$$
\tilde{\psi}(\overrightarrow{\mathbf{s}}, u)=\int_{0}^{\infty} d t e^{-u t} \psi(\overrightarrow{\mathbf{s}}, t) .
$$

Equation (18) is easily solved with the use of Fourier transforms ( $\overrightarrow{\mathrm{k}} \equiv 2 \pi \overrightarrow{\mathrm{r}} / N, r_{i}=$ integer)

$$
\begin{equation*}
U(\overrightarrow{\mathrm{k}}, u ; z)=\sum_{\mathbf{s}} \tilde{R}(\overrightarrow{\mathbf{s}}, u ; z) e^{-i \overrightarrow{\mathrm{r}} \cdot \overrightarrow{\mathbf{s}}} \tag{19}
\end{equation*}
$$

with the result

$$
\begin{equation*}
\tilde{R}(\overrightarrow{\mathbf{s}}, u ; z)=N^{-3} \sum_{r} \frac{e^{i \overrightarrow{\mathbf{k}} \cdot \overrightarrow{\mathbf{s}}}}{1-z \Lambda(\overrightarrow{\mathrm{k}}, u)} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda(\overrightarrow{\mathbf{k}}, u)=\sum_{\overrightarrow{\mathbf{s}}} \tilde{\psi}(\overrightarrow{\mathbf{s}}, u) e^{-i \overrightarrow{\mathbf{k}} \cdot \overrightarrow{\mathbf{s}}} \tag{21}
\end{equation*}
$$

which can be called the generalized structure function of the CTRW.

We now introduce the function $P(\overrightarrow{\mathbf{s}}, t)$, which is equivalent to $P(\overrightarrow{\mathbf{s}}, t \mid 0,0)$ in Sec. $I I$, the probability of being (found) at $\overrightarrow{\mathrm{s}}$ at time $t$ if initially at $\overrightarrow{\mathrm{s}}=0$. It is evident that in determining $P(\vec{s}, t)$ one must include the possibility that the walker arrived at $\vec{S}$ earlier than $t$ and simply waited there at least until $t$, i.e.,

$$
\begin{equation*}
P(\overrightarrow{\mathrm{~s}}, t)=\int_{0}^{t} R(\overrightarrow{\mathrm{~s}}, \tau) \Phi(t-\tau) d \tau, \tag{22}
\end{equation*}
$$

where $R(\mathbf{s}, t)$ is defined in (14) and $\Phi(t)$ is the probability that the walker remains fixed in the time interval $[0, t]$,

$$
\begin{equation*}
\Phi(t)=1-\int_{0}^{t} \psi(\tau) d \tau \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi(t) \equiv \sum_{\overrightarrow{\mathbf{s}}} \psi(\overrightarrow{\mathbf{S}}, t) \tag{24}
\end{equation*}
$$

Taking the Laplace transform of (22) we obtain a simple final expression:

$$
\begin{equation*}
\tilde{P}(\overrightarrow{\mathbf{s}}, u)=\tilde{R}(\overrightarrow{\mathbf{s}}, u)[1-\tilde{\psi}(u)] / u \tag{25}
\end{equation*}
$$

where $\tilde{R}(\overrightarrow{\mathbf{s}}, u)$ is equal to the right-hand side of (20), with $z=1$. The physical interpretation of the Laplace variable $u$ [and hence $\tilde{P}(\vec{s}, u)]$ is completed in Sec. IV when we calculate the diffusion constant
for this CTRW process.
An analysis of the structure of the $n$-step walk contribution to $\tilde{P}(\overrightarrow{\mathrm{~s}}, t)$ is carried out in Appendix B and compared to the analogous quantity obtained in a configuration average of a RW on a random medium. The latter comparison is necessary in order to establish the validity of applying the CTRW process, considered here, to impurity conduction in $I$.

## IV. DIFFUSION CONSTANT $D(\omega)$ FOR RANDOM WALK

One can now connect the discussion of Secs. II and III with the relation

$$
\begin{equation*}
\left.\tilde{P}\left(\overrightarrow{\mathrm{~s}}, \omega ; \overrightarrow{\mathrm{s}}_{0}\right)\right|_{\mathbf{s}_{0}=0}=\left.\tilde{P}(\overrightarrow{\mathrm{~s}}, u)\right|_{u=i \omega+\epsilon} \equiv \tilde{P}(\overrightarrow{\mathrm{~s}}, i \omega) \tag{26}
\end{equation*}
$$

Thus, specifying the initial condition $f\left(\overrightarrow{\mathbf{s}}_{0}\right)=\delta_{\vec{s}_{0}, 0}$ in (9), one can directly calculate $D(\omega)$ for the stochastic process outlined in Sec. III. Inserting (25) into (9),

$$
\begin{equation*}
D(\omega)=\frac{(i \omega)^{2}}{6} \frac{1-\tilde{\psi}(i \omega)}{i \omega} \sum_{\overrightarrow{\mathbf{s}}} s^{2} \tilde{R}(\overrightarrow{\mathbf{s}}, i \omega) \tag{27}
\end{equation*}
$$

The sum over $\overrightarrow{\mathrm{s}}$ in (27) can be accomplished easily by recognizing

$$
\begin{equation*}
\sum_{\mathbf{s}} s^{2} \tilde{R}(\overrightarrow{\mathbf{s}}, i \omega)=-\left.\frac{\partial^{2} U}{\partial k^{2}}(\overrightarrow{\mathbf{k}}, i \omega ; 1)\right|_{k=0} \tag{28}
\end{equation*}
$$

where $U(\overrightarrow{\mathrm{k}}, u ; z)$ is defined in (19) and $\overrightarrow{\mathrm{k}} \equiv 2 \pi \overrightarrow{\mathrm{r}} / N$. From (20),

$$
\begin{align*}
& -\left.\frac{\partial^{2} U}{\partial k^{2}}(\overrightarrow{\mathrm{k}}, i \omega ; 1)\right|_{k=0}=\left.\frac{-\partial^{2}}{\partial k^{2}}[1-\Lambda(\overrightarrow{\mathrm{k}}, i \omega)]^{-1}\right|_{k=0} \\
& =-\left.\frac{\partial^{2} \Lambda}{\partial k^{2}}(\overrightarrow{\mathrm{k}}, i \omega)\right|_{k=0}[1-\Lambda(0, i \omega)]^{-2} \\
&  \tag{29}\\
& \quad-\left.2\left(\frac{\partial \Lambda(\overrightarrow{\mathrm{k}}, i \omega)}{\partial \overrightarrow{\mathrm{k}}}\right)^{2}\right|_{k=0}[1-\Lambda(0, i \omega)]^{-3} .
\end{align*}
$$

Using the definitions in (21) and (24),

$$
\begin{align*}
& \Lambda(0, i \omega)=\tilde{\psi}(i \omega)  \tag{30}\\
& \left.\frac{\partial \Lambda(\overrightarrow{\mathbf{k}}, i \omega)}{\partial \overrightarrow{\mathbf{k}}}\right|_{k=0}=\sum_{\overrightarrow{\mathbf{s}}} \overrightarrow{\mathbf{s}} \tilde{\psi}(\overrightarrow{\mathbf{s}}, i \omega),  \tag{31}\\
& -\left.\frac{\partial^{2} \Lambda}{\partial k^{2}}(\overrightarrow{\mathbf{k}}, i \omega)\right|_{k=0}=\sum_{\overrightarrow{\mathbf{s}}} s^{2} \tilde{\psi}(\overrightarrow{\mathbf{s}}, i \omega) . \tag{32}
\end{align*}
$$

As the average fluctuations in (4) are those of a field-free equilibrium ensemble and the system under consideration is assumed to lack any intrinsic asymmetry, the first moment of the generalized structure factor $\Lambda(\overline{\mathrm{k}}, i \omega)$ vanishes. Thus, substituting (29), (30), and (32) into (27), one finally has

$$
\begin{align*}
& D(\omega)=\frac{1}{8} \sigma_{\mathrm{rms}}^{2}(\omega) i \omega \tilde{\psi}(i \omega) /[1-\tilde{\psi}(i \omega)],  \tag{33}\\
& \sigma_{\mathrm{rms}}^{2}(\omega) \equiv \sum_{\overrightarrow{\mathbf{s}}} s^{2} \tilde{\psi}(\overrightarrow{\mathbf{s}}, i \omega) / \tilde{\psi}(i \omega) . \tag{34}
\end{align*}
$$

The diffusion constant for the CTRW in (33) is a
simple function of the zeroth and second spatial moment of the FT of the basic hopping distribution function $\psi(\overrightarrow{\mathbf{s}}, t)$. The reason $\tilde{\psi}(i \omega)$ occurs in the denominator of (33) is a reflection of the fact that we are considering a sum over many different paths to each point and we also sum over all the points of the lattice.

The expression for $D(\omega)$ in (33) has been put in a form to resemble a formula previously derived by the authors. ${ }^{20}$ In the latter work the spatial and temporal distribution at each hop were considered independent of each other. In the present formalism the previous result can be obtained by setting

$$
\begin{equation*}
\psi(\mathbf{\mathbf { s }}, t)=p(\overrightarrow{\mathbf{s}}) \psi(t), \tag{35}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{\overrightarrow{\mathbf{s}}} p(\overrightarrow{\mathrm{~s}})=1 \tag{36}
\end{equation*}
$$

Inserting (35) into (34), the only change in (33) is $\sigma_{\mathrm{rms}}^{2}(\omega) \rightarrow \sigma_{\mathrm{rms}}^{2}$, where $\sigma_{\mathrm{rms}}^{2}=\sum s^{2} p(\overrightarrow{\mathrm{~s}})$. Thus, the main effect in a conductivity calculation of a space-time correlation at each hop is to include a frequency dependence in the rms displacement. This simple consequence results from the fact that $D(\omega)$ is just the second spatial moment of $\frac{1}{8}(-) \omega^{2} \tilde{P}(\overrightarrow{\mathbf{s}}, i \omega)$. It should be stressed, that (35) is a sufficient but not a necessary condition to have $\sigma_{\mathrm{rms}}^{2}(\omega) \simeq \sigma_{\mathrm{rms}}^{2}$.

Characteristic of hopping among the random sites in an amorphous system is the dominant fact that the hopping time is exponentially dependent on the hopping displacement. That is, a small variation in displacement leads to a change of orders of magnitude in hopping time. A clear experimental demonstration of this fact is shown in Fig. 2 of Ref. 21, which is a study by Colbow on the radiative recombination of donor-acceptor pairs in GaP. The time of light emission is plotted against the pair separation responsible for this light. The plot shows that a variation in spatial separation of almost a factor of 3 leads to a change in emission time of five orders of magnitude. The emission time in the radiative recombination process is a direct measure of hopping time between sites. In II, in fact, we establish an intimate relation between the present formulation of hopping transport and the FT of time-dependent pair luminescence.

Thus, the frequency dependence of $\sigma_{\mathrm{rms}}^{2}(\omega)$ is expected to be very slow (changing by a factor of 3 over many decades of $\omega$ ). The dominant $\omega$ dependence is in $\tilde{\psi}(i \omega)$. The quantitative aspects of a detailed calculation of the expression in (34) will be contained in the forthcoming paper mentioned in Ref. 19. In the present paper we shall nelect the $\omega$ dependence of $\sigma_{\text {rms }}^{2}$. However, the importance of retaining the general form of $\psi(\overrightarrow{\mathbf{s}}, t)$ for a discussion of the connection between the CTRW and a RW among the random impurity
sites can be seen in Appendix B. In that discussion a simplification in the enumeration of the random configurations of hopping sites obtains in impurity conduction as the impurities actually lie on lattice points. ${ }^{22}$

In taking the dc limit $(\omega \rightarrow 0)$ in (33), a familiar form is recovered:

$$
\begin{equation*}
D(0)=\sigma_{\mathrm{rms}}^{2}(0) / 6 \bar{t} \tag{37}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{t} \equiv \int_{0}^{\infty} t \psi(t) d t \tag{38}
\end{equation*}
$$

the mean time for a hop (anywhere) or mean waiting time. It is assumed that the carrier does make a hop at some time (no permanent traps) and therefore $\psi(t)$ is normalized to unity $[\tilde{\psi}(i \omega) \rightarrow 1$ as $\omega \rightarrow 0$ ]. The existence of a finite dc conductivity for the CTRW process can be traced to the divergence of the sum over $\vec{s}$ in (27) . By explicit calculation in (28)(30) and (32), one observes $\sum_{\overrightarrow{\mathbf{s}}} \sim \omega^{-2}$ for $\omega \rightarrow 0$. If the $\vec{s}$ sum is restricted, e.g., $|\vec{s}|<r_{\text {max }}$ then

$$
\begin{equation*}
\omega^{2} \sum_{\vec{s}}^{r_{\max }} s^{2} \tilde{R}(\vec{s}, 0) \underset{\omega \rightarrow 0}{ } 0 \tag{39}
\end{equation*}
$$

and $D(0) \rightarrow 0$. In other words, any restriction of the hopping motion to a localized spatial region results in a vanishing contribution to the dc conductivity. Transport in the dc limit is obviously related to unrestricted carrier range or current flow.

## A. Example

To gain some insight about the results obtainable with the use of (33) and (37) before going into an extensive first-principles calculation of $\psi(\overrightarrow{\mathbf{S}}, t)$ and $\psi(t)$ (in II) we shall consider some representative examples assuming the form (35) for $\psi(\mathbf{s}, t)$. In particular, a versatile functional form for $\psi(t)$ (normalized) is

$$
\begin{equation*}
\psi(t)=\lambda(\lambda t)^{\nu} e^{-\lambda t} / \Gamma(\nu+1) \tag{40}
\end{equation*}
$$

where $\nu$ and $\lambda$ are two arbitrary parameters ( $\lambda$ can be considered the minimum transition rate in the system). The FT of (40) is

$$
\begin{equation*}
\tilde{\psi}(i \omega)=(1+i \omega / \lambda)^{-\nu-1} \tag{41}
\end{equation*}
$$

from which one can obtain

$$
\begin{equation*}
\bar{t}=\left.\frac{d \tilde{\psi}(i \omega)}{d(i \omega)}\right|_{\omega=0}=\frac{\nu+1}{\lambda} \tag{42}
\end{equation*}
$$

where $\bar{t}$ is the mean waiting time [cf. (38)]. Alternatively, $\bar{t}, \lambda$ can be chosen as the independent parameters, and substituting (41) into (33) one can write

$$
\begin{equation*}
D(\omega)=\frac{\sigma_{\text {xms }}^{2}}{6} \frac{i \omega}{(1+i \omega / \lambda)^{\bar{t} \lambda-1}} \tag{43}
\end{equation*}
$$

A range of values of the two parameters $\bar{t}, \lambda$ will be considered, that produce distinctive types of
random-time distributions. A particular choice is a sequence of values for $\bar{t} \lambda$ : (i) $\bar{t} \lambda \rightarrow \infty$, (ii) $\bar{t} \lambda=1$, (iii) $\bar{t} \lambda \sim 0$. The first corresponds to the limit of a highly peaked distribution. For a fixed $\bar{t}$, let $\lambda \rightarrow \infty$ :

$$
\begin{equation*}
\tilde{\psi}(i \omega)=(1+i \omega \bar{t} \cdot \bar{t} \lambda)^{\mid-\bar{t} \lambda} \rightarrow e^{-i \omega \bar{t}} \tag{44}
\end{equation*}
$$

and therefore

$$
\psi(t) \rightarrow \delta(t-\bar{t}),
$$

which, when substituted in (43), yields

$$
\begin{equation*}
D(\omega)=\frac{1}{8} \sigma_{\mathrm{rms}}^{2}\left[\frac{1}{2} \omega \cot \left(\frac{1}{2} \omega \bar{t}\right)-\frac{1}{2} i \omega\right] \tag{45}
\end{equation*}
$$

In this limit the RW is, in fact, the one discussed initially in Ref. 11. That is, the steps occur at fixed regular intervals, $t=n \bar{t}$. It is interesting to note that $\operatorname{Re} D(\omega)$ in (45) exhibits resonance behavior for $\omega=2 \pi n / \bar{t}$ or when the time to hop coincides with an integer multiple of the period of the ac signal. This should not be surprising.

In the second case, $\bar{t} \lambda=1$, and one obtains the simple exponential decay $\psi(t)=\lambda e^{-\lambda t}$, and for this distribution

$$
\begin{equation*}
D(\omega)=\frac{1}{6} \sigma_{\mathrm{rms}}^{2} \lambda, \tag{46}
\end{equation*}
$$

a result which is completely independent of frequency. The parameter $\lambda^{-1}$ simply plays the role of of a time scaling factor. With the exponential form for $\psi(t)$ there is only one transition rate in the system, so the frequency response of a system is connected with the possibility of more than one or a range of transition rates.

The case $\bar{t} \lambda \sim 0$ is an example of a spread of transition rates. This type of distribution is necessary to describe impurity hopping (cf. II). In the well-known results of Pollak and Geballe ${ }^{23}$ (PG) the real part of the conductivity $\operatorname{Re\sigma }(\omega)$ varies as $\omega^{s}$, where $s^{\sim 0.7-0.9 \text {, in the frequency range }}$ $10^{2}-10^{5} \mathrm{~Hz}$.

For the high-frequency limit $|i \omega / \lambda| \gg 1$ in (43),

$$
\begin{equation*}
D(\omega) \sim \sigma_{\mathrm{rms}}^{2} \lambda(\omega / \lambda)^{1-\bar{t} \lambda} e^{i(\pi / 2)(1-\bar{t} \lambda)} . \tag{47}
\end{equation*}
$$

If the identification $1-\bar{t} \lambda=s$ is made in (47), $\sigma(\omega)$ $\propto \omega^{s}$ and $\operatorname{Im} \sigma(\omega) / \operatorname{Re} \sigma(\omega)=\tan \frac{1}{2} \pi s$. Therefore, the parameter $\bar{t} \lambda$ must be small in order to describe the basic ac hopping results. One determining relation for the parameters is $\bar{t} \lambda \simeq 0.1-0.3$. The other relation that fixes the values of $\bar{t}, \lambda$ can be obtained from the dc diffusion constant in (37), which is independent of $\lambda$. In PG, Fig. 5, the measurements $[\operatorname{Re}(\sigma)$ vs $10 / T]$ on a heavily doped sample, donor concentration $N_{D}=2.7 \times 10^{17} \mathrm{~cm}^{-3}$, acceptor concentration $N_{A}=0.8 \times 10^{15} \mathrm{~cm}^{-3}$, exhibit both ac and dc impurity conductivity (the only example of such measurements reported in their paper). Using (1) and (3) for $n=N_{A}$,

$$
\begin{equation*}
D(\omega)\left(\mathrm{cm}^{2} / \mathrm{sec}\right)=0.6723 T\left[\sigma(\omega)\left(\Omega^{-1} \mathrm{~cm}^{-1}\right)\right] \tag{48}
\end{equation*}
$$

and evaluating $\sigma(0)$ at $T=3{ }^{\circ} \mathrm{K}, D(0)=5 \times 10^{-14} \mathrm{~cm}^{2} /$ sec . For the rms displacement in (37), $\sigma_{\mathrm{rms}} \sim r_{D}$ $\equiv 10^{-6} \mathrm{~cm}$; thus $\bar{t}=\sigma^{2}{ }_{\mathrm{rms}} / 6 D(0) \simeq 3.3 \mathrm{sec}$ and, with $\bar{t} \lambda=0.1, \lambda=0.03 \mathrm{sec}^{-1}$. The distribution (40) with $\nu=-0.9$ and $\lambda=0.03$ is a very wide one (long tail for $t>\bar{t}$ ). PG needed a distribution of pair lifetimes $G(\tau)$ varying as $\tau^{-1.9}$ (for $s=0.9$ ).

As an independent estimate of $\lambda$, note that $\lambda$ sets the frequency scale. For $\omega<\lambda, D(\omega)$ exhibits essentially dc behavior and for $\omega>\lambda, D(\omega) \sim \omega^{\text {s }}$. More precisely, if the absolute value of the denominator in (43) is taken, one finds that $D(\omega) \propto \omega^{s}$ when $(\omega / \lambda)^{2(1-s)} \gg 1$. The minimum value of $\omega$ satisfying the latter condition for $\lambda \sim 0.03$ is $\omega \sim 10$. Although PG did not make measurements for $0<\omega<10^{2}$, an estimate of $\omega \sim 10$ for the "turnover frequency" is certainly reasonable (at $3^{\circ} \mathrm{K}$ ).

As a final consideration involving the last hopping distribution, we would like to point out there is something disturbingly unphysical about $D(\omega) \propto \omega^{s}$ for arbitrarily large $\omega$ or the singular nature of $\psi(t) \propto t^{-0.9}$ for $t \rightarrow 0$. This behavior simply denotes the fact that a maximum transition rate has not been put into the system. Such a maximum rate would correspond to the smallest effective impurity separation. A physically more realistic (normalized) distribution leading to a finite value for small $t$ would be

$$
\begin{equation*}
\psi(t)=\frac{\lambda[\lambda(t+\alpha)]^{-s} e^{-\lambda(t+\alpha)}}{\Gamma(1-s, \alpha \lambda)}, \tag{49}
\end{equation*}
$$

where now $\alpha$ is an additional parameter and $\Gamma(u, v)$ is the incomplete $\Gamma$ function. ${ }^{24}$

The results for $D(\omega)$ using (49) are similar to the ones obtained using (43) for the case when $\alpha \omega<1$. However, for $\alpha \omega \gg 1$, the leading term of $D(\omega)$ is independent of $\omega$ and $D(\omega) \rightarrow \sigma_{\text {rms }}^{2} \lambda(\alpha \lambda)^{-s} e^{-\alpha \lambda / 6}$ $\times \Gamma_{1}(1-s, \alpha \lambda)$. With a value $\alpha \sim 10^{-11} \mathrm{sec}$, which corresponds to a high-frequency "turndown" of $\omega \sim 10^{11}$ $\mathrm{rad} / \mathrm{sec}$ one obtains $D(\omega) \sim 10^{-5} \mathrm{~cm}^{2} / \mathrm{sec}$. This value of the high-frequency diffusion constant agrees well with the values obtained by Tanaka and $\mathrm{Fan}^{25}$ at $\omega / 2 \pi=9 \times 10^{9} \mathrm{~Hz}$.

## V. CONCLUSION

A general theory of stochastic transport in a disordered system has been developed. It is based on a generalization of a model process: the Montroll-Weiss (MW) CTRW on lattice. ${ }^{10}$

The theory is considered to have wide applicability as the main assumption in adopting the CTRW to transport in an amorphous system is a difference in the procedure for taking configuration averages of products of transition probabilities. This difference is small in a system of a large number of hopping sites and an exponential dependence of the intersite hopping rate on distance (cf. Appendix B). In particular, the theory leads to a
simple expression for the frequency-dependent conductivity in which the frequency dependence is determined by the Fourier spectrum of the spatial moments of the function $\psi(\overrightarrow{\mathbf{s}}, t)$. The function $\psi(\overrightarrow{\mathbf{s}}, t)$ is calculated, in detail, for the case of impurity conduction in II. In general, the spectrum of transition rates of the system is used in an explicit determination of $\psi(\overrightarrow{\mathbf{s}}, t)$.

The CTRW process, as described in this paper, can be generalized to include a number of different $\psi(\overrightarrow{\mathbf{s}}, t)$. One can associate a basis of inequivalent points with each lattice point. Montroll has considered this generalization for the familiar RW (steps taken at regular time intervals) in Sec. IV of the second paper of Ref. 11. In the case of two points per unit cell the function $p(\overrightarrow{\mathbf{s}})$ of Sec. IV is replaced by $2 \times 2$ matrices, e.g.,

$$
p(\overrightarrow{\mathbf{s}}) \equiv\left(\begin{array}{ll}
p_{11}(\overrightarrow{\mathbf{s}}) & p_{12}(\overrightarrow{\mathbf{s}})  \tag{50}\\
p_{21}(\overrightarrow{\mathbf{s}}) & p_{22}(\overrightarrow{\mathbf{s}})
\end{array}\right)
$$

where $p_{i j}(\overrightarrow{\mathrm{~s}})$ is the probability that a carrier on the $j$ th lattice point in an arbitrary cell makes a transition, in one step, to the $i$ th lattice point of a unit cell which is displaced by $\overrightarrow{\mathrm{s}}$ from the originally occupied one. The inclusion of the continuous time variable would be a straightforward extension of MW and Montroll. ${ }^{11}$ Basically, $\psi(\mathbf{s}, t)$ would be replaced by matrix of dimension $m \times m$ for $m$ points per unit cell. In general, the main necessity for the use of different $\psi(\overrightarrow{\mathbf{s}}, t)$ is that there may be inequivalent sites in the actual system (microscopic inhomogeneity) such that the transition rates from one of these sites is not included in the total class of transition rates from another site. An example of this type of situation can be found in impurity hopping in low-compensated semiconductors (cf. Sec. II of II). The inequivalent sites refer to different positions in the vicinity of the ionized acceptor (i.e., the local potential). Some aspects of this problem are discussed in II; however, the replacement of $\psi(\overrightarrow{\mathbf{s}}, t)$ by a matrix will be the subject of another paper. ${ }^{19}$
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## APPENDIX A: DISPLACEMENT FORMULA FOR DIFFUSION CONSTANT

First, (2) is inverted and use is made of the evenness of $\operatorname{Re} D(\omega)$ and stationicity $\left\langle v(t) v\left(t^{\prime}\right)\right\rangle$ $=\left\langle v\left(t-t^{\prime}\right) v(0)\right\rangle$ to rewrite the result in the form

$$
\begin{equation*}
\left\langle v(t) v\left(t^{\prime}\right)\right\rangle=\frac{1}{\pi} \int_{-\infty}^{\infty} \operatorname{Re} D(\omega) e^{i \omega\left(t-t^{\prime}\right)} d \omega \tag{A1}
\end{equation*}
$$

Displacement ( $x$ component) can now be obtained by integration:

$$
\begin{align*}
\left\langle[x(t)-x(0)]^{2}\right\rangle & =\int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime}\left\langle v\left(t^{\prime}\right) v\left(t^{\prime \prime}\right)\right\rangle \\
& =\frac{4}{\pi} \int_{0}^{\infty} \operatorname{Re} D(\omega) d \omega \frac{1-\cos \omega t}{\omega^{2}} . \tag{A2}
\end{align*}
$$

Now

$$
\begin{equation*}
\frac{d}{d t}\left\langle[x(t)-x(0)]^{2}\right\rangle=\frac{4}{\pi} \int_{0}^{\infty} d \omega \sin \omega t \operatorname{Re} D(\omega) / \omega \tag{A3}
\end{equation*}
$$

Inverting, again,

$$
\begin{equation*}
\operatorname{Re} D(\omega)=\frac{1}{2} \omega \int_{0}^{\infty} d t \sin \omega t \frac{d}{d t}\left\langle[x(t)-x(0)]^{2}\right\rangle \tag{A4}
\end{equation*}
$$

and integrating by parts (assuming an $e^{-\epsilon t}$ convergence factor),

$$
\begin{equation*}
\operatorname{Re} D(\omega)=-\frac{1}{2} \omega^{2} \int_{0}^{\infty} \cos \omega t d t\left\langle[x(t)-x(0)]^{2}\right\rangle . \tag{A5}
\end{equation*}
$$

The Kramers-Kronig relationship requires that

$$
\begin{equation*}
-\operatorname{Im} D(\omega)=\frac{1}{\pi} \odot \int_{-\infty}^{\infty} \frac{\operatorname{Re} D\left(\omega^{\prime}\right)}{\omega^{\prime}-\omega} d \omega^{\prime} \tag{A6}
\end{equation*}
$$

providing

$$
|D(\omega)||\leqslant A /|\omega| \text { as }| \omega \mid \rightarrow \infty .
$$

But

$$
\begin{equation*}
\frac{1}{\pi} \odot \int_{-\infty}^{\infty} \frac{\sin \omega t}{\omega^{\prime}-\omega} d \omega^{\prime}=\cos \omega t \tag{A7}
\end{equation*}
$$

Thus, using (A5) and (A7) in (A6) and then adding the result to (A5), we obtain

$$
\begin{equation*}
D(\omega)=\frac{1}{2} \omega^{2} \int_{0}^{\infty} d t e^{-i \omega t} \frac{1}{3}\left\langle[\overrightarrow{\mathbf{r}}(t)-\overrightarrow{\mathrm{r}}(0)]^{2}\right\rangle \tag{A8}
\end{equation*}
$$

## APPENDIX B: STRUCTURE OF $n$-STEP WALK IN CONTINUOUS-TIME RANDOM WALK AND RELATION TO RANDOM WALK ON RANDOM MEDIUM

To analyze the structure of the $n$-step walk in the CTRW we examine the basic recursion relation (12):
$R_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, t\right)=\sum_{\mathbf{s}^{\prime}} \int_{0}^{t} d \tau \psi\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{\prime}, t-\tau\right) R_{n-1}\left(\overrightarrow{\mathbf{s}}^{\prime}, \overrightarrow{\mathrm{s}}_{0}, \tau\right)$, (B1)
where $R_{n}\left(\overrightarrow{\mathbf{s}}_{\mathbf{s}} \overrightarrow{\mathrm{s}}_{0}, t\right) \Delta t$ is the probability for a walker to just arrive at $\overrightarrow{\mathrm{s}}$ between time $t$ and $t+\Delta t$, in $n$ steps, if it started outat $t=0^{+}$from $\overrightarrow{\mathbf{s}}_{0}$, and $\psi(\overrightarrow{\mathbf{s}}, \tau) \Delta \tau$ represents the probability that the time between steps occurs in the interval ( $\tau, \tau+\Delta \tau$ ) resulting in a vector displacement $\vec{s}$. As evident from the form of (B1), a determination of the probability (density) function $R_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathrm{~s}}_{0}, t\right)$ at time $t$ requires a knowledge of the entire time history of the carrier motion ( $t \geqslant \tau \geqslant 0$ ). The process is non-Markovian. ${ }^{26}$ To simplify the discussion we shall work mainly in Laplace space, i.e.,

$$
\begin{equation*}
\tilde{R}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right)=\sum_{\mathbf{s}^{\prime}} \tilde{\psi}\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{\prime}, u\right) \tilde{R}_{n-1}\left(\overrightarrow{\mathbf{s}}^{\prime}, \overrightarrow{\mathbf{s}}_{0}, u\right) \tag{B2}
\end{equation*}
$$

Thus, in Laplace space (B2) has the form of a more
familiar $\mathrm{RW}^{10}$ on a lattice. We now iterate (B2) and derive

$$
\begin{align*}
\tilde{R}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right)= & \sum \overrightarrow{\mathbf{s}}^{(n-1)}, \ldots, \overrightarrow{\mathbf{s}}^{(1)} \underset{\psi}{ }\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{(n-1)}, u\right) \\
& \times \tilde{\psi}\left(\overrightarrow{\mathbf{s}}^{(n-1)}-\overrightarrow{\mathbf{s}}^{(n-2)}, u\right) \cdots \\
& \times \psi\left(\overrightarrow{\mathbf{s}}^{(2)}-\overrightarrow{\mathbf{s}}^{(1)}, u\right) \tilde{\psi}\left(\overrightarrow{\mathbf{s}}^{(1)}-\overrightarrow{\mathbf{s}}_{0}, u\right) . \tag{B3}
\end{align*}
$$

The total contribution to $\tilde{R}_{n}\left(\overrightarrow{\mathrm{~s}}, s_{0}, u\right)$ is a sum of products of $n$ factors of $\tilde{\psi}\left(\overrightarrow{\mathbf{S}}^{(i)}-\overrightarrow{\mathrm{s}}^{(i-1)}, u\right), i=1$, $\ldots, n\left(\overrightarrow{\mathbf{s}}^{(n)} \equiv \overrightarrow{\mathrm{s}}, \overrightarrow{\mathrm{s}}^{(0)} \equiv \overrightarrow{\mathrm{s}}_{0}\right)$. A specific set of $\overrightarrow{\mathrm{s}}^{(i)}$ ( $i=1, \ldots, n-1$ ) "labels" a "path" and the product of the corresponding $n$ factors of $\tilde{\psi}$ "weights" the $\underset{\sim}{r}$ relative measure of the path in a determination of $\tilde{R}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathrm{~s}}_{0}, u\right)$.

If we iterate directly from (B1) and take each range of integration as an integral number of intervals of width $\Delta t$ and sum over this discrete set of time intervals, e.g., $t=L \Delta t, \tau=l \Delta t, l=0, \ldots, L$, we generate for each set of $\overrightarrow{\mathbf{s}}^{(i)}$ a sum of products of $n \psi\left(\overrightarrow{\mathbf{s}}^{(i)}-\overrightarrow{\mathbf{s}}^{(i-1)}, l^{(k)} \Delta t\right) \Delta t$ factors. The sum is over all combinations of integers $l^{(k)}$ such that

$$
\begin{equation*}
\Delta t \sum_{k=1}^{n} l^{(k)}=L \Delta t \equiv t . \tag{B4}
\end{equation*}
$$

However, for our present purpose the simpler characterization of the $n$-step walk in Laplace space (B3) will be considered. Using (25) and (14) we can write

$$
\begin{equation*}
\tilde{P}_{n}\left(\mathbf{s}_{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right)=\tilde{R}_{n}\left(\mathbf{s}_{\mathbf{s}}, \overrightarrow{\mathrm{s}}_{0}, u\right)[1-\tilde{\psi}(u)] / u, \tag{B5}
\end{equation*}
$$

where $\tilde{P}_{n}\left(\overrightarrow{\mathrm{~s}}_{\mathrm{s}}, \overrightarrow{\mathrm{s}}_{0}, u\right)$ is the Laplace transform of $P_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, t\right)$ the probability of being (found) at $\overrightarrow{\mathrm{s}}$ at time $t$ after $n$ steps if initially at $\overrightarrow{\mathrm{s}}_{0}$. The second factor on the right-hand side of (B5) is the Laplace transform of $\Phi(t)$, defined in (23), the probability that the walker remains fixed in time interval $[0, t]$. The properties of $\Phi(t)$ can be obtained from (23) and the fact that $\tilde{\psi}(0)=1$,

$$
\begin{equation*}
\Phi(0)=1, \quad \Phi(\infty)=0, \quad-\frac{d \Phi(t)}{d t}=\psi(t) . \tag{B6}
\end{equation*}
$$

In II we use the notation $\langle Q(t)\rangle \equiv \Phi(t)$ and discuss this probability function and its Laplace transform in considerable detail.

We shall now examine an $n$-step random walk on a random medium (RWRM). The random medium is a set of $N+1$ impurities (or hopping sites) located randomly on lattice points in a volume $V$. Both $N$ and $V$ can be considered as arbitrarily large with the constraint $N / V=N_{D}$, a fixed density. A given configuration of $N$ sites is designated as $\left\{\vec{s}_{i}\right\}$. The initial position of the carrier at $\overrightarrow{\mathrm{s}}_{0}$ is always fixed. The analog to ( B 1 ) in the random medium is

$$
\begin{aligned}
& \mathcal{R}_{n}\left(\mathbf{s}_{\mathbf{s}}, \overrightarrow{\mathrm{s}}_{0}, t \mid\left\{\overrightarrow{\mathrm{s}}_{i}\right\}\right) \\
&=\sum_{\mathbf{s}^{\prime} \in\left\{\overrightarrow{\mathrm{s}}_{i}\right\}} \int_{0}^{t} d \tau W\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}^{\prime}, t-\tau \mid\left\{\overrightarrow{\mathrm{s}}_{i}\right\}\right)
\end{aligned}
$$

$$
\begin{equation*}
\times \mathbb{R}_{n-1}\left(\overrightarrow{\mathbf{s}}^{\prime}, \overrightarrow{\mathbf{s}}_{0}, \tau \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right), \tag{B7}
\end{equation*}
$$

where $\Omega_{n}\left(\overrightarrow{\mathbf{s}}_{\mathbf{s}}, \overrightarrow{\mathrm{s}}_{0}, t \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)$ and $W\left(\overrightarrow{\mathbf{s}}, t \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)$ are defined in the same manner as $R_{n}(\overrightarrow{\mathbf{s}}, t)$ and $\psi(\overrightarrow{\mathbf{s}}, t)$, respectively. There are two essential differences between (B1) and (B7): (i) In the former case (CTRW) the position vectors $\overrightarrow{\mathbf{s}}, \overrightarrow{\mathrm{s}}^{\prime}$, etc., could correspond to any lattice point. All knowledge of the fact that there are $N$ hopping sites must be included in a calculation of $\psi(\overrightarrow{\mathbf{s}}, t)$. In the RWRM all the position vectors $\vec{s}, \vec{s}^{\prime}$ correspond to the net $\left\{\vec{s}_{i}\right\}$ of hopping sites, i.e., the sum over $\vec{s}^{\prime}$ in (B7) is only over $\left\{\vec{s}_{i}\right\}$ the point $\vec{s}$ is included in the sum if we assume $\left.W\left(0, t \mid\left\{\vec{s}_{i}\right\}\right)=0\right]$. (ii) In contrast to the CTRW, in the RWRM the $\mathscr{R}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, t \mid\left\{\vec{s}_{i}\right\}\right)$ is a function of the positions of all the hopping sites $\left\{\vec{s}_{i}\right\}$ in addition to $\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}$; also, the transition probabilities $W\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}^{\prime}\right.$, $\left.t \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)$ vary from site to site; i. e., in addition to a dependence on $\overrightarrow{\mathbf{s}}-\overrightarrow{\mathrm{s}}^{\prime}$; the $W$ function depends on the relative positions of all the $\left\{\vec{s}_{i}\right\}$ to $\overrightarrow{\mathrm{s}}^{\prime}$.

The site dependence of $W\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathrm{s}}^{\prime}, t \mid\left\{\overrightarrow{\mathrm{s}}_{i}\right\}\right)$ needs to be clarified. In II, Eq. (14), we determine

$$
\begin{align*}
& W\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathrm{s}}^{\prime}, t \mid\left\{\overrightarrow{\mathrm{s}}_{i}\right\}\right)=W\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}^{\prime}\right) Q\left(t ; \overrightarrow{\mathrm{s}}^{\prime}\right),  \tag{B8}\\
& Q\left(t ; \overrightarrow{\mathrm{s}}^{\prime}\right)=\exp \left(-t \sum_{i=1}^{N} W\left(\overrightarrow{\mathrm{~s}}_{i}-\overrightarrow{\mathrm{s}}^{\prime}\right)\right), \tag{B9}
\end{align*}
$$

where $W\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathrm{s}}^{\prime}\right)$ is the (quantum mechanical) twobody transition rate ${ }^{8}$ between an impurity at $\mathbf{s}^{\prime}$ to an impurity at $\vec{s}$, and $Q\left(t, \vec{s}^{\prime}\right)$ is the probability that the carrier remains on site $\vec{s}^{\prime}$ for at least a time $t$ since it hopped there. The transition rate $W\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{\prime}\right)$ between any two sites always has the same form, it depends only on the vector displacement $\overrightarrow{\mathrm{s}}-\overrightarrow{\mathrm{s}}^{\prime}$ (three-body transition rates are not considered). The explicit site dependence of (B8) is in the $Q\left(t ; \vec{s}^{\prime}\right)$ function in the sense of (B9). One can easily see from (B8) and (B9) that

$$
\begin{equation*}
\int_{0}^{\infty} d t \sum_{\vec{s} \in\left(\vec{s}_{i}\right)} W\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}^{\prime}, t \mid\left\{\overrightarrow{\mathrm{s}}_{i}\right\}\right)=-\int_{0}^{\infty} d t \frac{d Q\left(t ; \overrightarrow{\mathrm{s}}^{\prime}\right)}{d t}=1 . \tag{B10}
\end{equation*}
$$

The sum of all possibilities for leaving a site is equal to unity, independent of the site. To understand this constraint consider the following situation: A site $\vec{s}_{n}$ has no nearer than average neighbors. Thus, to leave $\vec{s}_{n}$ a carrier must jump a larger than average distance. As the transition rate is exponentially dependent on displacement, the probability that the carrier leaves $\overrightarrow{\mathrm{s}}_{n}$ at some time $t$ is smaller than from a site with nearer neighbors. However, (B10) must be satisfied. Thus the jumps to far neighbors from $\vec{s}_{n}$ must somehow be enhanced. ${ }^{27}$ The main point to be made now in this discussion is that the transition rates $W\left(\vec{s}_{i}\right.$ $-\vec{s}_{n}$ ) between $\vec{s}_{n}$ and any site $\vec{s}_{i}$ are not enhanced; rather $Q\left(t\right.$; $\overrightarrow{\mathrm{s}}_{n}$ ) is enhanced. From (B10) one can observe for a site with no near neighbors, the
probability to remain on the site is larger. Thus the $Q(t ; \overrightarrow{\mathbf{s}}$ ) function in (B9) has the explicit site dependence (relative to the fixed configuration
$\left\{\overrightarrow{\mathrm{s}}_{i}\right\}$ ) and it "soaks up" the normalization of (B10) from site to site.

The form of the time dependence of ( B 7 ) is similar to (B1). ${ }^{28}$ As in the CTRW we take the Laplace transform of (B7) and iterate :

$$
\begin{align*}
\tilde{\mathfrak{R}}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)= & \sum_{\mathbf{s}}^{(n-1)}, \ldots, \mathbf{s}^{(1)} \in\left\{\overrightarrow{\mathbf{s}}_{i}\right\} \\
& \times \tilde{W}\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{(n-1)}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right) \cdots \\
& \times \tilde{W}\left(\overrightarrow{\mathbf{s}}^{(1)}-\overrightarrow{\mathbf{s}}_{0}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right) \tag{B11}
\end{align*}
$$

To compare (B11) with (B5) and (B3) of the CTRW we first must consider $\vec{s}$ to be an arbitrary lattice point [as it is in (B5)]. Thus, we must multiply (B11) by the probability that the $\vec{s}$ is an impurity site, $N v / V=N_{D} v$, where $v$ is the cell volume (for the simple lattice we are considering $V / v$ is the number of lattice points in $V$ ). In both $R W \vec{s}_{0}$ is an impurity site by definition of the initial condition. In addition, we must multiply (B11) by the function $\tilde{Q}(u ; \overrightarrow{\mathbf{s}})$ and finally, as discussed in Sec. I, the result has to be configurationally averaged over all random distributions $\left\{\overrightarrow{\mathbf{s}}_{i}\right\}$ of $N$ impurities on $V / v$ lattice points. Hence

$$
\begin{equation*}
\tilde{\mathscr{P}}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right) \equiv\left\langle N_{D} 2 \tilde{R}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right) \tilde{Q}(u ; \overrightarrow{\mathbf{s}})\right\rangle_{\left(\mathbf{s}_{i}\right)} \tag{B12}
\end{equation*}
$$

is to be compared to

$$
\begin{equation*}
\tilde{P}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right)=\tilde{R}_{n}\left(\overrightarrow{\mathbf{s}}^{2}, \overrightarrow{\mathbf{s}}_{0}, u\right) \tilde{\Phi}(u), \tag{B13}
\end{equation*}
$$

with (B3) for $\tilde{R}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right)$.
To explicitly compute the configuration average in (B12) we must consider sums of the form

$$
\begin{equation*}
\langle X\rangle_{\left(\vec{s}_{i}\right)}=\sum_{\mathrm{s}_{N-1}, \ldots, \overrightarrow{\mathrm{~s}}_{1}} X p\left(\overrightarrow{\mathrm{~s}}_{1}, \ldots, \overrightarrow{\mathrm{~s}}_{N-1}\right), \tag{B14}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{\mathbf{s}_{N-1}, \ldots, \vec{s}_{1}^{\prime}} p\left(\vec{s}_{1}, \ldots, \vec{s}_{N-1}\right)=1 \tag{B15}
\end{equation*}
$$

where each $\vec{s}_{i}$ sum extends over all the lattice points in $V$ 。 We assume each impurity is randomly located on the lattice:

$$
\begin{align*}
& p\left(\overrightarrow{\mathrm{~s}}_{1}, \ldots, \overrightarrow{\mathrm{~s}}_{N-1}\right)=\prod_{i=1}^{N-1} p\left(\overrightarrow{\mathrm{~s}}_{i}\right)  \tag{B16}\\
& \sum_{\mathbf{s}_{N-1}}, \ldots, \overrightarrow{\mathrm{~s}}_{1}  \tag{B17}\\
& p\left(\overrightarrow{\mathrm{~s}}_{1}, \ldots, \overrightarrow{\mathrm{~s}}_{N-1}\right)=\prod_{i=1}^{N-1} \sum_{\vec{s}_{i}} p\left(\overrightarrow{\mathrm{~s}}_{i}\right)=1
\end{align*}
$$

Thus

$$
\begin{equation*}
\sum_{\vec{s}_{i}} p\left(\overrightarrow{\mathrm{~s}}_{i}\right)=1 \tag{B18}
\end{equation*}
$$

and

$$
\begin{equation*}
p\left(\overrightarrow{\mathbf{s}}_{i}\right)=v / V \tag{B19}
\end{equation*}
$$

For simplicity, we first consider

$$
\begin{align*}
\tilde{\mathcal{P}}_{2}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right) & =\sum_{\mathbf{s}_{N-1}, \ldots, \overrightarrow{\mathbf{s}}_{1}} \prod_{i=1}^{N=1} p\left(\overrightarrow{\mathbf{s}}_{i}\right)\left(N _ { D } v \tilde { Q } ( u ; \vec { \mathbf { s } } ) \sum _ { \mathbf { s } } ^ { ( 1 ) } \in \left\{\left(\vec{s}_{i}\right)\right.\right.  \tag{B20}\\
& \left.\tilde{W}\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{(1)}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right) \tilde{W}\left(\overrightarrow{\mathbf{s}}^{(1)}-\overrightarrow{\mathbf{s}}_{0}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)\right)  \tag{B21}\\
& =\sum_{i=1}^{N-1} \sum_{\overrightarrow{\mathbf{s}}_{i}}\left\langle\tilde{Q}(u ; \overrightarrow{\mathbf{s}}) N_{D} v \tilde{W}\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}_{i}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right) \tilde{W}\left(\overrightarrow{\mathbf{s}}_{i}-\overrightarrow{\mathbf{s}}_{0}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)\right\rangle_{\mathbf{s}_{i}} p\left(\overrightarrow{\mathbf{s}}_{i}\right),
\end{align*}
$$

where $\langle\cdots\rangle_{\vec{s}_{i}}$ is the configuration average over $\vec{s}_{1} \cdots \vec{s}_{i-1}, \vec{s}_{i+1} \cdots \vec{s}_{N-1}$. We insert (B19) and observe that since each $\vec{s}_{i}$ sum is now unrestricted (extends over all lattice points),

$$
\begin{equation*}
\tilde{\mathscr{P}}_{2}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right)=\frac{(N-1) v}{V} \sum_{\overrightarrow{\mathbf{s}}^{\prime}}\left\langle\tilde{Q}(u ; \overrightarrow{\mathbf{s}}) N_{D} v \tilde{W}\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{\prime}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right) \tilde{W}\left(\overrightarrow{\mathbf{s}}^{\prime}-\overrightarrow{\mathbf{s}}_{0}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)\right\rangle_{\mathbf{s}^{\prime}} \tag{B22}
\end{equation*}
$$

It is obvious that

$$
\begin{equation*}
\tilde{\rho}_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, u\right)=\sum_{\mathbf{s}^{(n-1)}, \ldots, \overrightarrow{\mathbf{s}}^{(1)}}\left\langle\tilde{Q}(u ; \overrightarrow{\mathbf{s}}) N_{D} v \tilde{W}\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathbf{s}}^{(n-1)}, u \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right) \cdots N_{D} v \tilde{W}\left(\overrightarrow{\mathbf{s}}^{(1)}-\overrightarrow{\mathbf{s}}_{0}, u \mid\left\{\overrightarrow{\mathbf{s}}_{1}\right\}\right)\right\rangle_{\mathbf{s}}^{(n-1)}, \ldots, \mathbf{s}^{(1)}, \tag{B23}
\end{equation*}
$$

In II, Eqs. (14) and (16), it is shown that

$$
\begin{equation*}
\langle Q(t ; \overrightarrow{\mathrm{s}})\rangle=\langle Q(t)\rangle \equiv \Phi(t) \tag{B24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle N_{D} v W\left(\overrightarrow{\mathbf{s}}^{\prime}-\overrightarrow{\mathbf{s}}_{0}, t \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)\right\rangle_{\overrightarrow{\mathbf{s}}^{\prime}}=\psi\left(\mathbf{\mathbf { s }}-\overrightarrow{\mathbf{s}}_{0}, t\right) . \tag{B25}
\end{equation*}
$$

Thus, the difference between $\tilde{\Phi}_{n}\left(\overrightarrow{\mathbf{s}}^{\prime}, \overrightarrow{\mathrm{s}}_{0}, u\right)$ in (B23) and $\tilde{P}_{n}\left(\overrightarrow{\mathbf{s}}^{\prime} \overrightarrow{\mathrm{s}}_{0}, u\right.$ ) in (B13) with (B3) for $\tilde{R}_{n}\left(\mathbf{s}, \overrightarrow{\mathbf{s}}_{0}, u\right)$ is in the procedure for taking the configuration average.

For every path in (B23), i. e., for every given set of $\left\{\vec{s}^{(i)}, i=1, \ldots, n-1\right\}$, there is a one-to-one correspondence with a path in the CTRW[(B13) and (B3)]. For each of these paths (each term of the sum) in (B23) one holds the $\vec{s}^{(i)}$ fixed and then averages the product of $\tilde{Q}(u ; \overrightarrow{\mathbf{s}})$ with the $n \tilde{W}$ factors over all possible configurations of the remaining $N-n$ impurities. For the same path in the CTRW one proceeds by writing $N_{D} v W$ ( $^{(i)}-\mathbf{s}^{(i-1)}$, $u!\left\{\overrightarrow{\mathbf{s}}_{i}\right\}$ ) for the $i$ th step and then averages over all the $N$ impurities except the ones at $\overrightarrow{\mathbf{s}}^{(i)}, \overrightarrow{\mathbf{s}}^{(i-1)}$. Hence, from (B25) for $\overrightarrow{\mathbf{s}}^{(i-1)} \rightarrow \overrightarrow{\mathbf{s}}^{(i)}$, we have a $\tilde{\psi}\left(\overrightarrow{\mathbf{s}}^{(i)}\right.$ $-\overrightarrow{\mathrm{s}}^{(i-1)}, u$ ) factor for this $i$ th step. Now in a system with an arbitrarily large number of impurities $N$, the difference in the averaging procedures should be very small. In other words, each step $\overrightarrow{\mathbf{s}}^{(i-1)} \rightarrow \overrightarrow{\mathbf{S}}^{(i)}$ in the averaged RWRM can be thought of as taking place against a background of all pos-
sible configurations of a very large number of impurities. The fact that a small finite number $\overrightarrow{\mathbf{s}}^{(1)}, \ldots, \overrightarrow{\mathbf{s}}^{(i-2)}, \overrightarrow{\mathbf{s}}^{(i+1)}, \ldots, \overrightarrow{\mathbf{s}}^{(n-1)}$ remain fixed in all these possible configurations should not be consequential. In any case, one can in principle compute (B23) for each $n$ and quantitatively compare the result to (B13) with $\psi(\overrightarrow{\mathbf{s}}, t)$ and $\Phi(t)$ determined from (B25) and (B24).

We continue now with this analysis. In performing the configuration averages in (B23) one must exercise care. Each step of a given path is defined by fixing one transition rate in (B8) and (B9) and allow all others to vary, e.g., for $\overrightarrow{\mathrm{s}}_{0} \rightarrow \overrightarrow{\mathrm{~s}}_{1}$,

$$
\begin{align*}
W\left(\overrightarrow{\mathbf{s}}_{1}-\overrightarrow{\mathbf{s}}_{0}, t \mid\left\{\overrightarrow{\mathbf{s}}_{i}\right\}\right)= & W\left(\overrightarrow{\mathbf{s}}_{1}-\overrightarrow{\mathbf{s}}_{0}\right) e^{-W\left(\overrightarrow{\mathbf{s}}_{1}-\overrightarrow{\mathbf{s}}_{0}\right) t} \\
& \times \exp \left(-t \sum_{j \neq 1} W\left(\overrightarrow{\mathbf{s}}_{j}-\overrightarrow{\mathbf{s}}_{0}\right)\right) . \tag{B26}
\end{align*}
$$

In order to do the configuration average one then drops the restriction on the sum in the exponent of (B26). ${ }^{29}$ In other words, only the explicit steps of the path are fixed, all others varied. Now, for the actual computation of the average the product of terms in (B23) has to be in separable form [cf. Ref. 29 and II, Eq. (10)]. Therefore, it is necessary to consider $\rho_{n}\left(\overrightarrow{\mathbf{s}}, \overrightarrow{\mathbf{s}}_{0}, t\right)$ (the details of the following calculations are reserved for the paper in Ref. 19). For $n=1$ and $\overrightarrow{\mathrm{s}}_{0}=0$,

$$
\begin{align*}
& \odot_{1}(\overrightarrow{\mathbf{s}}, 0, t)=N_{D} v W(\overrightarrow{\mathbf{s}}) \int_{0}^{t} d \tau e^{-W(\overrightarrow{\mathbf{s}}) \tau} \exp \left(-N_{D} \int d^{3} r\{1-\exp [-\tau W(\overrightarrow{\mathbf{r}})-(t-\tau) W(\overrightarrow{\mathbf{r}}-\overrightarrow{\mathbf{s}})]\}\right),  \tag{B27}\\
& P_{1}(\overrightarrow{\mathbf{s}}, 0, t)=N_{D} v W(\overrightarrow{\mathbf{s}}) \int_{0}^{t} d \tau e^{-W(\overrightarrow{\mathbf{s}}) \tau} \exp \left(-N_{D} \int d^{3} r\{2-\exp [-\tau W(\overrightarrow{\mathbf{r}})]-\exp [-(t-\tau) W(\overrightarrow{\mathbf{r}}-\overrightarrow{\mathbf{s}})]\}\right) . \tag{B28}
\end{align*}
$$

For $n=2$, one obtains

$$
\begin{align*}
\odot_{2}(\overrightarrow{\mathbf{s}}, 0, t)= & \sum_{\overrightarrow{\mathbf{s}}(1)}\left(N_{D} v\right)^{2} W\left(\overrightarrow{\mathbf{s}}-\overrightarrow{\mathrm{s}}^{(1)}\right) W\left(\overrightarrow{\mathrm{~s}}^{(1)}\right) \int_{0}^{t} d \tau \int_{0}^{\tau} d \tau^{\prime} \exp \left[-W\left(\overrightarrow{\mathrm{~s}}-\overrightarrow{\mathrm{s}}^{(1)}\right) \tau^{\prime}-W\left(\overrightarrow{\mathrm{~s}}^{(1)}\right)\left(\tau-\tau^{\prime}\right)\right] \\
& \times \exp \left(-N_{D} \int d^{3} r\left\{1-\exp \left[-\left(\tau-\tau^{\prime}\right) W(\overrightarrow{\mathrm{r}})-\tau^{\prime} W\left(\overrightarrow{\mathrm{r}}-\overrightarrow{\mathrm{s}}^{(1)}\right)-(t-\tau) W(\overrightarrow{\mathrm{r}}-\overrightarrow{\mathrm{s}})\right]\right\}\right) \tag{B29}
\end{align*}
$$

and for $P_{2}(\vec{s}, 0, t)$ the same expression as (B29) except the $1-\exp (\cdots)$ term is replaced with

$$
\begin{equation*}
3-\exp \left[-\left(\tau-\tau^{\prime}\right) W(\overrightarrow{\mathbf{r}})\right]-\exp \left[-\tau^{\prime} W\left(\overrightarrow{\mathbf{r}}-\overrightarrow{\mathbf{s}}^{(1)}\right)\right]-\exp [-(t-\tau) W(\overrightarrow{\mathbf{r}}-\mathbf{s})] \tag{B30}
\end{equation*}
$$

The difference between $\odot_{n}$ and $P_{n}$ is simply the replacement of an average of a product of $n+1 Q$ 's by a product of $n+1\langle Q\rangle$ 's. More specifically, the replacement is of the type (B30). To evaluate the integrals in (B27)-(B29), one must now insert a definite function for $W(\overrightarrow{\mathbf{r}})$. For $W(\overrightarrow{\mathrm{r}})=W_{M} e^{-r / R_{d}}$ [as in II, Eq. (18)] the integrals are very difficult to calculate. The details of such a calculation for $n=1,2$ will be contained in the paper in Ref. 19. One can, however, gain a semiquantitative understanding of the comparison of (B27) and (B28). At either end of the $\tau$ integration in (B27) the integral in the exponent is the same as the corresponding one in (B28). In particular, for small $\tau[W(\mathbb{s}) \tau$ $<1$ ] in both (B27) and (B28), $\exp \{\cdots\} \sim\langle Q(t)\rangle$. Now, in general, both $\exp \{\cdots\}$ terms can be expected to vary slowly as a function of $\tau[\mathrm{cf}$. Paper II, Eqs. (21), (24), (25), and (27)]. The slow variation in $\tau$ is due to the exponential form of $W(\overrightarrow{\mathbf{r}})$ (cf. Ref. 19). Thus, a very reasonable approximation to (B27) and (B28) is

$$
\begin{equation*}
尺_{1}(\overrightarrow{\mathbf{S}}, 0, t) \simeq P_{1}(\overrightarrow{\mathbf{S}}, 0, t) \approx N_{D} v\langle Q(t)\rangle\left(1-e^{-w(\overrightarrow{\mathbf{s}}) t}\right) . \tag{B31}
\end{equation*}
$$

For $W_{M} t<1, Q(t) \simeq 1$, so

$$
\begin{equation*}
P_{1}(\mathbf{s}, 0, t) \simeq N_{D} v W(\mathbf{s}) t \tag{B32}
\end{equation*}
$$

the probability of being at $\overrightarrow{\mathrm{s}}$ increases with $t$. However, for $W_{M} t \gg 1$ [cf. II, Eq. (21)]

$$
\begin{align*}
P_{1}(\mathbf{s}, 0, t) & \approx N_{D} v\langle Q(t)\rangle \\
& =N_{D} v \exp \left\{-\frac{4}{3} \pi N_{D} R_{D}^{3}\left[\ln \left(W_{M} t\right)\right]^{3}\right\}, \tag{B33}
\end{align*}
$$

the probability decreases with $t$ and the decrease depends on the concentration of hopping sites. For large $t$ one is not likely to find the carrier locally confined.

Thus, we have shown the relation between the CTRW, using (B25) for $\psi(\mathbf{s}, t)$, and the RWRM. The averaging procedures in the two cases turn out to produce similar results for two reasons: (i) The number of hopping sites in the system volume $V$ is very large; (ii) the exponential dependence of $W(r)$ on $r$ leads to a relatively slow $t$ variation of $\langle Q(t)\rangle$ [cf. II, Eq. (21) and Ref. 19]. The careful quantitative comparison between the two processes, based on calculating integrals of form shown in (B29), will be continued in a forthcoming paper. ${ }^{19}$
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#### Abstract

In a previous paper, the authors have developed a general theory of stochastic transport in disordered systems. In the present paper, the theory is applied, in detail, to a prototype of transport in a disordered system - impurity conduction in semiconductors. The complete frequency dependence of the real and imaginary part of the conductivity is calculated. In par-ticular, the calculation details the transition from an $\omega^{s}$ dependence to essentially de behavior (at a finite frequency), where $s \sim 0.6-0.8$, depending on temperature and concentration. The theoretical results for frequency, temperature, and concentration dependence of the conductivity are shown to be in good agreement with the measurements of Pollak and Geballe (PG). In addition, the ac conductivity data of PG interpreted with the present theory yield experimental evidence for the existence of two-channel hopping in $n$-type Si .


## I. INTRODUCTION

In the preceding paper ${ }^{1}$ (hereafter referred to as I) a general theory of transport via localized states in a disordered system has been developed. The motion of the carriers in such a system has been modeled as a continuous-time random walk (CTRW) on a lattice. ${ }^{2}$ The carrier executing such a CTRW makes a displacement $\vec{s}$ from each site in time $t$ between steps with a distribution described by a function $\psi(\overrightarrow{\mathbf{s}}, \boldsymbol{t})$. All the dynamics of the motion are incorporated into $\psi(\mathbf{s}, t)$. This simplification, inherent in the structure of the CTRW model, allows one to focus on the basic fluctuating quantity in the hopping motion-the transition rate between the sites. That is, the transition rate is treated as the random variable. For the transport in disordered systems of most interest, the transition rate is a very sensitive function of the intersite separation, so that the fluctuations in the spatial separation are quite mild compared to those, produced by them, in the transition rate. An extensive qualitative discussion of the nature of the present approach to hopping transport is included in the Introduction in I. The mathematical justification of the model is detailed in Appendix B in I.

For this CTRW model the conductivity $\sigma(\omega)$ has been determined exactly and is completely specified by the Fourier transform (FT) of the spatial moments of $\psi(\overrightarrow{\mathbf{s}}, t)$,

$$
\begin{equation*}
\sigma_{\mathrm{rms}}^{2}(\omega) \equiv \sum_{\mathbf{s}} s^{2} \int_{0}^{\infty} e^{-i \omega t} \psi(\overrightarrow{\mathbf{s}}, t) d t / \tilde{\psi}(i \omega) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\psi}(i \omega) \equiv \sum_{\mathbf{s}} \int_{0}^{\infty} e^{-i \omega t} \psi(\mathbf{s}, t) d t . \tag{2}
\end{equation*}
$$

Specifically,

$$
\begin{equation*}
D(\omega)=\frac{1}{8} \sigma_{\mathrm{rms}}^{2}(\omega) i \omega \tilde{\psi}(i \omega) /[1-\tilde{\psi}(i \omega)], \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma(\omega)=\left(n e^{2} / \kappa T\right) D(\omega), \tag{4}
\end{equation*}
$$

$n$ is the density of effective carriers (e.g., $n=N_{A}$, the acceptor concentration, in the case of impurity hopping in a low-compensated $n$-type semiconductor, to be discussed below), $T$ is the absolute temperature, and $D(\omega)$ is the complex frequency-dependent diffusion constant. ${ }^{1}$ In common units, e.g.,

$$
\begin{equation*}
D(\omega)\left(\mathrm{cm}^{2} / \mathrm{sec}\right)=(0.6723 T)\left[\sigma(\omega)\left(\Omega^{-1} \mathrm{~cm}^{-1}\right)\right] \tag{5}
\end{equation*}
$$

